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Abstract

The suspended sediment load (SSL) modeling generated within a catchment is a significant
issue in the environmental and water resources planning and management of watersheds. The
estimation methods of SSL are limited by the important parameters and boundary conditions
(which are based on the flow and sediment properties). In this situation, soft computing
approaches have proven to be an efficient tool in modelling the sediment load of rivers. In
this study, the hybrid Wavelet-M5 model was introduced to model SSL of two different rivers
(Lighvanchai and Upper Rio Grande) at both daily and monthly scales. In this way, first, the
runoff and suspended sediment load time series were decomposed using the wavelet transform
to several sub-time series to handle the non-stationary of the runoff and sediment time series.
Then, the obtained sub-series were applied to M5 model tree as inputs. The obtained results for
the Upper Rio Grande River at daily time scale, showed the better performance of Wavelet-MS5
model in comparison with individual Artificial Neural Network (ANN) and M5 models so that
the obtained Nash-Sutcliffe efficiency (NSE) was 0.94 by the hybrid Wavelet-M5 model while
it was calculated as 0.89 and 0.77 by Wavelet-ANN (WANN) and M5 tree models, respec-
tively. Also, the obtained NSE for the Lighvanchai River at monthly time scale was 0.90 by the
hybrid Wavelet-M5 model while it was calculated as 0.78 and 0.69 by Wavelet-ANN (WANN)
and M5 tree models in the verification step, respectively.

Keywords Suspended sediment load modeling - Runoff - Decision tree - M5 model tree - Wavelet
transform - Artificial neural network

P< Vahid Nourani
vnourani@yahoo.com

Amir Molajou
amolajou@yahoo.com

Ali Davanlou Tajbakhsh
alidavanlou@yahoo.com

Hessam Najafi
hessamnajafi71 @gmail.com

Extended author information available on the last page of the article

@ Springer


http://crossmark.crossref.org/dialog/?doi=10.1007/s11269-019-02216-9&domain=pdf
mailto:vnourani@yahoo.com

1770 Nourani V. et al.

1 Introduction

Suspended Sediment Load (SSL), known as a main proportion of total sediment load, has
strong impacts on recreational and ecological issues, is considered as a significant variable in a
river modeling. Estimation of SSL is considered as a challenging task because it is strictly
related to the highly non-linear and complex interactions mechanisms of river streamflow
(Sivakumar and Wallender 2005). The SSL of a river can be mannered as a function of hydro-
meteorological parameters, which is known as a costly and complicated process. Besides, the
accuracy of obtained results cannot be guaranteed by utilization of classic hydro-mechanic
approaches (ALP and Cigizoglu 2007; Yang et al. 2009).

Classic time series models - such as Auto Regressive Integrated Moving Average (ARIMA)
- are broadly utilized to forecast hydro-meteorological variables including SSL (Salas et al.
1980; Singer and Dunne 2001; Yang et al. 2009; Sharghi et al. 2018a, 2018b). However, the
defect that can be attributed to classic time series models is that they are assumed as
fundamentally linear models handling the stationary data and restricted to capture the non-
linear and non-stationary characteristics of the hydrological data sets.

On the other hand, to handle the complex and non-linear characteristics of sediment time
series, non-linear Artificial Intelligent (Al)-based models, especially Artificial Neural Network
(ANN), have been widely implemented to design the functional relationship between inputs
and outputs. Due to the remarkable advantages of ANN, such as benefiting black-box property
(no need to prior knowledge), handling the non-linear property of the studied process by
applying a non-linear function and the ability of analyzing multi-variate inputs with different
characteristics, the application of ANN as an Al-based method has been investigated at
different fields of engineering, including SSL modeling (Mustafa et al. 2012; Azad et al.
2018; Salimi et al. 2018).

Due to the multi-resolution nature of original raw SSL time series, the efficiency of
mentioned models (i.e. ANN) to forecast highly non-stationary, autoregressive and seasonal
SSL time series are decreased significantly. Under this situation, applying a suitable data pre-
processing tool (wavelet transform) can be an appropriate solution to overcome the mentioned
problems. Hidden frequencies and significant temporal information of original SSL time series
can be extracted by wavelet transform. Hence, several studies have investigated the ability of
wavelet transform in decomposing seasonal SSL time series into sub-time series at various
temporal scales (levels) to extract inherent features (Partal and Cigizoglu 2008; Shiri and Kisi
2010; Belayneh et al. 2014).

It is noticeable that the specific features of SSL time series can be represented by the
obtained wavelet-based sub-time series (Kuo et al. 2010). Previous studies showed that the
performance of both short and long terms predictions is improved by employing wavelet
technique. This improvement is more sensible in larger time scales (for example, seasonally/
monthly than daily/hourly) because the seasonal (periodic) patterns are more dominant in the
large-scale time series than the small-scale time series in most of hydrological process (Shiri
and Kisi 2010; Nourani et al. 2018a; Sharghi et al. 2018b).

Some deficiencies can be attributed to hybrid WANN model despite of its reliable efficien-
cy. It is believed that the network can identify the important data, hence the ANN users supply
a large number of data as inputs. This can lead into the complex calculations, error, non-
convergence and over-training (Nourani et al. 2018a).

Due to the scatter of time series data and mentioned deficiencies of WANN model, input data
classification can be taken into account as an appropriate tool for complexity reduction of used
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dataset. Decision tree (known as a hierarchical clustering method) is one of the efficient tools of
data mining in classification, clustering and regression issues. Decision tree tries to accumulate the
most similar observations (the basis of division is minimizing the available entropy among the sub-
groups data) and provides a suitable regression for each accumulation. In fact, decision tree has a
position between linear and non-linear models (as a multi-linear model) by providing piecewise
linear functions. It also should be mentioned that the relationships presented by decision tree are
simpler and more understandable by unprofessional users with regard to the complicated non-linear
methods (Solomatine and Xue 2004; Nourani et al. 2018b).

M5 model tree is a subset of decision tree, machine learning and data mining methods
which can detect the useful information from a dataset (Quinlan 1992). M5 model tree, unlike
the other algorithms of decision tree, assigns a multi-variate linear regression model instead of
fitting a constant value to the leaf node, so it is analogous to piecewise linear functions. In
recent years, M5 model tree has evolved considerably in the classification and forecasting
issues. M5 benefits can be stated as being more intelligible and much simpler in training stage
than ANN, requires no trial and error, acceptable performance in dealing with missing data and
large multi-dimensional problems (Solomatine and Xue 2004; Nourani et al. 2018a, 2018b).
Numerous studies have reported comparable performances of M5 and ANN in hydrological
simulation, particularly sediment modeling (Bhattacharya and Solomatine 2006; Senthil
Kumar et al. 2011; Goyal 2014).

Owing the merits of both M5 and Wavelet tools in dealing with hydrological processes as
an innovation, a hybrid model utilizing the wavelet transform and data mining features is
proposed in this study for SSL simulation. A model with a set of linear regressions (multi-
linear model) benefiting the wavelet transform may be reliable to handle the non-stationary
nature of the process instead of using complex non-linear models. In this way, it is tried to
eliminate the available trend of the main time series data of the studied rivers using the wavelet
transform due to its ability to mitigate the effects of non-stationary. As the next step, the
obtained wavelet-based sub-time series are classified by M5 model tree and finally, the
appropriate regression models are presented for the classes. To evaluate the performance of
Wavelet-M5 model while facing different hydro-climatological behaviors, the proposed hybrid
model is applied on Lighvanchai and Upper Rio Grande with quite different behaviors. For
this purpose the daily and monthly data are considered to perceive the efficiency of the model
in dealing with autoregressive and seasonal characteristics of the process.

2 Materials and Methods
2.1 Study Area and Data Set

In the current research, the data for two cases studies, the Lighvanchai and Upper Rio Grande
rivers, were used to implement and examine the proposed methodology. They are located in
northwest Iran at Azerbaijan province and West of USA, at Colorado and Mexico States,
respectively. The time series data of 29 years, from 1988 to 2016 for Lighvanchai River
(Lighvanchai station located at 37°50" North latitude and 46°26’ East longitude in the northern
slope of Sahand Mountain); and 40 years, from 1977 to 2016 for Upper Rio Grande River
(Otowi Bridge station located at 35°52" North latitude and 106°08" West longitude), were
employed in the modeling process, in which the first 75% years and the rest 25% years were
considered as training and validation purposes, respectively. The used SSL and water
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discharge time series were derived from Iran Water and Power Resources Development Co.
(IWPC) and the United States Geological Survey’s website (USGS-https://cida.usgs.
gov/sediment/). Table 1 shows the statistical characteristics of SSL data for both watersheds
at daily and monthly time scales.

2.1.1 Case 1: Lighvanchai River

Lighvanchai River located at Azerbaijan province in the North-West of Iran. The related
watershed is one of the major sub-tributaries of Ajichai River which discharges to Urmia Lake.
Lighvanchai watershed is located between 37°43" and 37°50' North latitude and 46°22’ and
46°28" East longitude in the northern slope of Sahand Mountain. The watershed area is
approximately 142 km? (Fig. 1). Watershed altitude is varying between 1263 m and 3679 m
above the sea level.

Azerbaijan province has a partly mountainous climate and a dry steppe with permanent lack
of precipitation. The rainfall peaks in winter and spring. The dominant climate of Lighvanchai
watershed is rainy and sub-humid having four distinct seasons. During the autumn and winter,
the region is under the effect of middle latitude westerlies, and most of the precipitations that
happen over the area during this period is initiated by depressions moving over the area, after
developing in the Mediterranean Sea on a subdivision of the polar jet stream in the upper
troposphere. The watershed contains medium vegetative land cover as a rural region. The

Table 1 Statistics of the observed time series for Lighvanchai and upper Rio Grande Rivers

Scale Time series Statistical parameter River

Lighvanchai Upper Rio Grande

Calibration Validation Calibration Validation

Daily SSL (Ton/Day) ~ Mean 9.177 18.083 5001.003 5146.007
Maximum 264.847 395.883  349,187.495  444,762.968
Minimum 0.011 0.015 9.321 21.941
Standard deviation 18.451 29.900 13,400.179 16,622.151
Coefficient of Variation 2.011 1.653 2.679 3.230
(dimensionless)
Runoff (m3/s) Mean 0.771 0.825 43.466 33.435
Maximum 8.650 6.050 339.802 254.002
Minimum 0.005 0.010 5.522 6.570
Standard deviation 0.852 0.890 42.775 29.152
Coefficient of Variation 1.104 1.080 0.984 0.872
(dimensionless)
Monthly SSL (Ton/Month) Mean 279.323 554.580 152,119.545 156,908.614
Maximum 6243.396  4022.993 2,145,732.433 1,920,140.992
Minimum 20.733 22.480 1743.410 1203.431
Standard deviation 515.479 789.383  272,406.721  310,578.964
Coefficient of Variation 1.845 1423 1.791 1.979
(dimensionless)
Runoff (m?/s) Mean 23.469 25.288 1322.250 1018.953
Maximum 161.460 113.000  7364.929 5323.567
Minimum 3.900 3.509 312.307 374915
Standard deviation 23.640 24.136 1219.574 828.308
Coefficient of Variation 1.007 0.954 0.922 0.813

(dimensionless)
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Fig. 1 Location and the digital elevation models of the study areas a) Lighvanchai River and b) Upper Rio
Grande River

topography is steep with average slope of 11%. Consequently the soils are disposed to erosion
to some extended.

2.1.2 Case 2: Upper Rio Grande River
The Rio Grande (or Rio Bravo in Mexico) is an interstate and international stream. It rises in
Colorado and flows southward for more than 643 km across New Mexico, and then forms the

boundary between Texas and the United States of Mexico for about 1930 km to its mouth. The
Upper Rio Grande stream runs 1100 km from its headwaters in Colorado through New Mexico
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and northern Mexico to Ft. Quitman, Texas. Along its river corridor, it is a primary source of
irrigation water for food, fiber and feed production and is used as a source for municipal
supply by the cities of Albuquerque, Las Cruces, El Paso and Ciudad Juarez. The upper Rio
Grande has a drainage area of about 10,000 km?, less than a fifth of the water-producing area of
the Rio Grande basin.

Considering the long-lasting concerns over the water of the upper Rio Grande,
extensive records of streamflow are available for quite a lot of places along the main
streamline and its main branches. With respect to the recent report of Natural Resources
Conservation Service of the United States Department of Agriculture, the land cover of
Upper Rio Grande is mostly evergreen forest (about 42% of total) and grasslands-
herbaceous (about 40% of total) of the watershed’s area which denotes that the area is
almost green (see Fig.1).

With the precision in the standard deviation values of the runoff and SSL on the daily scale
(Table 1), it could be concluded that Upper Rio Grande runoff and SSL data are more scattered
than Lighvanchai. It can be inferred that the standard deviation of Lighvanchai data were close
to 0 than Upper Rio Grande. It indicates that the data were closer to the mean value with a little
dispersion (most daily runoff values about 0). The difference of standard deviation beside the
correlation coefficient values for the runoff and SSL can justify the difference in the behavior
of the case studies. For more analysis, the Auto Correlation Function (ACF) plots of daily and
monthly data sets for both case studies have been presented in Fig. 2. As it can be seen in ACF
plots, both case studies have seasonal and autoregressive patterns. By comparing both
watersheds’ characteristics (see Table 1 and ACF plots), Lighvanchai follows a regular pattern
and linear behavior, thus can be considered as a well-dominated seasonal watershed while
Upper Rio Grande follows the irregular and more non-linear pattern due to its denser land
cover and bigger area. It can be inferred that the Upper Rio Grande watershed can be
considered as a wild watershed with regard to the Lighvanchai watershed in generating the
sediment load.
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Fig. 2 Daily and monthly ACF plots for a, ¢) Lighvanchai River and b, d) Upper Rio River
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2.2 Proposed Hybrid Methodology

The proposed hybrid Wavelet-M5 model consists of four steps. In the first step, the SSL and
water discharge data are collected (Step 1). Applying an appropriate data pre-processing tool
can improve the efficiency of any data-driven method (Sharghi et al. 2018a, 2018b). Wavelet
analysis is one of the proposed method that can be helpful as an effective data pre-processing
when dealing with seasonal and non-stationary processes and data (Step 2).

One of the main capabilities of wavelet transform is its ability to decompose the main time
series into several sub-time series. Each of the obtained sub-time series has a specific feature
(representing a specific frequency or seasonal period). In order to reduce the complexity of the
original time series, wavelet-based decomposition is employed to analyze the seasonal feature of
obtained sub-time series separately. It should be noted that there is hysteresis between the
hydrographs of runoff and sediment. There would be many functions that can be related to the
features of the main time series regarding to the relationship defines a wavelet function. According
to previous studies, the db4 mother wavelet is more appropriate than other functions in order to
simulate the hydrological process (Sharghi et al. 2018a, 2018b; Nourani et al. 2018a).

In the third step, the data are classified into homogeneous clusters to optimize the structure
of the model (Step 3). M5 model tree is based on the tree classification method to establish a
relationship between independent and dependent variables. This model can be used for both
quantitative and qualitative data types, unlike the other decision tree algorithms which are used
only for qualitative data. The patterns involved in the dataset are finally extracted at the fourth
stage of the proposed methodology (Step 4).

2.2.1 Wavelet Transform

The time-scale wavelet transforms of a continuous time signal, x(?), is defined as (Addison
et al. 2001):

1 TC «[1=b
T(a,b) = % 1 (T>x(t).dt (1)
where a and b define the dilation factor and temporal translation of the function g(z), which
permits for the study of the signal around b, *corresponds to the complex conjugate and g(?) is
known as the wavelet function or mother wavelet.

The important feature of the wavelet transform, obtained from the basic function, is
providing a time-scale localization of the process. This issue would be in contrast with the
classical trigonometric functions of Fourier analysis. The wavelet transform seeks the connec-
tions between the signal and wavelet function. This assessment is determined at different
scales of a and locally around the time of b. The result shows a wavelet coefficient (T (a,b))
contour map known as a scalogram.

In practice, dealing with a discrete time signal to produce N? coefficients from a dataset of
length N, based on the trapezoidal rule, using a logarithmically uniform spacing discretization
of @ with a correspondingly coarser resolution of the b locations, the discrete mother wavelet
transform will have the form of (Addison et al. 2001):

1 t—nboag
() = s () @)
0 0
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Where ay, by, m and n show the specified fine dilation, location parameter, integers that control
the wavelet dilation and translation, respectively. It is noticeable where a)> 1, a; is considered
as 2 and where b, > 0, b, usually sets as 1.

2.2.2 M5 Model Tree

M5 model tree, introduced by Quinlan (1992), is a subset of tree-based models which
tries to predict the amounts of numerical variables using the regression models. It
benefits a multi-linear regression instead of assigning a constant value to the terminal
leaf, so it is analogous to the piecewise linear functions. M5 model tree can train multi-
dimensional tasks efficiently. This ability leads to the popularity of M5 model tree and
caused the more usages at different fields of engineering. Also, the superiority of M5
over the other linear models is that the model trees are simple and more accurate than the
regression trees (Nourani et al. 2018a, 2018b).

MS5 tree model divides the input dataset into the collection of set 7T and the set T is
split into the several subsets by the leaves through evaluating the split criterion. This
method usually manufactures overelaborate structures, known as over-fitting, which
must be pruned.

The information gain ratio is calculated by reduction of the standard deviation criterion at
both previous and after testing in M5 model tree. At first, the standard deviation of the
obtained amounts of classes in 7' is measured. But if 7 includes very few samples or their
amounts do not change considerably, 7 is divided the test results. 7; shows the subset of
samples corresponding to the i outcome of a particular test. If the standard deviation (sd (7))
of the ultimate amounts of samples in 7; is assumed as a measure of error, the expected
reduction in error can be calculated by (Quinlan 1992):

|7

SDR = sd(T)~-Y. T

sd(T) (3)

M5 model tree selects one that maximizes the expected error reduction. The WEKA software
(Waikato Environment for Knowledge Analysis) was used in this study to investigate the
relationships and present the tree model.

2.3 WANN Model

The basic of WANN model is quite similar to the ANN model. Both the ANN and WANN
models include of three layers, training of error back propagation algorithm. The input layer of
WANN model is included wavelet-based water discharge and SSL sub-series. It should be
noticed that wavelet transform deals with different time scales. The approximation sub-series
(Qu(t) or S,(1)), that known as large-scale sub-signal, and dj, or dj;;, detailed sub-series (Qgin(?)
or Syiu(t)) which state short-scale sub-signals are the components of the wavelet transform
which follow the superposition principle (the combination of sub-series sets the main time
series). It should be mentioned that there are different types of mother wavelet which are used
in accordance with the type of the process. In this study, “db4” mother wavelet was used which
is more appropriate for the hydrological processes (Nourani et al. 2014). After decomposition
of time series by wavelet transform, the obtained sub-series are fed into an ANN model (Feed
Forward Neural Network) model.
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2.4 Efficiency Criteria

The efficiency of the models was evaluated by the Nash-Sutcliffe efficiency (NSE), root mean
square error (RMSE) and mean absolute percentage error (MAPE) as (Azad et al., 2017):

A\ 2
N (8~S;
NSE = 1—2'1()2 (4)
> (Sl-—S,)
(5)
| v S
MAPE:NEI 5 (6)

Where DC, RMSE, MAPE N, S,, §, S; are Nash-Sutcliffe efficiency, root mean square error,
mean absolute percentage error, number of observations, observed SSL data, calculated SSL
values and mean of observed SSL data, respectively.

3 Results and Discussion

The influence of various factors such as rainfall, runoff, watershed and river conditions
are involved in the SSL simulation and therefore selection of the most effective factors as
input variables is an important step for sediment modeling. Previous studies have shown
that sediment phenomenon is known as a Markovian or autoregressive process (its
present value has the highest correlation with its previous values). Therefore, it can be
stated that the effect of mentioned factors can be considered by the antecedent sediment
values indirectly (Partal and Cigizoglu 2008; Senthil Kumar et al. 2011). Thus, the
current SSL value would be a function of antecedent runoff values up to time step m
and sediment up to time step n values as:

Qt :f(Qt*th*Z? (RS Qt*m?St*17SI*27 --'aSl*ﬂ) (7)

The iteration epoch number for the model training is highly related to the behavior of the river
response. According to the explanations given in the case studies, the data patterns of the case
studies are quite different. The recognition of this fundamental difference can be helpful in
justification of the obtained results.

Prior to the Wavelet-M5 modeling, the SSL was simulated by the classic ANN, seasonal-
based WANN and sole M5 models. All models were trained by the calibration data and
validated using the verification dataset.

The type of neural network used in the ANN and WANN models was a three-layer feed-
forward perceptron (with an input, a hidden layer and an output layers) trained by the back
propagation (BP) algorithm. The optimal structure (the number of neurons in input and hidden
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layers) of ANN was obtained by trial and error as well as the number of optimal training
epoch. It is noticeable that the low number of training iterations can lead into incomplete
training and on the other hand, the large number of epoch may cause over-fitting issue. The
Levenberg-Marquardt scheme of BP algorithm was used to train ANN due to its higher
convergence rate (Sharghi et al. 2018a, 2018b). The network training process was stopped
when the error rate was increased in the verification data. The sigmoid Tangent activation
function was used as the non-linear kernel of neural networks in this research. The results of
ANN modeling are presented in Table 2 for both case studies at daily and monthly scales. It
should be mentioned that only the results of the best structures (optimal structure) have been
presented in the tables.

The Markov characteristic of the sediment phenomenon, described as Eq. (6), was consid-
ered by the classic ANN, while the seasonality was ignored. To handle the seasonal features of
the process, the WANN model was also applied for the modeling. For WANN modeling, the
SSL and water discharge time series were decomposed at level 8 into 9 sub-time series (one
approximation and 8 detailed sub-series) and level 4 into 5 sub-time series (one approximation
and 4 detailed sub-series) at the daily and monthly time scales, respectively, by the wavelet
transform in order to consider the seasonal pattern of the process at different scales. Due to the
relative relationship between runoff and sediment, it was assumed that both time series
included the same frequencies, so both time series were decomposed in the same level. The
‘db4’ wavelet was used due to previous studies and according its form which is similar to the
SSL signal (Nourani et al., 2014). The obtained sub-series (only the dominant sub-series) then
were considered as the candidate inputs of the ANN model. The results of WANN model are
presented in Table 2 for both case studies at daily and monthly scales.

Similarly, M5 algorithm divided the SSL and water discharge data to some classes and then
provided a linear regression for each class (multi-linear model) instead of a complex non-linear
regression for all input samples. The results of M5 model tree are also presented in Table 2 for
both case studies at daily and monthly time scales.

Finally, in the case of Wavelet-M5 modeling, the non-stationary SSL and water discharge
time series were decomposed to several short and long term temporal sub-signals by wavelet
transform to handle the involved trend in the main time series. Subsequently, all sub-time
series were applied as inputs to M5 model tree. As it was argued in methodology, M5 model
tree classifies the data samples by attributing a splitting criterion (standard deviation reduction)
at the root node and branch, at first. In the following, the samples set is divided into subsets
again and the splitting criterion is computed recursively for each branch. The generation of the
branch is stopped when all samples at a node have the same clustering attribute at any time.
Finally, a linear regression model is fitted on each subset of data samples. The results of
Wavelet-M5 model are reported at Table 2 for the case studies in the proposed scales.

The rainfall pattern and behavior of the catchments are the effective factors to investigate
the sediment phenomenon and would influence the SSL values. Previous studies have shown
that the watershed behavior would approach to more linear response since it experienced more
regular pattern. Overall, having a relative knowledge about the behavior of studied catchments
would be helpful to apply the suitable model. As it was expected, ANN model could not lead
to an acceptable performance in one day ahead forecasting at both case studies, according to
the values of NSE and MAPE presented in Table 2. At the monthly scale, this less-desirable
performance became weaker (in some cases, the NSE value was less than 50% at the training
or verification step). Perhaps the most important reason that can be justified the disability of
ANN model regards to the non-stationary nature of the input time series of sediment
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phenomenon, which may be handled by employing the wavelet transform as an appropriate
data pre-processing tool.

As it mentioned the previous studies have shown that M5 model tree is comparable to
neural network (Solomatine and Xue 2004; Bhattacharya and Solomatine 2006). This study,
which has been conducted for two different cases, has indicated that if the studied case shows a
regular behavior, two mentioned models (i.e. ANN and M5 model tree) will be comparable
while the watershed (river) experiences a non-linear behavior, these two models will not be
comparable and the non-linear model will be more efficient. Also, the models were compared
to each other as it was cited.

Another point that should be noted is the different performance of each model in daily and
monthly scales. Clearly, ANN dealt with more samples of the input data in the daily scale
rather than the monthly scale. This would make the network better in training and increase the
accuracy of the model with regard to the monthly scale ((NSE7in or verifi) Daity > (NSETiain or

Verif) Monthiy» according to Table 2). Therefore, another defect that can be attributed to ANN
model is its dependency to the number of input samples. Another considerable issue is the
difference between NSEs in the training and verification steps, which is more highlighted at
the monthly scale where the number of calibration samples is more than the verification data.

The different nature of daily and monthly time series should also be maneuvered in
visitation of the sediment modeling. The monthly time series not only contain fewer samples
than the daily time series, their seasonal behavior is much remarkable than the Markovian
characteristic. Thus, WANN could handle both autoregressive (Markovian) and seasonal
characteristics of the process. Therefore according to Table 2, WANN showed an acceptable
performance for both daily and monthly modeling.

Despite the WANN efficiency with regard to the classic ANN, the volume of calculation is
increased dramatically in this model due to the increment of the input data. Another issue
noticed, is the NSEs difference in the training and verification steps. Although the accuracy of
WANN model is increased somewhat in the verification step, its accuracy is still far from the
training stage (because the non-linear models, particularly the WANN model, are strongly
dependent to the number of input data and the number of samples is usually fewer in the
verification step than the training step).

After modeling the process by the models with non-linear kernel (i.e., ANN and WANN),
the multi-linear MS model tree was also applied to the data. It should be noted that the classic
linear models such as ARIMA fit just one linear relation to the whole time series of a nonlinear
stochastic process. But M5 model tree divides the non-linear space of the input dataset into
several classes (clusters) so that each class can then be represented by a simple linear
regression. In fact, such multi-linear models can represent the non-linear behavior of a process
by splitting the non-linear space into several linear sub-spaces while gaining the simplicity,
superposition principle and non-magnification of the computation error.

Besides, the accuracy of the model is the most important criterion of evaluating the model
performance. It turns out that the performance of M5 model tree was better than ANN model
according to Table 2 (NSEfwuin or verifms < (NSETwaim or verif)anw). Unwittingly, it was
questioned whether the non-stationary of the input series would influence the performance
of M5 model tree as well as ANN and whether wavelet-based data pre-processing could be
helpful in this regard?

Therefore similar to WANN model, the wavelet data pre-processing was applied to the
input time series and then, M5 model tree was applied to the sub-series obtained through the
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Table 3 The performance evaluation of the hybrid models compared to ANN and M5 model tree

Models Daily Monthly
River Training Verification Training Verification
WANN vs. ANN Lighvanchai 5% 13% 59% 62%
Upper Rio Grande 44% 58% 1.11 times 1.56 times
Wavelet-M5 vs. ANN Lighvanchai 4% 19% 54% 87%
Upper Rio Grande 52% 68% 1.05 times 1.87 times
Wavelet-M5 vs. M5 Lighvanchai 5% 10% 21% 30%
Upper Rio Grande 22% 19% 32% 23%

wavelet decomposition. The obtained results via Wavelet-MS5 are presented in Table 2 for daily
and monthly SSL and water discharge time series of the Lighvanchai and Upper Rio Grande
Rivers. The results show that Wavelet-M5 could lead to the better performance than the sole
MS (see Figs. 3 and 4). For example, Wavelet-M5 shows about 52% and 22% improvements
with regard to ANN and M5 models in the training step for Upper Rio Grande River at the
daily scale (Table 3). As it can be seen in Table 3, the application of wavelet-based data pre-
processing by Wavelet-MS model could drastically improve the forecasting efficiency, so that
the performance of the multi-linear Wavelet-MS model is quite similar and even better than the
non-linear WANN model (See Table 2).

The computed time series via WANN and Wavelet-M5 models versus the observed time
series for Lighvanchai and Upper Rio Grande rivers at the daily and monthly scales are
respectively presented at Figs. 3 and 4.

As Figs. 3 and 4 show, Wavelet-M5, due to benefiting wavelet analysis, can handle
both autoregressive and seasonal characteristics of the SSL modeling. The proximity of
the NSE in the training and verification steps is another point of view. Wavelet-M5 is not
dependent on the number of data and is suitable for the processes that a lot of historical
data are not available. Since M5 model tree is the basis of Wavelet-M5 model, all the
positive features that were discussed about M5 model tree, such as benefiting an
understandable insight from its structure, prevention of the error magnification, the
applicability of the superposition principle and similar performance in the training and
verification steps are still true. These features could help the model to use large number
of input parameters without any change in the model accuracy, unlike ANN/ WANN
models.

4 Conclusions

The prediction of suspended sediment load carried by a river is an important task in all studies
on environmental modeling, river and dam engineering, as well as water resources manage-
ment. The methods for the estimation of sediment load based on the properties of flow and
sediment have limitations attributed to the simplification of important parameters and bound-
ary conditions. Under such circumstances, soft computing approaches have proven to be
efficient tools in modelling the sediment load. In this paper, the hybrid Wavelet-M5 model
was utilized to simulate the sediment phenomenon of two different watersheds at both daily
and monthly scales. To assess the efficiency of the proposed hybrid method (Wavelet-M5), it
was compared with the WANN, ANN and M5 models.
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It is noticeable that the effect of data pre-processing on the performance of both non-linear
and multi-linear models to handle non-stationary nature of the SSL time series is quite clear.
The application of wavelet transform could improve the performance of ANN model up to
13% at the daily and 62% at the monthly time scales for Lighvanchai (in verification phase).
Relative variations in the performance of WANN model were 58% at the daily and 1.56 times
at the monthly scale for Upper Rio Grande (see Table 3). The effect of the wavelet transform
on the performance of M5 tree model was 10% at the daily scale and 30% at the monthly scale
for Lighvanchai (in verification phase). Also, relative changes in the performance of Wavelet-
M5 model were 19% and 23% at the daily and monthly time scales for Upper Rio Grande,
respectively. In general, it could be concluded that the performance of the proposed hybrid
multi-linear Wavelet-M5 model is desirable and better than WANN model. The results also
showed that the hybrid multi-linear Wavelet-M5 model can be efficiently calibrated by the
training data while faced with diverse catchments behaviors.

In addition to the sediment phenomenon which is an important input in the water resources
planning and management, the ability of the proposed Wavelet-M5 model may be examined
for the simulation of the other hydro-environmental processes. It is also suggested that the
capability of the proposed hybrid Wavelet-M5 model is further compared with some concep-
tual and other black box models such as adaptive neuro-fuzzy inference system (ANFIS) and
Wavelet-ANFIS.

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and
institutional affiliations.
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