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Abstract Evapotranspiration is a major factor that controls hydrological process and its
accurate estimation provides valuable information for water resources planning and manage-
ment, particularly in extremely arid regions. The objective of this research was to evaluate the
use of a support vector machine (SVM) to model daily reference evapotranspiration (ET0)
using limited climatic data. For the SVM, four combinations of maximum air temperature
(Tmax), minimum air temperature (Tmin), wind speed (U2) and daily solar radiation (Rs) in the
extremely arid region of Ejina basin, China, were used as inputs with Tmax and Tmin as the base
data set. The results of SVM models were evaluated by comparing the output with the ET0
calculated using Penman–Monteith FAO 56 equation (PMF-56). We found that the ET0

estimated using SVM with limited climatic data was in good agreement with those obtained
using the conventional PMF-56 equation employing the full complement of meteorological
data. In particular, three climatic parameters, Tmax, Tmin, and Rs were enough to predict the
daily ET0 satisfactorily. Moreover, the performance of SVM method was also compared with
that of artificial neural network (ANN) and three empirical models including Priestley-Taylor,
Hargreaves, and Ritchie. The results showed that the performance of SVM method was the
best among these models. This offers significant potential for more accurate estimation of the
ET0 with scarce data in extreme arid regions.
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1 Introduction

Evapotranspiration (ET) mainly controls several hydrological processes and its accurate
estimation provides valuable information for water resources planning and management
(Tabari et al. 2012), particularly in the arid area (Laaboudi et al. 2012).

The ET quantification, however, must be preceded by the determination of reference
evapotranspiration (ET0) (López-Urrea et al. 2006). A great number of empirical equations
have been developed for estimating ET0 using meteorological data. The Penman-Monteith
FAO-56 combination equation (PMF-56) has been recommended by the Food and Agriculture
Organization of the United Nations (FAO) as the standard equation for estimating ET0. The
PMF-56 equation is a physically based method, which requires a number of climatic param-
eters such as daily maximum temperature and minimum temperature, solar radiation, relative
humidity, and wind speed. However, records for such weather variables are often incomplete
or not always available for many locations so that the application of the PMF-56 model is
limited (Cobaner 2011).

Evapotranspiration is an open, nonlinear, dynamic and complex system; therefore, it is
difficult to derive an accurate formula to represent all the physical processes involved.
As an alternative to traditional techniques, artificial neural networks (ANN) are highly
appropriate for the modeling of non-linear processes. Many researchers have applied
ANN to estimate ET0 (Chauhan and Shrivastava 2008; Laaboudi et al. 2012; Citakoglu
et al. 2013; Kisi and Cengiz 2013; El-Shafie et al. 2014; Rahimikhoob 2014). These
studies revealed that ANN models were superior in estimating ET0 than conventional
methods such as regression and empirical equations. However, ANN have some disad-
vantages such as training slowly, requiring a large amount of training data, and easily
getting stuck in a local minimum (Principe et al. 2000). Support vector machine (SVM),
which is a novel learning machine based on statistical learning theory and a structural
risk minimization principle, can be used for nonlinear system modeling (Vapnik 1995).
Compared with ANN, SVM provides more reliable and better performance under the
same training conditions (He et al. 2014). In last decade, SVM models have been
extended to a wide range of hydrological problems (Raghavendra. N and Deka 2014).

Recently, some scientists began to use SVM for ET0 modeling. Kisi and Cimen (2009)
studied the potential of SVM in modeling ET0 in central California, USA. Kisi (2012)
examined the performances of least square support vector machine (LSSVM) in the modeling
of ET0. Tabari et al. (2012) examined the potential SVM for estimating ET0 in a semi-arid
highland environment in Iran. Lin et al. (2013) developed SVM models for daily pan
evaporation estimation and compared it with ANN models. These studies showed that SVM
could be used to estimate ET0, with relatively superior performance to ANN and empirical
equations in modeling ET0. Although SVM has excellent features, there are still limited studies
using SVM in modeling ET0 research, particularly in the extremely arid regions with limited
daily climatic data.

Ejina basin, located in the lower reach of Heihe River, northwestern China (Fig. 1), is one
of the most arid regions in the world. Water resource is a main controlling factor in economic
development and ecological environment protection. However, the region is limited in water
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resources with a mean annual precipitation of 42 mm. The Heihe River is the only
runoff flow through the area. In the1950s, the annual discharge of the Heihe River
into the Ejina Basin was about 12×108 m3; however, it was less than 7×108 m3 in
the 1990s. The accurate determination of ET0 is helpful to understand water balance
in the extremely arid region and to determine the actual ecological water demand of
ecosystem in the Ejina basin to serve as a reference for future water needs (Hou et al.
2010). Hence, a well performed model to improve daily ET0 estimation is always an
important task to determine the actual ecological water demand and improve water use
efficiency in the area (Hou et al. 2010). Generally, as a developing area, it is more
difficult to collect sufficient daily meteorological data in such extreme regions for ET0

estimation.
The main objective of this study was to investigate the accuracy of SVM models for

estimating daily ET0 using various combinations of daily meteorological data including
maximum air temperature (Tmax), minimum air temperature (Tmin), wind speed (U2) and solar
radiation (Rs) in extremely arid environment of Ejina basin, northwestern China. In addition,
the performances of the SVM models were compared with those of the ANN and three
empirical models including Priestley–Taylor, Hargreaves and Ritchie equations to further test
the SVM performance.

Fig. 1 Location study area and the climatic data measured site

Support-Vector-Machine-Based Models 3197



2 Materials and Methods

2.1 Penman-Monteith FAO 56 (PMF-56) Equation

In this paper, PMF-56 was used to provide the SVM targets to train and test the SVM models.
As the sole standard method for the computation of ET0 when no measured lysimeter data are
available, PMF-56 method is described by Allen et al. (1998):

ET0−PM F−56 ¼
0:408Δ Rn−Gð Þ þ γ

900

Tmean þ 273
U2 es−eað Þ

Δþ γ 1þ 0:34U2ð Þ ð1Þ

where ET0-PMF-56 is the reference evapotranspiration (mm day−1); Rn is the net radiation
(MJ m−2 day−1); G is the soil heat flux (MJ m2 day−1); γ is the psychrometric constant (kPa
°C−1); es is the saturation vapor pressure (kPa); ea is the actual vapor pressure (kPa); Δ is the
slope of the saturation vapor pressure-temperature curve (kPa °C−1); Tmean is the average daily
air temperature (°C); and U2 is the mean daily wind speed at 2 m (m s−1). The computation of
all data required for calculating ET0 followed the method and procedure given in Chapter 3 of
FAO-56 (Allen et al. 1998).

2.2 Hargreaves Equation

Hargreaves and Samani (1985) presented a formula for the estimation of reference evapo-
transpiration when daily weather data is limited or missing. The equation has the form:

ET0−Hargreaves ¼ 0:0023Ra
Tmax þ Tmin

2
þ 17:8

� � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Tmax−Tmin

p ð2Þ

where ET0-Hargreaves is the reference evapotranspiration (mm day−1); Ra is the water equivalent
of the extraterrestrial radiation (mm day−1) computed according to Allen et al. (1998).

2.3 Ritchie Equation

Ritchie equation was described by Jones and Ritchie (1990):

ET 0−Ritchie ¼ α1 3:87� 10−3Rs 0:6Tmax þ 0:4Tmin þ 29ð Þ� � ð3Þ
where ET0-Ritchie is the reference evapotranspiration (mm d−1); Rs is the solar radiation
(MJ m−2 d−1); and α1 is defined as follows:

5 < Tmax≤35 �C α1 ¼ 1:1

Tmax > 35 �C α1 ¼ 1:1 þ 0:05 Tmax– 35ð Þ

Tmax < 5 �C α1 ¼ 0:01exp 0:18 Tmax þ 20ð Þ½ �
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2.4 Priestley and Taylor Equation

Priestley and Taylor equation (Priestley and Taylor 1972) for computing ET0 value is
expressed as:

ET 0−Priestley−Taylor ¼ α
λ

Δ
Δþ γ

Rn−Gð Þα ¼ 1:26 ð4Þ

Where ET0-Priestley-Taylor is the reference evapotranspiration (mm day−1); α is empirical coef-
ficient; and λ is latent heat of the evaporation (MJ/Kg).

Empirical equations are usually developed using local-related data, Allen et al. (1994)
recommended that empirical equations should be calibrated using PMF-56 method. Calibrated
ET0 is calculated as

ET0 ¼ aþ b� ETmethod ð5Þ
where ET0 is the reference evapotranspiration defined by PMF-56 method, ETmethod represents
the evapotranspiration estimated by the evaluated empirical models, and a and b are the
regression constants.

2.5 Support Vector Machine (SVM)

Support vector machine (SVM), which is a supervised learning model based on statistical
learning theory introduced by Vapnik (1995). Generally, support vector regression (SVR) is
used to describe regression with SVM. Here, we only show a brief introduction of SVR, while
detailed principles and algorithms of SVM can be found in Müller et al. (1997).

In SVM, the basic idea is to map the data x into a high dimensional feature space via a
nonlinear mapping π and to do linear regression in this space (Boser et al. 1992; Vapnik 1995).

The regression estimation with SVR is to estimate a function according to a given data set
{(xi,yi)}i

n, where xi denotes the input vector; yi denotes the output value and n is the total
number of data sets.

In SVM, the regression function is approximated by the following function:

ð6Þ

Rreg fð Þ ¼ C
1

n

XN
i¼1

Lε f xið Þ; yið Þ þ 1

2
ωk k

2

ð7Þ

L f xð Þ; yð Þ ¼ f xð Þ−yj j−ε
0

�
f or f xð Þ−yj j≥ε
otherwise

ð8Þ

where C is a positive constant named penalty parameter, Lε(f(xi),yi) is called ε-insensitive loss
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where ω is a weight vector, and b is a bias. ϕ (x) denotes a nonlinear transfer function that
maps the input vectors into a high-dimensional feature space in which theoretically a simple
linear regression can cope with the complex nonlinear regression of the input space.

The coefficients ω and b can be estimated by minimizing the following regularized risk
function:

f xð Þ ¼ ω⋅ϕ xð Þ þ b

http://www.springerlink.com/content/?Author=K.+-R.+M%c3%bcller%23View%20content%20where%20Author%20is%20K.%20-R.%20M%C3%BCller


function that measures the empirical risk of the training data; (1/2)||ω||2 is the regularization
term; ε is the tube size of SVM.

Finally, a nonlinear regression function is obtained using the following expression

f xð Þ ¼
Xl

i¼1

αi−α*
i

� 	
k xi; xð Þ þ b ð9Þ

where αi and αi
*are the introduced Lagrange multipliers. With the utilization of the Karush-

Kuhn-Tucker (KKT) conditions, only a limited number of coefficients will not be zero among
αi and αi

*. The related data points could be referred to the support vectors. k(xi,x) refers to
kernel function describes the inner product in the D-dimension feature space.

10Þ

It can be shown that any symmetric kernel function k satisfying Mercer’s condition
corresponds to a dot product in some feature space (Boser et al. 1992). In this paper, radius
basis function (RBF) is selected as the kernel function. The RBF is defined as following:

k xi; xð Þ ¼ exp −γ xi


 

2� �

;λ > 0 ð11Þ

There are three parameters while using RBF kernels such as penalty parameter C, error
exceeding ε and kernel function’s parameter γ. The general performance of SVM models
depends on a proper setting of these parameters. In this study, C, ε and γ were determined
through grid-search algorithm with cross-validation as described by Hus et al. (2010), SVM
algorithms were developed using Matlab libsvm Toolbox (Chang and Lin 2011).

2.6 Artificial Neural Network (ANN)

ANN is a massively parallel distributed information processing system that has certain
performance characteristics resembling biological neural networks of the human brain (Haykin
1999). A neural network is characterized by its architecture that represents the pattern of
connection between nodes, its method of determining the connection weights and the activa-
tion function. The most commonly used neural network structure is the feed forward hierar-
chical architecture. A typical three-layered feed-forward neural network is comprised of a
multiple elements also called nodes, and connection pathways that link them (Haykin 1999).
The nodes are processing elements of the network and are normally known as neurons,
reflecting the fact the neural network method model is based on the biological neural network
of the human brain. A neuron receives an input signal, processes it, and transmits an output
signal to other interconnected neurons.

In the hidden and output layers, the net input to unit i is of the form

Z ¼
Xk

j¼1

wjiy j þ θi ð12Þ

where wji is the weight vector of unit i and k is the number of neurons in the layer above the
layer that includes unit i. yj is the output from unit j, and θi is the bias of unit i. This weighted
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k xi; xð Þ ¼
XD
i¼1

ϕ j xið Þϕi xð Þ ð



sum Z; which is called the incoming signal of unit i, is then passed through a transfer function f
to yield the estimates ŷi for unit i. The sigmoid function is continuous, differentiable every-
where, and monotonically increasing. The sigmoid transfer function, fi, of unit i, is of the form

byi ¼ 1

1þ e−Z
ð13Þ

A training algorithm is needed to solve a neural network problem. Since there are so many
types of algorithms available for training a network, selection of an algorithm that provides the
best fit to the data is required. In the current research, the ANN models were trained using the
Levenberg–Marquardt training algorithm. The sigmoid and linear activation functions were
used for the hidden and output node(s), respectively.

3 Case Study

3.1 Observation Data and Statistical Analysis

The climatic data in the site located near Ejina City (101°09′17.69″E, 41°58′53.95″N, altitude
927.32 m) were observed during the Phragmites communis’ growing season of May 9th to
October 1th, 2004 (Fig. 1), with the total numbers of growing days of about 146 days. An
automatic weather measurement system was installed in a flat field with Phragmites stand used
to measure the primary climatic parameters including net radiation, soil heat flux, air temper-
ature, water vapor pressure, humidity, wind speed and direction, dew point temperature and
solar radiation. The detailed measurement system and methods can be found in Si et al. (2005).

The daily climatic data employed in this study were composed of Tmax, Tmin, U2, and Rs.
The data from May 9th to August 18th, the first 102 records (about 70 % of total data) were
used for training the models, and the remaining 44 records from August 19th to October 1th
(about 30 %) were used for testing. The statistical parameters of daily climatic data were
shown in Table 1. U2 shows a skewed distribution. According to the statistical properties of
those data sets, no statistically significant differences between the divisions of the data were
observed. Obviously, training data contain sufficient information about the system behavior to
qualify as a system model.

In order to eliminate dimension difference, all the climatic data were scaled to [0, 1] before
input the SVM model. The formula is defined as following:

xnew ¼ x−xmin

xmax−xmin
ð14Þ

where xnew is the normalization data; xmin is the minimum data; xmax is the maximum data.

3.2 Model Development

Selecting appropriate input variables is important for SVM and ANN models development
since it provides the basic information about the system being modeled. Temperature is the
most predominant physical factor in the evaporation process. So, Tmax and Tmin were selected
as an input. Some studies reported that Rs and U2 are more effective variables for estimating
ET0 in arid and semiarid zone (Cobaner 2011; Tabari et al. 2012). In current study, the
performance of SVM and of ANN ET0 was compared with daily PMF-56 ET0. To achieve
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this, various combinations of daily climatic data including Tmax, Tmin, U2, and Rs were used as
inputs to SVM and ANN models to estimate ET0. The four input combinations evaluated were
(1) Tmax and Tmin; (2) Tmax, Tmin and U2; (3) Tmax, Tmin and Rs; (4) Tmax, Tmin, U2 and Rs.

3.3 Models Performance Criteria

The performances of the models developed in this research were assessed using various
standard statistical performance evaluation criteria such as coefficient of correlation (r), root
mean squared error (RMSE), and mean absolute error (MAE). r measures the degree to which
two variables are linearly related. RMSE and MAE provide different types of information
about the predictive capabilities of the model. The RMSE measures the goodness-of-fit
relevant to high ET0 values whereas the MAE yields a more balanced perspective of the
goodness-of-fit at moderate value distribution of the estimation errors.

The following equations were used for the computation of the above parameters:

r ¼
X n

i¼1
ET0i

p−ET0
p

� 	
ET0i

o−ET0
o

� 	ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX n

i¼1
ET0i

p−ET 0
p

� 	2
ET0i

o−ET 0
o

� 	2q ð15Þ

RMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX n

i¼1
ET0i

p−ET 0i
0

� 	2
n

s
ð16Þ

MAE ¼ 1

n

X n

i¼1
ET0

p
i −ET0

o
i

  ð17Þ

Table 1 Statistical parameters of climatic data and PMF-56 ET0 in each data set

Climatic data and the PMF-56 ET0 Maximum Minimum Mean Std. SK CV

Tmax (°C) All 38.32 10.90 29.35 5.31 −0.88 0.18

Training 38.32 14.44 31.12 4.38 −1.04 0.14

test 32.81 10.90 25.25 5.05 −0.84 0.2

Tmin (°C) All 23.47 −8.72 12.91 6.20 −0.94 0.48

Training 23.47 4.82 15.46 4.10 −0.47 0.26

Test 18.14 −8.72 7.00 6.23 −0.49 0.89

Rs (MJ m−2 day−1) All 30.06 5.96 21.88 5.19 −0.7 0.24

Training 30.06 5.95 23.4 5.12 −1.39 0.22

Test 23.48 8.74 18.33 3.29 −0.80 0.18

U2 (m s−1) All 3.86 0.18 1.20 0.60 1.27 0.50

Training 3.86 0.18 1.26 0.60 1.29 0.48

Test 2.83 0.36 1.08 0.59. 1.38 0.55

PMF-56 ET0 (mm day−1) All 4.86 0.29 2.92 1.08 −0.21 0.37

Training 4.86 0.51 3.26 1.01 −0.55 0.31

Test 3.48 0.29 2.14 0.79 −0.26 0.37

Std. is the standard deviation, SK is the skewness, CV is the coefficient of variation
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where ET0i
p and ET0i

o are the ith estimated and PMF-56 ET0values, respectively; ET0
p and

ET0
o are the average of ET0i

p and ET0i
o; and n is the total numbers of data. The best fit

between observed and calculated values would have r=1, RMSE=0 and MAE=0,
respectively.

In order to test the robustness of the developed model, it is important to test the model using
some other performance evaluation criteria such as relative error (RE) and threshold statistics
(TS) (Jain and Indurthy 2003). The TS for a level of x% is a measure of the consistency in
modeling errors from a particular model. The TS are represented as TSx and expressed as a
percentage. This criterion can be expressed for different levels of relative error (RE) from the
model.

RE ¼ ET 0
p
i −ET0

o
i

 
ET0

o
i

ð18Þ

TSX ¼ nx
n
� 100 ð19Þ

where, nx is the number of data points for which the RE is less than x%; n is the total number of
data points computed. Clearly, higher nx and TSX values would indicate better model
performance.

3.4 Results and Discussion

The performance of SVM models for PMF-56 ET0 and the parameters C, ε, γ of the optimum
SVM model were given in Table 2. It is apparent that all of the models performed similarly in
training periods and testing periods, as the values of RMSE and MAE don’t vary significantly,
and all r are also very close to unity. In testing periods, it is apparent that SVM4 and SVM3
models were better than SVM1 and SVM2 models for PMF-56 ET0 estimation (Table 2).
Based on the performance statistics, SVM4 whose inputs combinations were Tmax, Tmin, U2

and Rs had the smallest value of the RMSE (0.262 mm/day), MAE (0.207 mm/day) and higher
value of r (0.950) than other model in the testing periods. Therefore, it was selected as the best-
fit model for estimating the PMF-56 ET0. SVM3model whose inputs include Tmax, Tmin and Rs
with RMSE of 0.282 mm/day, MAE of 0.228 mm/day and r of 0.946 provided the secondly
best PMF-56 ET0 estimation. Comparative analysis of the performance statistics showed that,
SVM4 and SVM3 models performed similarly. Moreover, r values were also very close to

Table 2 Optimal SVM parameters and the performance statistics of SVM models during training and testing
periods

Models Input Parameter Training periods Testing periods

C γ ε r RMSE
mm/day

MAE
mm/day

r RMSE
mm/day

MAE
mm/day

SVM1 Tmin, Tmax 5.278 1.741 0.079 0.818 0.581 0.461 0.772 0.539 0.446

SVM2 Tmin, Tmax, U2 5.728 1.000 0.004 0.826 0.569 0.411 0.773 0.504 0.418

SVM3 Tmin, Tmax, Rs 5.278 1.000 0.064 0.927 0.383 0.244 0.946 0.286 0.228

SVM4 Tmin, Tmax, U2, Rs 0.330 0.574 0.002 0.921 0.395 0.269 0.950 0.262 0.207
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unity. For practical applications, SVM4 and SVM3 had good accuracy in PMF-56 ET0

modeling and the selection of one model over the other should be dependent upon the
available meteorological data. Furthermore, SVM3, in which Tmax, Tmin and Rs are needed,
performed well in PMF-56 ET0 modeling and could be used in the developing areas with
limited weather data.

The comparison of the ET0 values computed by the PMF-56 equation and the values
estimated by SVM4 and SVM3 models were shown in Fig. 2, in the form of line graphs and
scatter plots. The ET0 values estimated by the SVMmodels are closely to that computed using
the PMF-56 ET0 values and followed the same trend. The consistence revealed that the two
models showed good estimation accuracy of the PMF-56 ET0 (Fig. 2).

Fig. 2 Comparison of the ET0 values estimated by SVM4, SVM3 and PMF-56 equation during testing periods

Table 3 The structure and the performance statistics of ANN models during training and testing periods

Models Input Input-hidden-
output nodes

Training periods Testing periods

r RMSE
mm/day

MAE
mm/day

r RMSE
mm/day

MAE
mm/day

ANN1 Tmin, Tmax 2-6-1 0.856 0.522 0.400 0.750 0.561 0.440

ANN2 Tmin, Tmax, U2 3-3-1 0.865 0.506 0.397 0.682 0.587 0.467

ANN3 Tmin, Tmax, Rs 3-3-1 0.935 0.359 0.254 0.923 0.337 0.268

ANN4 Tmin, Tmax, U2, Rs 4-2-1 0.936 0.355 0.266 0.937 0.322 0.236
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In order to evaluate the ability of SVM model relative to ANN model, four ANN models
were developed using the same variables combinations for ET0 modeling. The optimal number
of neuron in the hidden layer was identified using a trial and error procedure by varying the
number of hidden neurons from 2 to 15. Furthermore, the optimal network architecture was
selected based on the one with minimum of MSE. The final ANN architecture and the
performance statistics of each model were shown in Table 3. According to the testing periods
results, ANN4 (4-2-1) model with the input combination Tmax, Tmin, U2 and Rs had the smallest
RMSE (0.322 mm/day), MAE (0.268 mm/day) and the highest r (0.937), performed best.
ANN3 (3-3-1) model, whose inputs were Tmax, Tmin and Rs had smaller RMSE (0.337 mm/
day), MAE (0.268 mm/day) and higher r (0.923), ranked the second in ET0 estimations.
However, a comparison of the performance criteria for ANN models (Table 3) with those of
SVM in Table 2 showed that all the SVM models have performed better than the correspond-
ing ANN models in modeling the PMF-56 ET0.

It is important to evaluate not only the average estimation error but also the distribution of
estimation errors when assessing the performance of any model for its applicability in
modeling ET0. Comparing the best SVM model SVM4 and the best ANN model ANN4 for
modeling ET0, SVM4 gave 28 estimates lower than the 10 % relative error in the testing
periods, while ANN4 had 23 estimates lower than the 10 % error. Furthermore, SVM4 had 15
estimates lower than the 5 % error, while ANN4 had 13 estimates lower than the 5 % relative
error, respectively. The SVM model yielded more accurate results than the ANN model.

The comparison between best ANN model ANN4 in modeling the ET0 and PMF-56 ET0
was shown in Fig. 3. Compared to Fig. 2 for SVM4 model, it further confirmed that although
both the ANN and SVM had comparable performance during testing periods, the SVMmodels

Fig. 3 Comparison of the ET0 values estimated by ANN4 and PMF-56 equation model during testing periods

Table 4 The calibration coefficients of the empirical models and performance statistics of the empirical models
during testing periods

Models Calibration coefficients r RMSE mm/day MAE mm/day

a b

Priestley–Taylor −0.198 0.763 0.951 0.304 0.266

Hargreaves −1.772 0.829 0.898 0.705 0.642

Ritchie −0.493 0.689 0.934 0.338 0.279
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provided more accurate ET0 estimates than the ANN during the more important independent
testing stage. Overall, the results obtained confirmed the capability of SVM models for ET0
estimates.

The performance of SVM models was further compared with three different empirical
models including Priestley–Taylor, Hargreaves and Ritchie equations. These empirical models
were firstly applied to calculate evapotranspiration based on the training data, and then
calibrated using the PMF-56 ET0 by the equation (5).

Priestley–Taylor, Hargreaves and Ritchie were calibrated by a and b coefficients. The
performance statistics in testing periods of each model was given in Table 4. Priestley–Taylor

Fig. 4 Comparison of the ET0 values estimated by empirical models and PMF-56 equation during testing
periods

3206 X. Wen et al.



equation had the smallest RMSE, MAE and the highest r, with the best performance. Ritchie
equation performed the second best in ET0 estimations. Hargreaves model performed the worst
in the PMF-56 ET0 estimation. Compared with those of SVM4 in Table 2, Priestley–Taylor
equation had the highest r (0.951) that provided information for linear dependence between
observations and corresponding estimates. It is not always expected that r is in agreement with
performance criteria such as the RMSE. In the present study the main model performance
criterion is the RMSE. The best model was selected by considering this criterion. From this
viewpoint, it revealed that SVM4 model gave more accurate results than the empirical models
in modeling PMF-56 ET0.

For the distribution of estimation errors, in testing periods, Priestley-Taylor, Hargreaves and
Ritchie methods had 16, 3 and 19 estimates lower than the 10 % error, respectively. Further-
more, Priestley-Taylor, Hargreaves and Ritchie methods had 7, 0 and 6 estimates lower than
the 5 % relative error, respectively. From the viewpoint of relative error, SVM4 model still
performed better than the empirical methods.

The ET0 estimates of the empirical methods were illustrated in Fig. 4 in the form of line
graphs and scatter plots. All of the empirical models underestimated the ET0 values calculated
by PMF-56 model. The performance differences between the empirical equations and the
SVM approaches models showed that the SVM models performed better than the empirical
equations.

The estimation of total PMF-56 ET0 obtained from the estimated ET0 values was also
considered for comparison due to its importance in water balance calculation, water resources
planning and management. The total estimated ET0 amounts in testing periods were given in
Table 5. It showed that all models underestimate total PMF-56 ET0 value in testing periods.
SVM4 and ANN4 models whose input parameters were Tmax, Tmin, U2 and Rs estimated the
total PMF-56 ET0 value of 94.14 mm as 90.27 mm and 89.03 mm, with an underestimation of
4.1 % and 5.4 %, respectively. While SVM3, Priestley-Taylor, Hargreaves and Ritchie
equations estimated the total PMF-56 ET0 value as 89.05 mm, 86.31 mm, 67.91 mm and
89.88 mm with underestimation of 5.4 %, 8.3 %, 27.9 % and 4.5 %, respectively. The total
PMF-56 ET0 amount estimates of SVM4, SVM3, ANN4 and Ritchie equation were closer to
the PMF-56 ET0 values. Among the models, SVM4 model had the best estimate (−4.1 %) and
Ritchie equation had the secondly best estimate (−4.5 %), while Hargreaves equation had the
worst (−27.9 %) in terms of total estimated PMF-56 ET0 values.

As a whole, the findings of this study revealed that SVM model seemed to be more
adequate than ANN, Priestley-Taylor, Hargreaves and Ritchie equations for the ET0 modeling
and can be employed successfully in ET0 estimation in the extreme arid regions with limited

Table 5 Total ET0 values calculated by various models during testing period

Models Total evapotranspiration (mm) Relative error (%)

PMF-56 94.14 –

SVM3 89.05 −5.4
SVM4 90.26 −4.1
ANN4 89.03 −5.4
Priestley-Taylor 86.31 −8.3
Hargreaves 67.91 −27.9
Ritchie 89.88 −4.5
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climatic data. SVM3 model which only needed Tmax, Tmin and Rs can be considered as simple
model that offers a significant potential for accurate estimation of daily ET0. SVM4 model
with Tmax, Tmin, U2 and Rs as input variables exhibited good daily ET0 estimation ability and
produced better results. They are the recommended models by a lack of appropriate meteoro-
logical data for the application of the PMF-56 equation in extreme arid regions.

Generally, there are few limitations when SVMmodel is applied in practice. For many data-
driven techniques, the amount of data size used to develop the model usually does limit their
performance. To realize reliable forecasts, long-term weather data are required, but our
computations show that SVM model is still reliable in ET0 modeling even short-term weather
records are used. The other limitation is that the model has been developed using data from a
single site. However, this should not be seen as constituting a major problem since the analysis
can easily be widened if more data from other stations become available for analysis. More
data from different sources would allow the model to capture the patterns of data from a wider
range of scenarios, thus increasing the geographical scope of its validity (Adeloye et al. 2012).

4 Conclusions

The accurate estimation of evapotranspiration is one of the most important issues in the
management of water resources. This work investigated the applicability of SVM for daily
ET0 modeling using limited climatic data in the extremely arid regions of Ejina basin,
northwestern China. Four models were developed using different combinations of four daily
climatic data including Tmax, Tmin, Rs and U2. The developed SVM models were tested using
the ET0 calculated by PMF-56. The results demonstrated that SVM could be applied success-
fully to establish accurate and reliable PMF-56 ET0 modeling. Particularly, SVMmodel whose
inputs included Tmax, Tmin and Rs provided good ET0 estimate, this is especially true in the
developing areas where reliable weather data sets are limited.

Based on the comparison of SVM models with ANN and empirical models such as
Priestley–Taylor, Hargreaves, Ritchie equations, the SVM gave more accurate results than
the ANN and empirical models in the estimation of PMF-56 ET0. SVM can be successfully
used for modeling daily PMF-56 ET0 when there are limited climatic data in extreme arid
regions.
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