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Abstract In this study, a novel approach combining fuzzy clustering and Least Squares
Support Vector machine (LS-SVM) methods is developed for estimation of failure rate in
water distribution networks and for determination of the relationship between failure rate-
effective factors. For this aim, failure data observed Malatya water distribution network during
2006–2012 was selected as study area. In first phase, estimation model was developed and
tested for the complete data set in estimating the failure rate by LS-SVM method. Then, in
order to develop a more sensitive estimation model and to improve the performance of LS-
SVM, 9 sub-regions were defined with similar characteristics by using fuzzy clustering
method. Then failure rate estimation was carried out for each of the sub-regions using by
LS-SVM method. Feed Forward Neural Network (FFNN) and Generalized Regression Neural
Network (GRNN) methods were also used for estimation of failure rate and the results were
compared with those of LS-SVM. The criteria such as Correlation Coefficient (R), Efficieny
(E) and Root Mean Square Error (RMSE) were used to evaluate the performance of models.
The results showed that LS-SVMmodel gives better results in comparison with the FFNN and
GRNN models. It was also determined that LSSVM model results for the sub-regions defined
by clustering analysis are better and that the clustering analysis increases the estimation model
performance in addition to the fact that the estimation results have become better. In conclu-
sion, it can be possible to develop a more sensitive estimation models using fuzzy clustering
and LSSVM methods.

Keywords Water distribution network . Failure rate . LS-SVM . Fuzzy clustering

1 Introduction

Urban infrastructural systems can be pointed out as the most important structural elements of a
city. That is why it is important to put forth their current status and to continue monitoring
them. Transferring the infrastructural systems to the digital medium is not sufficient by itself

Water Resour Manage (2015) 29:1575–1590
DOI 10.1007/s11269-014-0895-5

M. Aydogdu
Darende MYO, Inonu University, Malatya, Turkey

M. Firat (*)
Civil Engineering Department, Inonu University, Malatya, Turkey
e-mail: mahmut.firat@inonu.edu.tr



for the sustainable management of infrastructural systems, to put forth the risk factors in the
network and to manage the network. Knowing the frequency of failures in the network,
determining the factors that cause these failures, determining the locational intensity of these
failures and the determination of the failure rate according to material properties are important
for a good infrastructural management as well as water loss management. A good network
management is required to ensure a better management of the water provided to the network in
regions where there is a fresh water problem and the failures should be minimized. Cooper
et al. (2000) generated a failure estimation model in the Geographic Information System (GIS)
environment using statistical based methods and have suggested a regression equation.
Pelletier et al. (2003) examined the data from three different cities in order to estimate the
pipe failures in water networks and to put forth the structural status after which a model has
been developed using the different distribution functions. Sinske and Zietsman (2004) devel-
oped decision-support systems for the determination of pipe cracks in the water distribution
networks as well as for pipe maintenance and enhancement. Yamijala (2007) carried out a
study to estimate pipe fractures and to determine the parameters that are most effective in pipe
fractures. Park et al. (2008) applied the log-linear ROCOF and the power law process to model
the failure rate and estimate the economically optimal replacement time of the individual pipes.
Wang et al. (2009) carried out a study using multi-regression analysis to estimate the annual
failure rates based on various input variables such as the pipe diameter, age, and length.
Carrión et al. (2010) analyzed failure data registered in normal operation conditions in a water
supply network in order to evaluate the pipes failure probability. Tsitsifli et al. (2011) applied
the Discriminant Analysis and Classification (DAC) method to achieve the above monitoring,
repairing and replacing components of network and predict the future behavior of network
pipes. Christodoulou and Deligianni (2010) carried out pipe failure analysis using fuzzy logic
method. Oliveira et al. (2011) used density-based fuzzy clustering method to define the pipe
failures that cause leakage in drinking water networks positionally. Christodoulou (2011)
investigated the parameters that might cause failures and risks and has applied a multi-
decision support system. Christodoulou et al. (2012) examined the factors that pose risks in
the network for leakage analysis and management in the network and have carried out a risk
evaluation. Rogers (2011) has suggested a failure estimation model using different parameters
such as pipe material properties and surface properties. Fragiadakis et al. (2013) presented a
methodology for the seismic risk assessment of water distribution networks based on general
seismic assessment standards. Shi et al. (2013) have carried out a study in which they used the
global clustering method for the positional change of pipe failures in drinking water networks.
Aydın et al. (2014) presented a study for determining sustainability indices based upon
performance criteria including reliability, resiliency, and vulnerability for pressure and water
age in water distribution systems.

Clustering methods such as hierarchical and non-hierarchical clustering algorithms (K-
means, Ward method etc.) have been widely used to identify the homogenous regions. Some
specific applications of cluster methods include the identification of homogeneous regions for
regional flood frequency analysis (Burn, 1989; Burn and Goel 2000; Lecce, 2000;
Thandaveswara and Sajikumar, 2000), defining of the homogeneous precipitation regions
(Smithers and Schulze, 2001; Nasseri and Zahraie, 2011). Data sets are separated into sub-
regions with similar characteristics by clustering analysis and more sensitive estimation models
are set up for these sub-regions. Fuzzy clustering method has been developed in recent years
different from the hard clustering methods (K-means, Ward’s method etc.) which have been
used in modeling of water resources and hydrological processes (Shu and Burn 2004; Basu
and Srinivas 2014). Fuzzy Clustering based on the fuzzy logic method was suggested by Dunn
(1974) and developed by Bezdek (1981). The most important features that set fuzzy clustering
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method from classical methods is that a feature vector has different membership levels and the
fact that it is assigned to the set with the highest membership level. That is, an element is not
evaluated as “either belongs to a cluster or not” as is the case in classical clustering method.
With this property of fuzzy clustering, it can be stated that its results include more information
on explaining water resources and hydrological processes better than the conventional methods
(Rao and Srivinas 2006; Dikbas et al. 2012). Kulkarni and Kripalani (1998) used
Indian precipitation data to define homogeneous sub-regions via fuzzy clustering
method. Rao and Srivinas (2006) carried out a study in which fuzzy clustering
method has been used to determine the homogeneous hydrologic basins in the
analysis of regional flood frequency. Dikbas et al. (2012) applied the fuzzy clustering
method for defining of homogeneous precipitation regions.

Artificial intelligence techniques such as such as Artificial Neural Networks (ANN)
and Fuzzy Logic (FL) have been recently accepted and used as an efficient alternative
tool for modeling of complex water resources systems (Chen and Chau, 2006; Muttil
and Chau, 2006; Chau 2007). Therefore, in this study, two different ANN techniques
such as Generalized Regression Neural Networks (GRNN) and Feed Forward Neural
Networks (FFNN) have been used to evaluate the performance of LS-SVM models.
Some specific water resources system applications of ANN include modeling predic-
tion of ground water level (Taormina et al. 2012), stream flow and discharge predic-
tion (Cheng et al. 2005; Wu et al. 2009) and water consumption modeling (Firat et al.
2009). LSSVM method has been developed based on the SVM method and has first
been suggested by Suykens and Vandewalle (1999). Some specific applications of LS-
SVM method to hydrology include rainfall-runoff modeling, river flow estimation
(Samsudin et al. 2011; Shabri and Suhartono 2012), sediment estimation (Kisi
2012), evapotranpration estimation (Samui 2011; Goyal et al. 2014).

In this study, a novel approach combining fuzzy clustering and LS-SVM methods
is developed for estimation of failure rate in water distribution networks and for the
determination of the relationship between failure rate-effective factors. In first phase,
estimation model was developed and tested for the complete data set in estimating the
failure rate by LS-SVM method. Then, in order to develop a more sensitive failure
rate estimation model and to improve the performance of LS-SVM model, 9 sub-
regions were defined with similar characteristics by using fuzzy clustering method.
Then failure rate estimation was carried out for each of the sub-regions using by LS-
SVM method. In addition, FFNN and GRNN methods were also used in the estima-
tion of the failure rate and the results were compared with those of the LS-SVM
models.

2 Material and Method

2.1 Fuzzy Clustering Method

In this study, the Fuzzy clustering method proposed by Dunn (1974) based on Fuzzy logic
method and developed by Bezdek (1981), is used for identification of sub-failure rate regions.
The main advantage and feature of FCM from hard clustering methods is that a feature vector
in FCM can belong to several groups with the degree of belongingness specified by member-
ship degree between 0 and 1. The X data set consisting of N feature vectors can be given as
X={xk|k=1,2,.....N} and the matrix can be written as in Equ.(1). Moreover, the objective
function to be minimized in FCM and the membership matrix, U, showing the membership
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degrees of the feature vectors is given as in Equ. (2) and (3), respectively (Burn 1989; Rao and
Srivinas, 2006; Dikbas et al. 2012; Aydogdu 2014).

X ¼
x11::::::::::::::::x1n
: : :: :
: :: : :
xN1::::::::::::::::xNn

2
664

3
775 ð1Þ

J U ;V : Xð Þ ¼
X
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c X
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uikð Þmd2ik xk ; við Þ ð2Þ
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u21 : :: :
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66664

3
77775
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Where, N is the number of feature vectors, n is the number of variables, c is the
number of clusters, V is the matrix containing the cluster centers, uik∈[0,1] is the kth

feature vector of ith cluster; xk is the membership degree; dik
2 (xk,vi) is the distance

between the kth feature vector and the ith cluster center; m ∈[1,∞] is the fuzziness
weight term. In FCM, the optimal number of groups was identified by using various
validity indices such as; Partition Coefficient (PC) (Bezdek, 1981), Classification
Entropy (CE) (Bezdek, 1981), Partition Index (SC), Separation Index (S), Xie and
Beni Index (XB), Dunn Index (DI) and Alternative Dunn Index (ADI) measures
(Valente de Oliveira and Pedrycz, 2007). The optimal number of clusters is deter-
mined by the lower value of CE, SC, S, and XB indices (Rao and Srivinas, 2006;
Valente de Oliveira and Pedrycz, 2007; Dikbas et al. 2012).

2.2 LSSVM Method

The least squares support vector machine (LSSVM) method is firstly proposed by
Suykens and Vandewalle (1999) based on support vector machine. The LSSVM is an
effective method especially for the prediction and classification of nonlinear problems
(Kumar and Kar 2002; Kisi 2012). The LSSVM model is trained and tested by using
observed data set consisting of input (X) and output (Y) variables. In this model, the
nonlinear prediction function for regression can be given as (Shabri and Suhartono
2012; Kisi 2012);

y Xð Þ ¼ wTφ xð Þ þ b ð4Þ

where, the output variable of LSSVM model is Failure Rate (y=FR), while the input vector
used for prediction of output variable includes the input variables such as; Pipe Diameter (PD),
Pipe Length (PL) and Pipe Age (PA), namely x=[PD,PL,PA]. Thus, equation (4) expresses the
relationship between input and output variables. In this equation, b is the bias term; w is the
weight vector; φ is a function mapping the inputs in m dimensional feature vector. The
optimization problem of LSSVM model for regression prediction and constraint can be

1578 M. Aydogdu, M. Firat



defined as given in equations (5) and (6), respectively (Samsudin et al. 2011; Shabri and
Suhartono 2012);

minR w; eð Þ ¼ 1

2
wTwþ γ

2

X n

i¼1
e2i ð5Þ

y Xð Þ ¼ wTφ xið Þ þ bþ ei ð6Þ
The Lagrange function constituted to solve the optimization problem given in equation (5)

is shown in equation (7) (Shabri and Suhartono 2012);

L w; b; e; að Þ ¼ 1

2
wTwþ γ

2

X n

i¼1
e2i −

X n

i¼1
αi WTφ xið Þ þ ei−yi
� � ð7Þ

Where, γ is the Kernel parameter, ei is the slack variables for inputs and αi is the Lagrange
multiplier. The final LSSVM model used for regression prediction is obtained by solving the
partial differential of equation (7) and is given in equation (8)

FR ¼ y xð Þ ¼
X n

i¼1
αiK xi; xð Þ þ b ð8Þ

In literature, many Kernel functions such as linear, polynomial, radial basis,
sigmoidal has been proposed for LSSVM method. In this study, Radial Basis
Function Kernel function given in equation (9) was applied for prediction of failure
rates in water distribution system. Previous works using LSSVM method for
prediction and estimation of problems have shown that the performance of Radial
Basis Kernel Function, which is the most popular Kernel Function, is better than
other Kernels such as Linear and Polynomial (Kisi 2012; Shabri and Suhartono
2012).

K xi; xð Þ ¼ exp − x−xik k=2σ2
� � ð9Þ

Where, γ is the Kernel parameter and σ2 is the regularization constant. The Kernel
parameter defines the structure of feature vector and should be carefully chosen. Grid
search algorithm is used to tune the regularization constant and width of RBF kernel
parameters.

3 Study Area and Data

3.1 Study Area

Malatya water distribution network was selected as the application region for this
study. The spring that feeds the Malatya water distribution network is a carstic spring
with a maximum flow rate of 4000 l/s and an average flow rate of 2600 l/s. The
Malatya drinking water spring supplies the demand of 19 districts and the municipal-
ity in addition to the center with a population of 550.000. The length of the network
of the application region is about 440 km and the network includes type of pipes such
as Polyvinyl Chloride Pipe (PVC), Asbestos Cement Pipe (ACP), Cast-iron Pipe, Steel
Pipe and Polyethylene pipe (PE). The general appearance of the network is shown in
Fig. 1.
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3.2 Data

Failure data records observed in water distribution network of Malatya during 2006–2012
were taken into account in order to estimate the failure rates in water distribution networks and
to define the relationship between the effective variables. Pelletier et al. (2003) stated that the
main difficulty in developing mathematical models for this type of problem is the lack of data
on both the water pipe breaks. It is seen in literature that some studies related to modeling of
pipe failures have been used a limited data as very little information is available for all pipe
segments. Rogers (2011) utilized GIS to predict the failure risk based on pipe diameter, pipe
material and pipe age. Shi et al. (2013) carried out the failure factor analysis between failure
rate and four factors: pipe diameter, pipe age, material and temperature. Wang et al. (2009)
considered the pipe characteristics such as pipe material, diameter, age, and length to develop
the deterioration models that predict the failure rates by multiple regression analysis. In this
study, the pipe characteristics such as pipe diameter, pipe length and pipe age were considered
as effective factors for estimation of failure rate. Here, the ground level and traffic density
variables have not been taken into account since healthy and reliable data for these parameters
could not be acquired (Aydogdu 2014).

In the application region, it is difficult to achieve the accurate and reliable data recorded in
water distribution system. The quality of data affects the performance of estimation models.
Therefore, in this study, only failures in normal operation conditions have been considered,
excluding those caused by abnormal events such as failures caused by other institutions
(Telekom, Sewage unit, Electricity Company etc.), installation of new lines, cancelled service

Fig. 1 Study Area (MASKI)
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connections, and the replacement work carried out at the lines. The almost 21,000 failure data
have been examined within the scope of this study in accordance with the criteria given above
and the about 5111 failure data have been used. In this study, failure rate variable has been
defined as the ratio of the number of failures to pipe length instead of the number of failure
data. For the application area, 1231 failure rates have been calculated for clustering and
estimation models by taking into account this failure rate (Aydogdu 2014).

4 Analysis and Discussion

4.1 Statistical Evaluation of Failure Records

In this section, the relationship between failure data and pipe characteristics such as pipe age,
length and diameter has been evaluated statistically and graphically. When 5111 failures data
are examined, it was observed that different rates of failures have occurred in different pipe
types and diameters. It was been observed that the highest rate was for PVC pipes with
59.53 %, followed by ACP with 21.19 %, Cast-iron pipes with 17.68 % and PE pipes with
1.60 %. It is seen that the failure rates are high for PVC pipes. However, the total length of the
PVC pipes in the network is 304.88 km and they constitute about % 69.10 of the total pipeline.
That is why the Failure Rate defined as the ratio of the number of failures to the length of the
pipe has been used in order to carry out a more accurate evaluation and comparison. Failure
rate has been calculated as 0.00964 for PVC pipes, 0.0085 for ACP and 0.0846 for Cast-iron
pipes. Here, the change of failure rate with respect to pipe characteristics such as pipe length,
pipe diameter and pipe age in the network was demonstrated in Fig. 2.

According to Fig. 2, it is observed that the highest failure rate occurs on the
pipeline with a length of 0–200 m. It has also been determined that the failure rate is
high for pipes in the 200–400 m interval. When the results for different pipe materials
are examined, it has been observed that the highest failure rate occurs among all pipes
of ACP, Cast-iron pipe and PVC with a length of 0–200 m. This can be evaluated to
be related with the fact that the number of pipes with lengths of 0–200 m is high. It
is observed in Fig. 2 that the failure rates in pipes with a diameter of 110 mm are
greater in comparison with others. When the failure rate with respect to diameter in
PVC pipes with the highest pipeline length is examined, it is observed again that the
highest value is for the pipes with diameter of 110 mm. The fact that the failure rate
of PVC pipes is close to the results obtained for the whole line can be explained by
the fact that the length of PVC pipes in the pipeline is high and that the 110 mm
diameter pipe ratio among PVC pipes is also high. When we consider the other pipe
types, the highest ratio is observed in 90 mm diameter pipes for Cast-iron pipes
whereas the highest failure rate was observed for 150 mm diameter pipes among ACP.
It is seen in Fig. 2 that the highest failure rate is for the pipes in the age interval of
15–20, whereas the lowest failure rate was observed for the pipes in the age interval
of 25–30. As can be seen from the graph, the failure rate for pipes in the age interval
of 10–15 is quite high. On the other hand, when we make an evaluation for other
pipe types it has been observed that the highest failure rate was for the pipes in the
15–20 age intervals for PVC and ACP. According to the results obtained, the highest
failure rate was not observed in older pipes contrary to what was expected. This can
be explained as follows; since the old pipes in the network are replaced with newer
ones, the ratio of pipes over the age of 25 decreases in the network thereby
decreasing the failure rate.
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4.2 Clustering Analysis Results

Clustering was carried out for the failure rate in water distribution network by using the total of
1231 data. The analysis was started by choosing the number of clusters to be at least 2 and the
optimum number of clusters were tried to be found by increasing the number of clusters.
Various factors were calculated to decide on the most suitable number of clusters and the
change of these calculated criteria with respect to the number of cluster has been shown in
Fig. 3.

According to Fig. 3, it is seen th. small changes in the SC indice after cluster 9. It is
observed that the S indice decreases until cluster 9 and that the lowest value was obtained for

Fig. 2 The changes of Failure Rates with pipe characteristics
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the cluster 9. On the other hand, the lowest value of the XB indice was obtained for the cluster
number 9. In addition, when we examined the DI criteria, it is observed that the lowest value is
obtained for the cluster number 10. According to the evaluations, the optimum number of
clusters was determined to be 9 for failure rate with fuzzy clustering method. The distribution
of the failure rates of the 9 sub-regions defined by fuzzy clustering method is shown in Fig. 4.

4.3 Estimation of Failure Rate

The estimation model was set up initially for the Data Set I with 1231 data for which clustering
has not been made. 1009 data were used for this data set to train the LSSVM model and the

Fig. 3 Variation of the index values according to the number of clusters
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remaining 222 data were used to test the model. Secondly, the data set was divided into groups
using fuzzy clustering method in order to improve the performance of the LS-SVMmodel and
to obtain more sensitive and reliable results. Estimation models for each of the 9 sub-regions
(Set II C1-C9) defined by fuzzy clustering method were developed and tested using LSSVM
method. 80% of the data were used for the training of estimation models in each data set and the
remaining 20 % was used for the testing of the models. The data used in the testing of each
model was selected randomly from among the total data set and these data were not used in the
training of the models. The optimal values of model parameters of LSSVM method, (γ, σ2)
were determined by grid search algorithm. In this study, for LS-VM estimation models, grid
search of model parameters with σ2 in the range 1 to 32 and γ in the range 0.01 to 14 was
determined. In the search space, a 3-fold cross validation method on the training set was applied
to each sub-group data set for computing the validation of LS-SVM model. The software
package LS-SVMlab 1.8 developed by Pelckmans et al. (2011) in Matlab was used in the
training and testing of the LSSVM models.

In literature, various performance evaluation criteria are used to compare the results of
estimation models. The performance of models developed for modeling of water resources and
hydrological processes are commonly evaluated based on statistical criteria such as,
Correlation Coefficient (R), Efficiency (E), and Root Mean Square Error (RMSE)
(Samsudin et al. 2011; Goyal et al. 2014). Therefore, in this study these statistical criteria
were considered for evaluating of performance of LS-SVM estimation models. The compar-
ison of estimation models is given in Table 1.

Fig. 4 The location of failure rates in clusters identified by Fuzzy Clustering
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where, FRestimate is the estimated failure rate, FRobserved is the observed failure rate,
FRobserved is the mean of the observed failure rate data. The correlation coefficient is a
commonly used statistic and provides information on the strength of linear relationship
between the observed and the estimated values. The Efficiency E is a statistic employed to
evaluate model performance. Values of R and E close to 1.0 indicate good model performance.

It is observed in Table 1 that the correlation between the results of the LS-SVM model and
observation data for Set I has been calculated as 0.436 and that this value is quite small. When
the performance of LS-SVM models for the 9 sub-regions defined by fuzzy clustering method
is evaluated, it is seen that the results for Set II including the 9 sub-regions are better in general
in comparison with those of Set I. It can be said that the correlation coefficients calculated for
each sub-region are at acceptable levels. When the results of these sets are evaluated separately,
the highest correlation (0.858) and E (0.864) values were obatined for Set II C1 LS-SVM
model, whereas the lowest correlation (0.615) and E (0.596) values were calculated for Set II
C7 LS-SVMmodel. On the other hand, it is observed that the correlation and E values of Set II
LS-SVM models are greater than those calculated for Set I LS-SVM model. In addition, it has
been determined that the RMSE values calculated for Set II LS-SVM models are in general
lower than those calculated for Set I. The table also shows the FFNN and GRNNmodel results
for both Set I and Set II. When the correlation coefficient and E values of FFNN model are
examined, it is observed that the highest correlation coefficient (0.721) and E (0.658) was
calculated for Set II C1 FFNN model, whereas the lowest correlation coefficient (0.538) and E
(0.505) values were calculated for Set II C2 FFNN model. Moreover, when the correlation
coefficient and E values of GRNN model are evaluated,it is seen in table that the highest

Table 1 Comparison of performances of the models

Data Set LS-SVM FFNN GRNN

R E RMSE R E RMSE R E RMSE

Set I 0.436 0.401 0.0138 0.331 0.307 0.0224 0.291 0.315 0.0185

Set II C1 0.858 0.864 0.0086 0.721 0.658 0.0115 0.412 0.366 0.0137

C2 0.672 0.629 0.0062 0.538 0.505 0.0081 0.598 0.502 0.0069

C3 0.657 0.618 0.0040 0.608 0.536 0.0053 0.656 0.571 0.0042

C4 0.723 0.890 0.0061 0.635 0.509 0.0069 0.692 0.755 0.0064

C5 0.703 0.635 0.0038 0.547 0.519 0.0065 0.665 0.538 0.0060

C6 0.656 0.607 0.0114 0.562 0.555 0.0149 0.503 0.552 0.0143

C7 0.615 0.596 0.0057 0.580 0.541 0.0064 0.589 0.522 0.0098

C8 0.732 0.698 0.0147 0.631 0.566 0.0165 0.669 0.658 0.0154

C9 0.705 0.659 0.0057 0.681 0.625 0.0071 0.685 0.632 0.0067
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correlation coefficient (0.692) and E (0.755) was calculated for Set II C4 GRNNmodel, whereas
the lowest correlation coefficient (0.412) and E (0.366) values were calculated for Set II C1
GRNNmodel. When the results for the FFNN, GRNN and LS-SVMmodels are compared, it is
observed in general that the correlation coefficient and E values calculated for the LS-SVM
models are greater than those calculated for the FFNN and GRNN models. On the other hand,
when we compare the RMSE values of these twomethods, it has been determined that in general
the values obtained for LS-SVMmodels are smaller. Accordingly, it can be stated that the results
of the LS-SVM models developed for the sub-regions defined by clustering analysis are better
and that clustering analysis increases the performance of the estimation models. Figure 5 shows
the comparison of results of LSSVM models and observed data.

Figure 5 demonstrates that the performance of LS-SVMmodels for each sub-groups defined by
clustering analysis is better than LS-SVMmodel developed for Set I and in general satisfactory. A
good way of managing drinking water distribution systems, identifying the factors that cause
failure and estimate the failure rate is very important for decision-makers and administrators.
Defining spatial change of failures and assessing of current status of water distribution systems can

Fig. 5 Comparison of LSSVM Model Results and Observed Data
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be affected for estimation of future status. According to results above, it is considered that Fuzzy
clustering method used in this study can be used as an effective tool for defining of sub-groups
with similar characteristics. Moreover, the use of clustering analysis and LS-SVM, which showed
a good performance in the estimation of failure rate for each sub-groups defined by fuzzy
clustering method, together is very important to be used as alternative methods for managing of
water distribution system. It is important to develop the failure rate estimation models by using the
variables such as traffic intensity, groundwater level, rainfall and temperature and pressure inwater
distribution for good management of water distribution system in future works.

5 Results

In this study, a novel approach combining fuzzy clustering and LS-SVM methods applied for
estimation of failure rate in water distribution networks and for the determination of the

Fig. 5 (continued)
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relationship between failure rate-effective factors. For this aim, the failure data records
observed in the Malatya water distribution network during 2006–2012 were considered and
the relationship between failure rate and effective factors has been evaluated for the application
region prior to setting up the estimation models. It was observed that the highest failure rate
was for the pipes with lengths of 0–200 m. Here, it has also been determined when we
evaluated the failure rate-pipe diameter that the pipes with diameters of 110 m have the highest
failure rate. Finally, when the relationship between failure rate-pipe ages was examined, it was
observed that the highest failure rate was for the pipes with ages in the interval of 15–20.
Estimation model was firstly developed and tested for the complete data set in estimating the
failure rate by LS-SVM method. Then, in order to develop a more sensitive failure rate
estimation model and to improve the performance of LS-SVM model, 9 sub-regions
were defined with similar characteristics by using fuzzy clustering method. Failure
rate estimation was carried out for each of the 9 sub-regions using the LS-SVM
method. It is observed that the correlation coefficient between the results of LSSVM
estimation model and observed data for Set I is quite low. On the other hand, when
the results of LSSVM models for the 9 sub-regions defined by clustering method are
examined, it is observed that the results for Set II are better in general in comparison
with those of Set I. When the results of these Set II are evaluated separately, the
highest correlation coefficient (0.858) and E (0.864) values are obtained for the Set II
C1 LS-SVM model, while the lowest correlation coefficient (0.615) and E (0.596)
values have been calculated for the Set II C7 LS-SVM model. In addition, it can be
stated that the RMSE values calculated for Set II LSSVM models are in general at
better levels in comparison with the values calculated for Set I. It can be said that the
correlation coefficients calculated for estimation models of each subset are at accept-
able levels. It is observed that the correlation and E values for Set II LS-SVM models
are greater than the correlation and E values for Set I LS-SVM model. In addition, it
was determined that the RMSE values for the Set II LSSVM models are in general
lower in comparison with the values calculated for Set I. According to results, the LS-
SVM estimation model performance increases with the application of clustering
analysis, that the correlation and E values are greater for the data set values not
subject to clustering and that the RMSE values are lower. On the other hand, FFNN
and GRNN models have been trained and tested for both Set I and Set II. When the
FFNN and GRNN and LSSVM model results are compared, it can be said that in
general the LSSVM models have a better performance. When the correlation and E
values for all methods are evaluated, the values for LSSVM model for each data set
are at greater levels in comparison with the FFNN and GRNN models. Similarly,
when the RMSE values are compared, it is observed that the values calculated for the
LSSVM model are smaller than those calculated for the FFNN and GRNN models.
The results showed that the LSSVM model results for the sub-regions defined by
clustering analysis are better and that the clustering analysis increases the estimation
model performance in addition to the fact that the estimation results have become
better. In conclusion, it can be said that the use of clustering analysis and LS-SVM methods
together brings about a better performance in the estimation of the failure rate of the developed
models thus yielding successful results. In this study, the pipe characteristics such as pipe
diameter, pipe length and pipe age were considered as effective factors for estimation of failure
rate. In future works, in addition to the pipe characteristics, the variables such as traffic intensity,
ground water level, rainfall and temperature and pressure in water distribution can be taken into
account to develop the failure rate estimation models. Moreover, the estimation models can be
developed by using different clustering and regression methods.
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