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Abstract This work presents the development of a multi-
level speech based person authentication system with
attendance as an application. The multi-level system
consists of three different modules of speaker verifi-
cation, namely voice-password, text-dependent and text-
independent speaker verification. The three speaker veri-
fication modules are combined in a sequential manner to
develop a multi-level framework which is ported over a
telephone network through interactive voice response (IVR)
system for aiding remote authentication. The users call from
a fixed set of mobile handsets to verify their claim against
their respective models, which is then authenticated in a
multi-level mode using the above stated three modules. An
analysis over a period of two months is shown on the per-
formance of the multi-level system in attendance marking.
The multi-level framework having combination of the three
modules helps in achieving better performance than that
of the individual modules, which shows its potential for
practical deployment.
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1 Introduction

The advancements in technology has lead us to use bio-
metric technologies for recognizing a person for various
applications [4, 20, 23]. Different types of human traits
are used as biometric features, by which the unauthorized
users are restricted from using an intended service. Face,
fingerprint, iris, retina and DNA are the most often used
biometric features which have got success in practical sys-
tem deployment [19, 24, 27]. When speech is used as a
biometric feature to verify a person, the task of speaker
recognition comes into picture [8]. Speaker recognition can
be broadly classified into two, namely speaker identifica-
tion and speaker verification (SV). The former attempts to
find out which one among a registered set of speakers best
matches the speaker currently trying to be identified. This
is found to be useful mostly in forensic applications, where
given a test example its match to the registered speakers
is computed. On the other hand, SV uses test speech with
a claim to verify against the claimed model, which is of
our interest and has significance towards a practical appli-
cation oriented system. SV can be broadly categorized as
text-dependent (TD) and text-independent (TT) SV depend-
ing on the content of the speech data used for the task [14,
25]. The TD SV requires the same set of text to be spo-
ken during training as well as testing. The typical duration
of sentence involved in this case is 2-3 seconds. As the
amount of train and test data is less in this type of SV, it is
more of comfort in a practical system implementation for
the users. However if the training data is not proper, it may
lead to poor performance. In the case of TI SV, it does not
have any restriction over training and test data. User is not
bound for any kind of fixed set of text for verifying his/her
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identity claim, thus it relaxes the user from any bounding.
In this kind of SV, typically 2-3 minutes of speech data is
required for training and 20-30 seconds for testing. Speech
biometric system using TI framework for remote person
authentication has already demonstrated its significance [7,
9, 11, 12, 18]. For practical system based application this
kind of SV has potential for short utterance case so that
the duration does not become a hurdle on the way for
implementation.

This work is motivated by the different modules of SV
systems and an attempt to combine them into a common
framework for practical implementation along with ease-
ment of the end users. The proposed multi-level SV system
is a combination of three different SV systems. The first
system, voice-password (VP) is inspired from TD based
SV, where user specific fixed text is used for training as
well as testing. As this system involves a speaker-specific
phrase, it helps in reducing the spoofing attacks. Then the
second system of TD based SV requires all the speakers
to utter the same set of text during train and test sessions.
Both of these two modules use commonly used acoustic fea-
ture mel frequency cepstral coefficients (MFCC) as basic
features and dynamic time warping (DTW) algorithm to
find a match between the train and test template [13]. The
third system of the multi-level SV system is the TI SV
module, where i-vector based modeling is used for veri-
fication of a claim [15]. This kind of modeling is helpful
for compact representation, easy channel/session compen-
sation which makes it feasible for deployment in a practical
scenario. These three SV systems are fit into a common
framework in a sequential manner and a callflow for SV
system is designed over telephone network. The users are
guided through an interactive voice response system (IVRS)
for verifying their identity claim with attendance as an appli-
cation. The performance of the system is evaluated for a
period of two months, which showed its possibility towards
practical system based implementation. The prime contribu-
tion of this work is to combine three different SV categories
VP, TD and TI into a common framework for person authen-
tication in a deployable scenario. Also the work addresses
various issues associated with practical deployment setting,
such as expecting proper phrase for TD framework, suffi-
cient data from the speakers for each module, decision on
the fly etc.

The rest of the paper in organized as follows: Section 2
presents an overview of the multi-level speech biomet-
ric based SV system. Section 3 describes the functionality
and development of the three different modules VP, TD
and TI SV. In Section 4, the development of multi-level
SV system using stated three modules of SV is described.
Section 5 shows the experimental results and analysis of the
speech based multi-level biometric system. The summary
and conclusion are given in Section 6.
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2 Overview of Multi-Level Speech based Person
Authentication System

Biometric systems can be classified into two broad cate-
gories which can be seen as unimodal and multimodal. The
former refers to the systems that consider single biomet-
ric source for the task of authentication and the latter deals
with involvement of multiple biometric source for establish-
ing identity [6]. Thus, the proposed multi-level framework
is a unimodal system that uses speech as a biometric source
input. The speech signal is collected for three different cate-
gories of SV namely VP, TD and TI for verifying an identity
claim of a person.

The systems can operate in different modes in com-
bination of different measures or modeling approaches
using the same biometric attribute. The combination can be
done in serial, parallel, pipelining, hierarchical or sequen-
tial approach for system development [23]. In serial mode
combination, the output of one modality goes to the next
module. For parallel mode combination, the output of mul-
tiple modalities are used simultaneously for concluding into
a final decision. The hierarchical mode uses a combination
of both serial and parallel systems. Whereas in pipelining
mode of operation, the advantage is obtained for the case of
single sensor and feature extraction technique. During the
time of feature extraction of the first modality, the input for
the second modality is collected from sensor and so on, so
that it becomes advantageous by pipelining. The sequen-
tial approach for combination is such that, if one modality
rejects then it is checked by subsequent modalities and so on
for concluding into a decision. This kind of combinational
approach is useful to take advantage of each modality with
optimum time complexity, which is required for deployment
in a practical scenario using the the three different modules
of SV for the proposed multi-level framework.

The three different modules of SV are fit into a com-
mon framework in sequential manner for the development
of multi-level speech based authentication system. Thus,
the proposed system is termed as multi-level in a sense
that the decision is taken at each level in an online frame-
work, which is combined in a sequential manner. The three
different modules of multi-level framework depict three dif-
ferent SV categories in terms of difference in speech input,
modeling and decision logic for verifying a claim. The VP
module provides relaxation to the user to choose a phrase of
own choice, which is easily remembered by him/her. This
is unique for all the users in the system, hence it works
as a passkey for each user with their voice as a biometric
measure. The TD module uses a global phrase that is to
be spoken by all the users during training as well as test-
ing. As these phrases are of very short duration, the users
are not burdened by uttering it for testing. For TI SV mod-
ule, there is no restriction on the content of speech to be
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spoken. This module provides freedom to the user to speak
anything of his/her own choice. Thus the advantage of each
of these modules are used for development of multi-level
framework for speech biometric system for practical imple-
mentation. In this work, the multi-level speech based person
authentication system is deployed for student attendance as
an application. The details of each of the modules used in
the multi-level SV system is described in the next section.

3 Modules of Multi-Level SV System

This section describes the three different modules of SV and
their functionalities that are used in multi-level SV system.
Each of these modules has its own uniqueness and differ-
ent methodologies for validating a claim. The modules VP,
TD and TI are designed in a way to fit to the multi-level
framework with student attendance as an application.

3.1 VP SV Module

The VP based SV, which is inspired from the TD based SV
provides a flexibility to the user to choose a phrase which
is to be repeated during training and testing. Therefore, the
length of the VP becomes significant and typically it should
consist of 5-8 words so that it can capture about 4-6 sec-
onds of speaker’s speech. For better modeling of the speaker
characteristics, multiple instances of the same the phrase are
taken from the user for training.

3.1.1 Front-end Processing

The train and the test utterances are short term processed
with a frame size of 20 ms with a shift of 10 ms. 39-
dimensional MFCC (13-base + 13-A + 13-AA) features
of those utterances are extracted for each Hamming win-
dowed frame with 22 logarithmically spaced filters. Energy
based end point detection is performed for detecting the
begin and end points of the utterances. The average energy
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of the speech signal is calculated and then a threshold of
6 % of it is taken, which is then compared to each frame
of the utterance. The begin point is marked when four
consecutive frames have higher energy than the threshold.
Similarly for detecting the end point, the signal is processed
from the other side and similar decision logic is employed.
The MFCC features within the begin and end points are
taken, upon which cepstral mean variance normalization
(CMVN) is performed [22]. The normalized features of
train utterances are kept as reference template for each
speaker.

3.1.2 Template Matching and Decision

The test speech features are compared with reference to the
claimed model reference template by the DTW algorithm,
which calculates the accumulated distance score between
train template X and test template Y of different lengths by
taking a warping path as,

T
dy(X,Y) =) d($x(k), $y(k))m(k)/ My 0
k=1

where, dy(X,Y) is the accumulated distance,
d(¢x(k), ¢y (k)) is short time spectral distortion, m(k) is
a non-negative path weighting coefficient and My is the
path normalizing factor. As VP based SV system involves
speaker-specific fixed phrase, the distance score is com-
pared to a speaker-specific threshold for taking decision
with respect to a claim. This speaker-specific threshold is
obtained from few test trials made against the model by
considering the mean and standard deviation of the distance
scores. Fig. 1 shows the structure of the VP based SV
system.

The VP module of multi-level SV for student attendance
considers roll number and name as the speaker-specific
phrase as it is unique for each student. The roll num-
ber of the students consists of nine digits and instructions
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Figure 1 Structure of VP and TD based SV modules of multi-level framework.
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are given for expanding the initials of their names. Thus,
the roll number and name together capture about 4-6 sec-
onds of data that is used for modeling each speaker. Three
instances of the VP are recorded per user for speaker mod-
eling. To fix the speaker-specific threshold, 10 thresholding
trials are made by the users against respective model. The
mean (p) and standard (o) deviation from the distance
scores of thresholding sessions are taken to fix a speaker-
specific threshold of (u + 207) for each speaker. In testing
phase, the test speech is compared to the three training
templates of the claimed speaker using DTW and then aver-
age of three distance scores is taken, which is compared to
the speaker-specific threshold of the respective speaker for
decision.

3.2 TD SV Module

The TD module of the multi-level framework deals with rep-
etition of the same phrase of 3-4 seconds of duration during
training and testing by all the users. This module is different
from the earlier module of VP in the sense that the phrase
is common across all the users in case of TD, whereas in
VP based framework the phrases are speaker-specific. Thus
the VP based module gives freedom to the user for choos-
ing his/her own phrase, that he/she has to remember and
produce the same during the testing sessions. As the phrase
is speaker-specific in VP, it is more robust to the impos-
tors unlike TD being more susceptible to the impostors.
However, as the user is allowed to choose own phrase, the
phrase may not be phonetically balanced. On the other hand,
the TD based framework deals with repetition of prompted
phrase, that are designed in a phonetically balanced man-
ner inspired from the phrases of TIMIT database [26]. Thus,
it can be seen that both the modules VP and TD though
have some similarities, they are mainly different in terms
of the way in which the speech data is collected from the
users. The former deals with speaker-specific phrase and
the latter deals with prompted phrase that is global across
speakers, which makes to exploit different speaker charac-
teristics and also to take advantage from the two categories
in the multi-level framework.

3.2.1 Front-end Processing

The prompted phrase repeated during the train and the test
sessions of TD module are processed in a similar manner to
that of the VP module at the front-end. The train and the test
utterances are considered in terms of Hamming windowed
frame of 20 ms with a frame shift of 10 ms. The energy
based end point detection is used to select the speech portion
and 39-dimensional MFCC features are taken. These fea-
tures are further normalized by CMVN approach to nullify
the offset values [22]. The normalized features of the train
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and the test utterances are further considered for template
matching for verification of a claim.

3.2.2 Template Matching and Decision

The test speech data is matched to the claimed model using
DTW algorithm as given by Eq. 1 to give the distance
score. As the fixed phrase is global for all the speakers,
the decision is taken with respect to a set of four cohort
speakers by comparing the distance score against them. The
cohort speakers for each user are generated randomly from
the enrolled set of speakers excluding the corresponding
speaker and kept fixed for decision logic. The basic structure
of the TD SV is shown in Fig. 1.

Three different sentences are considered for the TD
module of the multi-level framework, which are:

“Don’t ask me to walk like that” (TD1 -prompt)
“Get into the hole of tunnels” (TD2 -prompt)
—  “Lovely picture can only be drawn” (TD3 -prompt)

Three instances each of these sentences are recorded for cre-
ating the speaker templates. During testing, one out of these
three sentences is asked to the user through the IVR sys-
tem callflow. This is done to check the reality of the user to
some extent. The test speech features are compared to the
respective claimed speaker for three instances of the specific
sentence type using DTW algorithm to yield the distance
score. This is compared to scores obtained from the set of
four cohort speakers of the claimed speaker to accept/reject
a claim.

3.3 TI SV Module

The TI module of the multi-level system is designed from
a standard text-independent SV framework, that is quite
different from VP and TD module. The processing and
methodologies employed for verification of a trial is there-
fore different than those explained for the other two mod-
ules, which can be seen from the following descriptions.

3.3.1 Front-end Processing

The basic set of features are same like the earlier two
modules VP and TD of the multi-level framework. The
short term processing is made on the train as well as the
test utterances in a similar way to extract 39-dimensional
MFCC features. In this module feature selection tech-
nique employed is different from the former two mod-
ules. Here energy based voice activity detection (VAD)
is done to perform speech/non-speech detection and the
speech regions are only retained for considering the fea-
tures from only those portions. The features from the speech
regions are then normalized using cepstral mean subtraction
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(CMS) followed by cepstral variance normalization (CVN)
techniques [22].

3.3.2 Speaker Modeling and Decision

The i-vector based speaker modeling technique is used
for modeling the speakers in the TI module of the multi-
level framework [15]. Fig. 2 shows the TI framework using
this technique. In this approach, Gaussian mixture model
(GMM) mean supervectors of each utterance is represented
by a low dimensional representation called i-vector [10]. It
is done using a transformation matrix (T-matrix) that con-
tains all the variabilities such as channel, session etc., which
is trained using a set of development data. For an utterance
that has GMM mean supervector M, the T-matrix 7 and uni-
versal background model (UBM) mean supervector m can
be used to obtain the i-vector w as follows,

M=m+Tw @

For an UBM having a weighted sum of C component Gaus-
sian densities as U = {u¢, Z¢, 1}, ¢ = 1,2, ..., C, where
Ne, Ue and X, are the weight, mean vector and covari-
ance matrix associated with mixture c, respectively and a
sequence of L speech feature vectors {xi, x2,...,xp} of
dimension F, the 0'" order (N,) and the centralized 1%
order (F,) Baum-Welch statistics of the speech frames on
the ¢ component of the UBM are given by,

L

Ne=)_ P(clx, U) 3)
=1

Fo=Y_ P(clx, U)(x; — pie) )
=1

where,c = 1,2, ..., C is the component index in the UBM,

P(c|x;, U) is the posterior probability of the mixture com-
ponent ¢ generating the feature vector x; and p is the mean
of UBM component c.

The total variability matrix 7 is learned from Baum-
Welch statistics of the large amount of development data,

VAD Total variability (T) matrix

computed using the UBM to capture different variabilities.
For a given T, the estimated i-vector w is computed as,

W=U+T T 'NWT) 'T'S ' Fu) (3)

where, N (1) and X are diagonal matrix of dimension C F' x
CF whose diagonal blocks are N.I and X., respectively.
F(u) is a supervector of dimension CF x 1 generated by
concatenating all 157 order Baum-Welch statistics (F,) for a
given utterance u.

Linear discriminant analysis (LDA) and within class
covariance normalization (WCCN) are applied on i-vectors
for channel and session compensation [3, 17]. LDA projects
the feature vectors to a set of new orthogonal axes, where
the intra-class variance caused by the channel is minimized
and inter-class variance is maximized. The projection matrix
is composed of the eigen vectors corresponding to the best
eigen values of the eigen analysis equation as,

(W 'Bov = av (6)

where, W, is the within-class covariance matrix, B, is the
between-class covariance matrix, v is an arbitrary vector,
and 2 is the diagonal matrix of the eigen values.

WCCN defines a set of upper bounds on the classifica-
tion error metric to lower the error rate. A transformation
matrix is used, by which the feature vectors are transformed
to minimize the upper bounds on the classification error
metric, which in turn minimizes the classification error. The
transformation matrix B is obtained by Cholesky decompo-
sition of the inverse of the within-class covariance matrix W
as, W=l = BB'. As suggested in [15], when LDA is fol-
lowed by WCCN better results are obtained, therefore W is
calculated in the projected space of the LDA.

Figure 2 shows the structure of i-vector based TI SV
module for the multi-level framework. The train and the
test data undergo the same set of procedure as mentioned
above to generate train and test i-vectors, respectively. For
a pair of train and test i-vectors given by wy,, and wzg;, the
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Figure 2 Structure of TI module based on i-vector framework of the multi-level system [21].
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Instructions

User with phone Voice

Figure 3 Multi-level SV system over telephone network.

verification of a claim is performed by computing the cosine
kernel score between these two i-vectors as follows:

< Wyrp, Wesr >
Hernll [Wise]
The development data required for learning UBM, T-
matrix, LDA and WCCN is taken from telephone channel
data of NIST speaker recognition evaluation (SRE) 2010
database [1, 10]. The front-end analysis of the development
data is also made in a similar way as it is done for train
and test data. A subpart of the development data of about 90
hours is taken to build a gender independent UBM of 1024
components considering equal amount of male and female
speech. Then a T-matrix of 400 columns, 250 dimensional
LDA and full dimensional WCCN matrix are built using the
development data.

During the training phase of TI SV module, 3 minutes
of speech data is asked from the user which is then merged
with the VP and TD data. This is used for modeling the
speaker using i-vector modeling approach to give the train
i-vector. In the testing phase, the speakers are asked VP
and TD data for respective modules, which is combined
together to treat as TI test speech to give the test i-vectors.
Finally after performing the channel/session compensation
by applying LDA and WCCN, cosine kernel between the
test i-vector with respect to the claimed i-vector is taken.
The resultant score is normalized by fest normalization (t-
norm) technique and then compared to a global threshold to
accept/reject identity of a claim [16]. The global threshold is
obtained by performing offline experiments on 30 speakers
data collected in the same scenario to give minimum error
for genuine and impostor trials.

< 6 (Threshold) @)

4 Deployment of Multi-level SV Framework

This section describes the development of the multi-level
framework using the three different modules of VP, TD
and TI SV, the details of which are explained in the previ-
ous section. The three modules are combined to a common
platform over a IVR system callflow through ISDN-PRI
(integrated services digital network-primary rate interface)
line that can handle telephone channel calls through com-
puter telephone interface (CTI) card. It can handle up to

@ Springer

Telephone network

Speaker verification
server

30 parallel calls over the telephone channel. The IVR is
hosted on a voice-server which runs the Asterisk software. It
is a software implementation of a telephone private branch
exchange (PBX), that allows the server handle incoming
calls and make outgoing calls from and to other public
switched telephone network (PSTN) or voice over internet
protocol (VoIP) services. This callflow is made for imple-
mentation of the attendance system of postgraduate students
of our department at our institute. Students have to call to
the toll-free number through which the IVR system callflow
helps for enrollment as well as regular testings in a practi-
cal setting. Fig. 3 shows the overview of the multi-level SV
system over telephone network which is developed for our
speech biometric based attendance system. !

4.1 Enrollment Phase

The users can enroll into the multi-level system by calling to
the server over the telephone network having IVR system.
Fig. 4 shows the flowchart for enrolling into the multi-level
system. The IVR system callflow guides a user for enroll-
ment phase while the user calls to the toll-free number and
selects the option of enrollment. It first generates a four
digit unique speaker ID for the user, that works as person-
alized ID for a user. The user has to remember this ID as it
is required during testing for claiming against that speaker
model. The user is asked for his/her roll number and name
together to be spoken as an input to the VP module. Then
three sets of text, as mentioned in Subsection 3.2 are asked,
that have to be repeated one at a time as the input for the
TD module. The inputs for VP and TD module are asked to
repeat for three times to have multiple reference templates
for each user for these two modules. Finally, a 3 minutes
of read text is asked from the user, which is considered as
input to the TI module. There is a quality check at each
of the modules of the multi-level framework to qualify the
speech given for training the speaker models. This quality
check refers to evaluating the input speech; whether suffi-
cient amount of speaker’s speech has been spoken for each
of the module. The threshold for quality check in terms of

! An initial version of this work with text-independent speaker verifi-
cation system framework is presented at the National Conference on
Communication in February 2014. [21]
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Figure 4 Flowchart for

enrolling into multi-level
attendance system.
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number of speech frames is decided with an experimental
analysis done over a small set of speakers. Once the input
speech qualifies this threshold, the features are extracted for
each of the modules. In case of VP and TD module the
MFCC feature vectors after energy based end point detec-
tion are extracted and those are saved as reference templates
of the speakers. For TI module, the train i-vector of the
speakers after energy based VAD are extracted as explained
in Subsection 3.3.

4.2 Testing Phase

The testing phase in the multi-level speech biometric
authentication system refers to regular attendance mark-
ing by the students against their enrolled models. There
are about 10 mobile handsets kept at the department office
for attendance marking. The students call to the desig-
nated toll-free number and enter to the testing phase. Fig. 5
shows the flowchart of the testing process for the multi-
level speech based attendance system in detail. The IVR
callflow first asks the student to type his/her speaker 1D,
which is assigned during enrollment and used for verifica-
tion of a claim. As a part of testing process, the student
is asked for his roll number and name which then goes as
a test speech for the VP module. The MFCC features are

Hang up <&

Y

extracted after energy based end point detection and com-
pared to the claimed speaker’s model by DTW algorithm
which gives a distance score to be compared to speaker-
specific threshold of that speaker. If the claim is accepted
at this module, the callflow announces to the user that the
attendance is marked. On the other hand, if it fails then it
goes for the TD module which asks for a randomly gener-
ated prompt (one out of TDI1, TD2 and TD3) as explained
in Subsection 3.2. The MFCC features of this utterance
are extracted in a similar way to the VP module and com-
pared to the claimed speaker model by DTW algorithm that
gives a distance score for comparing against cohort speak-
ers for that model. The acceptance of a claim at this module
ends the callflow with declaring the speaker that attendance
has been marked. For the speakers which are rejected in
both VP and TD module, their claim is processed in the
TI module. The features of the test speech data taken for
VP and TD modules are combined together to treat them as
input for TT module which is then tested using the i-vector
based modeling with reference to the claimed speaker. If it
accepts a claim then the user is marked present even if the
claim is rejected in the preceding modules. Whereas, if the
claim is rejected in all the three modules then the user is
marked absent and allowed to sign in the register for consid-
ering the attendance. The testing phase has a quality check
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Figure 5 Flowchart for testing into multi-level attendance system.

submodule, similar to the one explained in the training
phase for qualifying speech data as input for each module.
It is to be noted that the testing from one module to another
module transfers upon rejection by the preceding module.
As soon as one module authenticates a claim, the user is
marked present for that day.

Accept

Voice Text

Password

Module Reject

Password
Test Data

Text Dependent
Test Data

Dependent
Module

Figure 6 shows the block diagram representation for
sequential integration of the three different modules of SV
namely, VP, TD and TI into one common framework for
multi-level speech based person authentication system with
student attendance as an application.

5 Results and Analysis

This section reports the performance analysis of each mod-
ule of the multi-level person authentication system for
student attendance application along with the overall multi-
level framework, that is made with integration of the three
different modules for SV. Also it includes some of the
attempts that are tried offline to deal various practical issues
for system deployment.

5.1 Practical Issues based Analysis and Refinements

Several issues came across while developing the multi-level
framework for practical application oriented attendance sys-
tem. One such issue is that if the user does not utter
sufficient speech input to each of the modules properly
as expected, it may lead to poor speaker modeling during
training. Similarly insufficient and improper speech dur-
ing testing may degrade the system performance. To handle
this issue some offline analysis are performed on typical
duration (number of speech frames) of speech input, that is
required for each of the modules of multi-level framework.
Using this information a threshold on minimum number of
speech frames expected at each of the modules is set in
the multi-level framework. The threshold is fixed by taking
(mean + standard deviation) of number of speech frames in
30 cases of input taken for each of the modules. If the input
to any of the module has lesser number of speech frames, the
user is asked to repeat one more time so that proper speech
input can be obtained for respective module. Table 1 shows
the minimum number of speech frames that is set for each
of the modules. It is to be noted that the speech signal is
processed with 20 ms frame size with a shift of 10 ms.

Accept

Text

Accept/Reject
Independent pr/Rel

Reject Module

Text Independent
Test Data

Level-1 Level-2

_—>
Claimed Speech

Level-3

Figure 6 Structure of testing phase in multi-level framework for speech based attendance system.
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Table 1 Table showing

threshold for number of frames System

Time given to user No. of speech frames expected

in each module of multi-level

framework. VP module- Training

VP module- Testing
TD module- Training
TD module- Testing
TI module- Training

TI module- Testing

6 sec 150
6 sec 150
4 sec 90

4 sec 90

3 min 7500
10 sec 240

5.2 Performance of Individual Modules: VP, TD and TI

The different methodologies used for the three differ-
ent modules of the multi-level system are described in
Section 3. Each of these modules are evaluated over stan-
dard databases to gain the confidence before deploying them
into the multi-level framework of the online SV system.
The performance of the three modules on standard database
as well as on the data collected over multi-level system is
discussed in this subsection.

5.2.1 Evaluation on Standard Databases

The VP and TD modules of the multi-level system are eval-
uated over the RSR2015 database, that is designed for the
TD framework based studies [5]. The VP based framework
is evaluated for Part I of the database. It contains 30 differ-
ent fixed pass phrases from 300 speakers. For developing
our VP based system, 30 male and 30 female speakers are
considered so that each of them have unique pass phrases.
Each of the speakers have 9 sessions of each pass phrase,
out of which three are taken for training, three for calcula-
tion of speaker-specific threshold and remaining three for
testing. The evaluation of TD module is also done on the
Part T of the RSR2015 database. For this study, a common
pass phrase is selected to fit to the TD framework from the
30 male and 30 female speakers. The verification of a claim
for TD module is made by the methodology as explained in
Section 3.2.

The TI module of the multi-level system based on the i-
vector based framework is evaluated over national institute
of standards and technologies (NIST) speaker recognition
evaluation (SRE) 2012 database, that is designed for speaker
recognition based task [2]. This evaluation consists of data
collected from telephone as well as from microphone chan-
nel, which is from more than 2000 speakers in different
conditions. The development set for this task is obtained
from previous years SRE evaluation from 2006-2010. The
dataset is evaluated under the core task of the evaluation,
which has five different testing conditions. These conditions
concentrate on test trials under clean as well as in addition
of noise. The average performance of the test conditions

are mentioned in in this work. The performance of each
of the module VP, TD and TI are mentioned in Table 2 in
terms of equal error rate (EER) which is gives the optimal
performance, where the two kind of errors false rejection
rate (FRR) and false acceptance rate (FAR) are equal. The
three modules are found to give commendable results, that
shows the efficacy to deploy the same methodologies for the
practical multi-level system.

5.2.2 Evaluation on the Data Collected over Multi-Level
Online System

The multi-level speech based person authentication system
is developed for student attendance application for postgrad-
uate students and research scholars of our department. The
population of the students is 189 with age group in the range
of 22-40. The system is deployed for a period of two months
and then studies are made on the performance of each of
the modules as well as the multi-level framework. As the
performance evaluation of each module is done over a prac-
tical system, various issues came for the data collected over
online system in a real world environment. These practical
issues include prompts like roll number and name and text-
dependent prompts not spoken properly by the user, failure
of end point detection algorithm due to presence of back-
ground noise etc. We therefore pooled out a subset of data
collected where the practical issues are not present and eval-
uated the performance of each of the system, which is shown
in the second column of Table 3. However if we consider
the data with practical issues as mentioned above and then
evaluate the performance of each module, we get a poorer
performance compared to the former case which can be seen
from the third column of Table 3.

Table 2 Performance of individual module of multi-level SV on
standard databases.

System EER

VP module 222 %
TD module 3.06 %
TI module 534 %

@ Springer



268

J Sign Process Syst (2017) 88:259-271

Table 3 Performance of individual module of multi-level SV over the
data collected over multi-level online system.

System EER (actual) EER (practical)
VP module 2.70 % 9.44 %

TD module 3.13 % 10.14 %

TI module 7.65 % 11.50 %

5.3 Performance of Multi-Level Framework

The three modules are combined in a sequential manner
in the multi-level framework to get benefit from each of
the modules. Table 4 shows the performance of the multi-
level framework in terms of EER at each level. The EER
of VP module under practical condition is found to be 9.44
%, which is the first level of multi-level framework. The
claims rejected by this module goes to the TD module for
verification and those which are rejected by both VP and
TD modules, third level of verification takes place in TI
module. In this way testings are performed in a sequen-
tial manner that helps in achieving EER of 4.23 % for the
multi-level system. Thus, the combination of the three mod-
ules helps in achieving a significant improvement in EER
than that of each system in a practical scenario with atten-
dance as an application. Fig. 7 clearly shows that fusion of
three levels provides a better performance for the multi-level
framework.

Apart from the sequential way of fusion of the three
modules of multi-level framework, the score level fusion
of the three modules is carried out. In this regard before
score fusion, transformation of scores is required as the
modules VP and TD generates distance score which indi-
cates less scores for the trials of same speaker and more
scores for the trials from different speakers. Whereas the
TI module generates cosine similarity score that indicates
higher scores for likely speaker and vice versa. Therefore
we transform the distance scores generated from VP and TD
module to similarity scores in the range -1 to 1 by inverse
mapping with resemblance to cosine kernel score of the TI
module. The score fusion is first performed by averaging

Table 4 Performance of multi-level framework and sequential fusion
in terms of EER.

System EER
VP (Level-1) 9.44 %
TD (Level-2) 10.14 %
TI (Level-3) 11.50 %
VP+TD (Level-1+Level-2) 6.35 %
VP+TD+TI (Level-1+Level-2+Level-3) 4.23 %

Performance of the Multi-Level System

12 T T T
10 R
8 |
S
o 6f 4
in]
w
41 |
2r 4
0
TD Tl VP+TD VP+TD+TI

Systems

Figure 7 Performance of each module and their fusion of the multi-
level speech based attendance system.

the scores for VP and TD module, then later including the
scores obtained from three modules. The study is initially
made over a background set of 30 speakers collected over
online multi-level framework. A threshold is set on this set
maximum separation of the genuine and the impostor trials.
Once this threshold is set, that is applied on the dataset that
is considered for sequential fusion of three modules. The
performance under score fusion of multi-level framework
is shown in Table 5. The result of score fusion indicates
that the combination of VP and TD module is similar to the
sequential way of fusion of two module. However the score
fusion of all the three modules outperforms the sequen-
tial fusion by showing an EER of 2.67 %. Although the
score level fusion is found to work in better way than the
sequential way of fusion, the three modules are combined
in a sequential manner to fit the framework according to
less time complexity issue which is described in the next
subsection.

5.4 Time Complexity of Multi-Level System

The time complexity issue is taken into account while devel-
oping the multi-level SV. Table 6 shows the testing time
for each module of the multi-level SV system. The testing
time for VP and TD module is very less compared to the
TI module as only a single phrase is asked from the users
for VP and TD modules. Whereas for TI module considers
the combined speech input of VP and TD module as input

Table 5 Performance of multi-level framework under score fusion in
terms of EER.

System EER
VP+TD (Level-1+Level-2) 6.00 %
VP+TD+TI (Level-1+Level-2+Level-3) 2.67 %
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Table 6 Table showing average testing time of each module in multi-
level framework.

Table 7 Table showing recognition rate of the speech recognition
module in the multi-level framework.

System Avg. Testing Time TD Prompt Category Rec. Rate
VP module 0.67 s TD1-Prompt 94.73 %
TD module 1.31s TD2-Prompt 93.50 %
TI module 2.67s TD3-Prompt 95.69 %

that makes more amount of speech data involvement under
it. Also the complexity of VP and TD module is simpler as
MEFCC features of the test examples are matched to the ref-
erence speakers by a DTW algorithm to compute Euclidean
distance. On the other hand in TI module, the MFCC fea-
tures obtained from the speech input to VP and TD module
are combined and then statistics are computed, upon which
the T-matrix is projected to obtain low dimensional com-
pact representation called i-vectors, that are matched to the
claimed speaker i-vector by cosine kernel scoring after hav-
ing channel/session compensation. Thus due to multiple
steps involved in TI module, the processing time is slightly
more than the other two modules. In this regard the three
modules of the multi-level framework are combined in a
sequential manner to arrive at a decision with less amount of
time involved. A claim is accepted in the sequential flow of
testing once accepted in any of the modules. If it is accepted
in the first level then the callflow does not proceed fur-
ther for second, third level and the user is announced that
the attendance is marked. Similarly if the claim is accepted
in second level after being rejected in the first level, then
the third level of the system is not invoked in the callflow,
thus optimizing the time involved for testing. However the
score level fusion of the multi-level framework can be also
done with more amount of time involved to give decision on
the fly.

5.5 Integration of Speech Recognition Module into the
Multi-Level Framework

A sub module of speech recognition is included in the TD
module of the multi-level framework to check the validity
of a real user to some extent. As described in Section 3.2,
during testing of the multi-level framework one random
TD prompt out of the three prompts is asked to the user
through the IVRS callflow. Once the user utters the prompt,
the speech recognition sub module is invoked in the TD
module. The prompt uttered by the user is matched to the
respective claimed speaker’s three training templates for
each of the TD prompt category by DTW algorithm. The
distance score should be minimum with respect to the ran-
dom prompt played by the IVRS. There is one more level
of checking in this speech recognition sub module, where

the distance score is checked with respect to the threshold
of score for each of the prompt category. This threshold
is obtained by considering mean and standard deviation of
the scores obtained from several testing made against each
of the prompt category by different users, where we define
the threshold as (mean + standard deviation) for particular
prompt category. This second level checking is done mainly
to avoid out of context prompts in the TD module. The per-
formance obtained in speech recognition by incorporating
this method is shown in Table 7 for each TD prompt cate-
gory, which is useful to check the reality of the user and also
to discard the improper data uttered by the user.

6 Conclusion

This work describes an effort made to develop speech based
person authentication system involving three different mod-
ules of SV under low security applications. A multi-level
framework is designed using VP, TD and TI SV over the
telephone network. The system is deployed for attendance
application with the easement of end users considering
lesser time complexity and evaluated for a period of two
months. The multi-level system performs better in combi-
nation of all the three modules of SV compared to each
module by taking the advantage of each of the categories
of SV, which shows its potential for practical system based
application. Also the functionality of each module can be
moderated according to the type of application for which
the system is designed. The future work will concentrate
on exploring the deployment issues relating to the multi-
level framework by improving user interface, robustness to
spoofing attacks etc.
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