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Abstract The speech generated by hidden Markov model
(HMM)-based speech synthesis systems (HTS) suffers from
a ‘buzzing’ sound, which is due to an over-simplified
vocoding technique. This paper proposes a new excitation
model that uses a pitch-scaled spectrum for the parametric
representation of speech in HTS. A residual signal produced
using inverse filtering retains the detailed harmonic structure
of speech that is not part of the linear prediction (LP) spec-
trum. By using pitch-scaled spectrums, we can compensate
the LP spectrum using the detailed harmonic structure of the
residual signal. This spectrum can be compressed using a
periodic excitation parameter so that it can used to train
HTS. We define an aperiodic measure as the harmonics-to-
noise ratio, and calculate a voicing-cut off frequency to fit the
aperiodic measure to a sigmoid function. We combine the LP
coefficient, pitch-scaled spectrum, and sigmoid function to
create a new parametric representation of speech. Listening
tests were carried out to evaluate the effectiveness of the
proposed technique. This vocoder received a mean opinion
score of 4.0 in analysis-synthesis experiments, before dimen-
sionality reduction. By integrating this vocoder into HTS, we
improved the sound of the synthesized speech compared with
the pulse train excitation model, and demonstrated an even
better result than STRAIGHT-HTS.
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1 Introduction

An appropriate parametric representation of speech is a very
important aspect of statistical parametric speech synthesis
methods [1] such as hidden Markov model (HMM)-based
speech synthesis (HTS) [2]. The main problem with speech
generated using HTS is a ‘buzzing’ sound. It is caused by
over-simplified vocoding techniques, such as the simple pulse
train excitation model used in Linear Prediction Coding
(LPC)-based vocoders [1].

Several high-quality parametric representations of speech
exist. One is the harmonic plus noise model (HNM) proposed
by Yannis [3]. In the HNMmodel, the speech spectrum is split
into a low-frequency harmonic region and a high-frequency
noisy region by the voicing cut-off frequency (VCO) [4].
Kawahara et al. proposed STRAIGHT, which is a speech
transformation and representation method based on adaptive
interpolation of a weighted spectrogram [5]. This vocoding
technique extracts a spectral envelope without a periodic
structure, in the time domain and the frequency domain. These
two methods are effective for speech reconstruction and have
been successfully integrated into concatenative speech syn-
thesis [6] and HTS systems [7, 8]. STRAIGHT-HTS is a state-
of-the art HTS synthesizer. However, HTS can still be im-
proved. In [9], Cabral et al. incorporated the Liljencrants-Fant
model (LF) [10] into STRAIGHT-HTS. They used the LF
parameters to control the glottal source signal in HTS. This
technique can produce flexible speech and better sound than
STRAIGHT-HTS. In [11], Raitio et al. extracted the vocal-
tract and glottal parameters separately, using iterative adaptive
inverse filtering (IAIF) [12]. They used the original glottal
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source pulses as the source signal for synthesizing. This
technique has been shown to generate better male voice
sounds than STRAIGHT-HTS. These two methods indicated
that improving the excitation technique in the parametric
representation could improve the quality of synthesized
speech produced by HTS. In this paper, we propose an exci-
tation model that improves the synthesized speech by keeping
the detailed harmonic structure of the residual signal.

Some successful excitation models for HTS have been
proposed. In [13], Yoshimura et al. integrated the mixed exci-
tation linear prediction coder (MELP) [14] into HTS. In [15],
Drugman et al. used principal component analysis (PCA) to
de-correlate the residual frames of two-pitch periods. They
took the PCA coefficient as the excitation parameter for the
HTS training. In [16], Maia et al. proposed a trainable excita-
tion model that directly minimized the weighted distortion
between the generated excitation and residual signal. All of
these methods have been shown to produce high-quality syn-
thesized speech. However, little attention has been given to the
detailed harmonic structures of speech or residual signal. For
example,Maia et al. [16] only extracted an all-pole filter for the
excitation signal, which focused on the formant structure but
not the detailed harmonic structure. Yoshimura et al. [13]
considered the harmonic structure in the mixed excitation
model, but only the Fourier amplitudes of first ten pitch har-
monics. Drugman et al. [15] kept a detailed harmonic structure
in the time domain, but interpolation in the time domain
introduces some energy holes in the frequency domain when
synthesizing. Actually, keeping a detailed harmonic structure is
very important in speech reconstruction, especially for female
voices. In [17], Skoglund et al. noted that female voices sound
much better than male voices in sinusoidal coders [18]. This is
because they are generally very good at reconstructing the
harmonic structure of speech, but do not model the pitch-
cycle phase very accurately. This is consistent with Kawahara’s
findings (http://www.wakayama-u.ac.jp/~kawahara/
phaseEffect/) that the phase is less audible in the high
fundamental frequency than the low fundamental frequency.
These results inspired us to develop a new parametric
representation of speech that keeps the detailed harmonic
structure of the residual signal.

Our proposed excitation model uses a pitch-scaled spec-
trum [19] of the residual signal, which retains its detailed
harmonic structure. This excitation model is divided into
two parts: periodic spectrum and aperiodic measure. The first
part is motivated by the STRAIGHT-based vocoding tech-
nique and pitch-scaled analysis, and the second part uses the
two-band idea proposed in HNM with the sigmoid function
used in [20, 21].

We extract the periodic spectrum from the even line of the
pitch-scaled spectrum which is calculated from the residual
signal. This line retains the Fourier amplitude of the pitch
harmonics. When synthesizing, the pitch-cycle periodic

excitation is generated using zero-phase criterion [18]. For
integration into HTS, these periodic spectrums are normalized
to have constant length, and compressed for dimensionality
reduction.

We define an aperiodic measure based on the harmonics-
to-noise ratio (HNR) extracted from the pitch-scaled spec-
trum.We use the sigmoid function introduced in [21] to match
the aperiodic measure, and carry out twomodifications. One is
to introduce the VCO used in HNM to smooth the trajectory of
the aperiodic measure. The other is to replace the low section
of the sigmoid function with a parabolic function to reduce the
abrupt noise in the low-frequency region.

The remainder of this paper is organized as follows. In
Section 2, we will introduce the fundamental techniques used
in this paper such as the source-filter model and pitch-scaled
analysis. In Section 3, we calculate the periodic spectrum and
aperiodic measure using the pitch-scaled spectrum, which we
use to propose a new parametric representation. In Section 4,
we integrate the proposed excitation model (including period-
ic spectrum and aperiodic measure) into the HTS system. We
describe our experiments in Section 5, which evaluated the
effectiveness of the proposed excitation model in the direct
analysis-synthesis and the integrated HTS system. Finally, we
present our conclusions and future work in Section 6.

2 Fundamental Techniques

2.1 Source-Filter Model

The acoustic characteristics of speech are usually modeled as a
sequence of source, vocal tract filter and radiation character-
istics. In the source-filter theory of speech production models
[22], the source spectrum represents the spectrum of typical
glottal air flow using a fundamental frequency, and the filter
models the effects of the vocal tract and lip radiation. In the
frequency domain, this model can be represented using Eq. (1)

S ωð Þ ¼ P ωð ÞD ωð ÞG ωð ÞV ωð ÞL ωð Þ; ð1Þ

where P (ω ) is a pre-emphasis filter, D (ω ) is the Fourier
transform (FT) of an impulse train, G(ω ) is the FT of a glottal
pulse, V(ω ) is the vocal tract transfer function, and L (ω ) are
the lip radiation characteristics.

For the LPC-based vocoder shown in Fig. 1, the source-
filter model can be simplified to

S ωð Þ ¼ D ωð ÞH ωð Þ: ð2Þ

The filter H (ω ) combines the effect of the glottis, vocal
tract, and lip radiation with the excitationD (ω ). Either a pulse
train or white Gaussian noise is used.
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This simplified version of the source-filter model suffers
from a ‘buzzing’ sound that is caused by the strong harmonic
structure of voiced segments [1]. This is because the pulse
train used as the excitation signal for the voiced segments is
not consistent with the residual signal.

R ωð Þ ¼ S ωð Þ=H ωð Þ ð3Þ

Ideally, the residual signal derived from the inverse filtering
in Eq. (3) should have a flat spectrum like the pulse train’s
spectrum. This is because the linear prediction (LP) spectrum,
H (ω ), combines the effects of pre-emphasis, glottis, vocal
tract and lip radiation. However, the amplitude spectrum of
the residual signal (shown at the bottom of Fig. 2) retains a
complicated harmonic structure, and has a noisy structure in
the high-frequency region. This is mainly because the LP
spectrum only represents the auto-regressive components of
natural speech, and the pulse train excitation model does not
include the detailed harmonic structure of the residual signal.
Thus, one way to improve the synthesized speech quality of
the LPC-based vocoder is to keep the detailed harmonic
structure of the residual signal and add noise to the voiced
segments, especially in the high-frequency region.

2.2 Pitch-Scaled Analysis

A speech signal can be decomposed into a harmonic-related
periodic component and a noise-related aperiodic component.
In [23], Yegnanarayana et al. proposed an iterative algorithm
in the frequency and time domains that decomposed speech
signals into periodic and aperiodic components. In their algo-
rithm, the harmonic region and the noisy region must be
accurately identified. In [19], Jackson et al. proposed a har-
monic filter (PSHF). It was based on a pitch-scaled analysis
that separated the voiced and turbulence-noise components of
speech signals, using an interpolation of the aperiodic spec-
trum. Here, pitch-scaled analysis is used to identify the har-
monic region and noisy region.

Pitch-scaled analysis is an analysis framework that contains
a small multiple of the pitch period. This technique is different
from pitch-synchronous analysis, which is based on glottal
closure instant (GCI) detection [24].

Let s(k ),k =1…N be a residual frame with the length of
two-pitch periods, and S(n),n =1…N be the corresponding
discrete Fourier transform (DFT). The transformation uses the
Hanningwindow [25] that has a largest side-lobe of −31.47 dB
and an asymptotic decay of 18 dB/octave. Let

N ¼ 2� fs= f0;
fk ¼ fs � k=N ¼ fs � k= 2� fs= f0ð Þ ¼ f0 � k=2;

ð4Þ

where f0, f s, and f k are the fundamental, sampling, and kth
point in S (n ) frequencies.

Equation 4 suggests that the frequency components, each
indicated by a line in the spectrum shown in the middle of
Fig. 2, can be divided into two groups. The first group consists
of even-numbered frequency components, each correspond-
ing to the integral multiple of fundamental frequency; the
second group consists of odd-numbered frequency compo-
nents, which can be considered to be aperiodic frequency
components. Figure 2 shows an example of a residual frame

Pulse Train
Generator

White Gaussian
Noise

U/V
Switch All-Pole Filer

Synthesized
Speech

Pitch

LPC

Figure 1 The LPC-based vocoder.

Figure 2 Top: a residual frame
of two-pitch periods; Middle:
Power spectrum of the residual
frame of two-pitch periods;
Bottom: Power spectrum of the
residual frame with 512 points.
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(top) and its corresponding DFT spectrum (the length of two-
pitch periods in the middle, and 512 points in the bottom).
From this figure, we can see that the harmonic energy is
almost identical.

3 Proposed Excitation Model

The proposed excitation model consists of two parts: one
represents the periodic spectrum and the other measures ape-
riodicity. Both are derived from the pitch-scaled spectrum.
The periodic spectrum is compressed to reduce the dimen-
sionality, and the aperiodic measure is fitted to a sigmoid
function for integration into HTS.

3.1 Periodic Spectrum

3.1.1 Periodic Measure

The importance of phase in speech reconstruction was ana-
lyzed in [17] and (http://www.wakayama-u.ac.jp/~kawahara/
phaseEffect/). It was found that harmonic reconstruction is
much more important than pitch-cycle phase for voices with a
high fundamental frequency, especially for female voices.
Therefore, we first considered the detailed harmonic structure
of the residual signal and ignored the phase information.

To keep the detailed harmonic structure of the residual
signal, the periodic measure is typically defined by
concatenating the peak points in the harmonic frequencies of
the spectrum. These peak points (see the bottom of Fig. 2) can
be identified using a peak-searching algorithm. However, the
comparison in subsection 2.2 indicates that there is not a large
difference in the harmonic frequencies of the normal and
pitch-scaled spectrums. So an easy way of defining periodic
measure is to directly concatenate the even-numbered fre-
quency components, each corresponding to the integral mul-
tiple of fundamental frequency, of pitch-scaled spectrum.

3.1.2 Normalization

The goal of the proposed excitation model is to synthesize
speech smoothing and so the extracted parameters for the
parametric representation of speech should have an interpola-
tive characteristic. However, the periodic measure extracted in
subsection 3.1.1 requires different lengths for different pitch
period values. The measure should first be interpolated so that
it has constant length in the frequency domain, then interpo-
lated in the time domain.

In [15], Drugman et al. used the following equation to
choose the number of points for length-normalization.

F0
* ≤

FN

Fm
⋅ F0;min; ð5Þ

where F0
∗ is the normalized fundamental frequency, FN is the

useful band of the deterministic part, Fm is the Nyquist
frequency, and F 0,min is the minimum pitch value of the
considered speaker. Equation (5) ensures that energy holes
will not appear during synthesis.

In order to avoid energy holes in the frequency domain, we
use Eq. (5) in the frequency domain. Figure 3 shows the
distribution of pitch period for 1,000 sentences from a female
database and the corresponding accumulated ratio. The con-
stant half pitch period length used in this paper is 128 points,
which covers 99.66 % of the pitch period values in this
database.

3.1.3 Dimensionality Reduction

In subsection 3.1.2, we normalized the periodic spectrum so
that it had a constant length of 128. But this is still too large
to incorporate into the speech synthesis system, so we must
reduce the dimensionality to compress the normalized pe-
riodic spectrum. Two types of compression methods are
commonly used: codebook and dimensionality reduction
methods. In [26], Drugman et al. proposed a pitch-
synchronous residual signal codebook for hybrid HMM/
frame selection speech synthesis. In [27], Raitio et al. pro-
posed a glottal source library for improving the excitation
signal for HMM-based speech synthesis. Fodor listed a
number of dimensionality reduction techniques in [28].
For example, principle component analysis (PCA) [29] is
the best linear dimensionality reduction technique in terms
of mean-square error. In [15], Drugman et al. used PCA to
compress the pitch-synchronous residual frame, and pro-
posed a deterministic plus stochastic model of the residual
signal for improved parametric speech synthesis.

In this paper, we have used both methods for the pro-
posed excitation model in our integrated HTS system, and
conducted a detailed comparison. In [30], the authors used a
codebook-based method. They extracted normalized peri-
odic spectrums and used the Linde-Buzo-Gray (LBG) al-
gorithm [31] to construct codebooks for every Mandarin
final1. In the synthesis stage, they used a Viterbi-based
searching algorithm to smooth the trajectory of the gener-
ated periodic spectrum. In the dimensionality reduction
based method [32], the authors used PCA to de-correlate
the periodic spectrums and reduce their dimension. We
define the relative error as the Euclidean distance between
the original periodic and the reconstructed periodic spec-
trums. The relative error for different numbers of eigenvec-
tors is shown in Fig. 4. Using 16 eigenvectors can decrease
the error by 30.79 %.

1 Simple of compound vowel of Chinese syllable.
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3.2 Aperiodic Measure

The aperiodic measure has a very important influence on the
naturalness of the synthesized speech. We define it as the
harmonics-to-noise ratio (HNR) in the frequency domain.

3.2.1 Aperiodicity Definition

In [4], Hermus et al. proposed an aperiodic measure based on
the ratio of the aperiodic and periodic energies of the two-
pitch scaled spectrum shown in Fig. 2. However, directly
estimating the ratio as the solid line shown in Fig. 5 will
introduce some vibration. Therefore, we expand the window
and DFT lengths, and use two measures to define the
aperiodicity.

Let M and N be the window and DFT lengths, which are
both multiples of the pitch period. In this paper we have used
10 times the pitch period. So the harmonic region, Pi, and
noise region, Di, can be defined

Pi ¼ kjki − 2N=M ≤ k ≤ ki þ 2N=Mf g ;
Di ¼ kjki−1 þ 2N=M ≤ k ≤ ki − 2N=Mf g; ð6Þ

where k i is i
th multiple fundamental frequency (which can be

easily determined using pitch-scaled analysis), and 2N /M is
the bandwidth of the window.

A triangle can be constructed from the peak value in one
harmonic region and the peak values in the left and right
neighboring noisy regions. The following equations define
an area value and a symmetric score for this triangle.

Symmetry ¼ Pleft − Pright

� �
=Pharmonic;

Area ¼ 2� Pharmonic − Pright

� �
−0:5� 2� Pleft − Pright

� �

−0:5� Pharmonic − Pright

� �
−0:5� Pharmonic − Pleft

� �
;

Aperiodicity ¼ Symmetry=Area;

ð7Þ

where Pharmonic is the peak values in one harmonic region,
and Pleft and Pright are the peak values in the left and right
neighboring noise regions.We define the aperiodic measure as
the ratio of the symmetric score and the area value. This
measure increases, shown as the dash-dot line in Fig. 5.

3.2.2 VCO Calculation

The aperiodic measure is normalized to the region [0,1] using
the assumptions that a strong harmonic structure exists in the
low-frequency region and a pure noisy structure exists in the
high-frequency region. VCO is defined as the frequency
where the aperiodic measure has the maximum slope, and
can be estimated as the size of the smaller shaded area in the
left of Fig. 6. The following equation defines the dash area,
with an example shown in Fig. 6.

Dash kð Þ ¼ sum abs 0 1; kð Þ; 1 1; length − k þ 1ð Þ½ � − Apð Þð Þ;
ð8Þ

where Ap is the aperiodic measure.
After a rough calculation of the VCO contour, we

smoothed it using the Viterbi algorithm for time smoothing.
The target score, T _Cost , and concatenate score, C _Cost ,
used in the Viterbi algorithm are defined as

T Cost i; jð Þ ¼ Dash i; jð Þ;
C Cost j; kð Þ ¼ exp abs j − kð Þð Þ � α;

Score i; jð Þ ¼ arg min
T Cost i; jð Þþ
C Cost j; kð Þþ
Score i − 1; kð Þ

0

@

1

A;
ð9Þ

where i is the frame index, j and k are the candidate indexes,
and α is used to control the smoothness of the VCO contour.

Figure 5 Dotted line: residual spectrum; Solid line : aperiod-to-period
ratio in [4]; Dash-dot line: proposed aperiodic measure; Dashed line:
sigmoid fitting result.

Figure 4 The error between the original periodic and reconstructed
periodic spectrums for different numbers of eigenvectors.

Figure 3 Left : pitch period distribution of 1,000 sentences; Right: the
accumulated ratio of the pitch period distribution.

Figure 6 Left : Aperiodic measure and the corresponding dash area.
Right : Dash area measure moving from left to right.
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We calculate the smoothed VCO contour by minimizing the
score.

3.2.3 Sigmoid Function Fitting

We used the sigmoid function introduced in [21] to fit the
aperiodic measure in the following equation.

r fð Þ ¼ f = fcð Þα
1þ f = fcð Þα ; ð10Þ

where α is a transition slope parameter, and f c is a boundary
frequency parameter.

We have made two modifications to Eq. (10). One is to
replace f c by the VCO calculated in subsection 3.2.2, which
ensures that the aperiodic measure is smooth. The other is to
replace the low part of the sigmoid function with a parabolic
function to reduce the noise in the low-frequency region, as
defined in Eq. (11).

r fð Þ ¼ 0:5� f = fcð Þβ 0 ≤ f ≤ fc ; ð11Þ

where β is a slope parameter (1.5 in our experiments). An
example is shown as a dashed line in Fig. 5.

3.3 Vocoder

The vocoder based on our proposed excitation model is an
extension of the simplified version of the LPC-based vocoder.
In the proposed excitation model, we have considered the
harmonic structure and aperiodic measure to improve the
naturalness of synthesized speech.

3.3.1 Analysis

In the analysis stage shown in Fig. 7, we segment the input
speech into signal frames using a 5 ms long Hanning window.
We extracted a STRAIGHT-based LPC [8] instead of directly
estimating it from the auto-regressive coefficients [33]. We
constructed an inverse filter using the LPC to generate the
residual signal. We conducted pitch-scaled analysis on the two
pitch-period long residual signal to extract the periodic

spectrum. We used these periodic spectrums to construct
codebooks for every Mandarin final, or compressed them
using PCA to reduce the dimensionality. We extracted the
aperiodic measure from the pitch-scaled spectrum using ten
pitch-periods.We extracted VCO from this aperiodic measure,
and fitted a sigmoid function.

3.3.2 Synthesis

In the synthesis stage shown in Fig. 8, there are two ways to
get the one pitch period spectrum. One is to search the code-
books using a Viterbi-based algorithm. Euclidean distance
was used to measure the similarity between the synthesized
periodic spectrum and the spectrum from the codebook. To
ensure smoothness, we kept the 10 candidate spectrums with
the maximum similarity scores and used the Viterbi algorithm
to smooth the trajectory of the periodic spectrum by minimiz-
ing a cumulative score. The Viterbi algorithm uses the follow-
ing equations:

T Cost i; jð Þ ¼ Scoresimilarity i; jð Þ ;
C Cost j; kð Þ ¼ exp abs j − kð Þð Þ � α ;

Score i; jð Þ ¼ arg min
1≤ k ≤10

T Cost i; jð Þ þ
C Cost j; kð Þþ
Score i − 1; kð Þ

0

@

1

A;

hi ¼ min
1≤ j≤10

Score i; jð Þð Þ ;

ð12Þ

where T _Cost is the target cost, C _Cost is the concatenation
cost, Score is the cumulative score, i is the frame index, j and
k are the candidate indices, and hi is the minimum cost from
the first to the i th frame.

This cumulative score includes a target cost that ensures
that the algorithm is most likely to choose a periodic spectrum
with the desired properties, and a concatenation cost that
ensures the trajectory of periodic spectrums has no abrupt
changes between adjacent frames.

The other way to generate the one pitch period spectrum is
to generate the PCA coefficients. The eigenvector that was
trained and kept as a codebook (as described in subsection
3.1.3) was used to synthesize the new periodic spectrum
together with the PCA coefficient.

After we constructed the one pitch period spectrum, we
used the inverse discrete Fourier transform (IDFT) with zero-
phase criterion to synthesize the one pitch-cycle excitation
signal. Then, the periodic excitation was generated from these
one pitch-cycle excitation signals using the on overlap add
(OLA) method.

The aperiodic measure was generated from the VCO and α
using the sigmoid function. We constructed an IIR filter using
this measure, which we used to filter the white Gaussian noise
and generate the aperiodic excitation.

Input
Speech

LPC
Analysis

Residual
Pitch-Scaled
Analysis

Periodic
Spectrum

PCA

VCO
Sigmoid
Fitting

LPC

F0

Eigenvalue

VCO,Alpha

Inverse
Filtering

Codebook

Figure 7 The analysis stage of the vocoder based on the proposed
excitation model.
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Finally, the periodic and aperiodic excitations were added
together to create the excitation signal. This excitation signal
passes through an all-pole filter constructed using LPC to
generate the speech.

4 Integration into HTS

4.1 Parameter Preparation

Before integrating the proposed excitation model into HTS,
we must extract the speech parameters. The parameters used
in HTS training are shown in the “PROPOSED” column of
Table 1. The speech is represented by a fundamental frequen-
cy (F0), energy, vocal tract parameter, periodic spectrum
parameter and aperiodic measure.

4.2 HTS Training

Our speech synthesis system (Fig. 9) uses the HTS toolkit
available in [2]. Some modifications were needed to integrate
it with the proposed excitation model.

Along with the speech features shown in Table 1, we also
assumed that the corresponding contextual labels were avail-
able. These labels include contextual factors that would affect

the spectral and excitation parameters. These factors include
phone identity, stress and location-related factors [1]. The
HTS was trained using four streams of the speech features.
The vocal tract and aperiodic streams were treated as a single
Gaussian distribution with diagonal covariance, similarly to
the baseline HTS system. The F0 and periodic streams have
zero values in unvoiced regions and should be treated differ-
ently in voiced and unvoiced regions. Multi-space-probability
distributions (MSD) [34] were used to train these two streams.
Finally, context dependent HMMs were trained and clustered
using a tree-based context clustering technique with the min-
imum description length (MDL) principle [35].

4.3 HTS Synthesizing

In the synthesis stage (Fig. 9), the input text was analyzed and
transformed into a context dependent label sequence. Then,
we constructed context-dependent HMMs from the label se-
quence. After that, the parameter generation algorithm [36]
was used to generate the vocal tract and excitation parameters
from the sentence HMM. Finally, these parameters were con-
verted into a speech signal using the vocoder described in
Section 3.

5 Experiments

We evaluated the effectiveness of the proposed excitation
model in the LPC-based vocoder in two ways. Firstly, we
evaluated it using direct analysis-synthesis experiments, com-
paring it with the simple pulse train excitation model in the
LPC-based vocoder and the STRAIGHT vocoding technique.
Secondly, we assessed it as part of the integrated HTS system
by comparing it with HTS systems based on the pulse train
excitation model, the STRAIGHT vocoding technique, and
the glottal inverse filtering technique [11].

Table 1 Speech features and the number of parameters in HTS training.

Feature PROPOSED PULSE_40 STRAIGHT GLOTTAL

F0 1 1 1 1

Energy 1 1 1 1

Vocal Tract 24 40 40 30

Period 16 0 0 10

Aperiod 2 2 5 5

Total 44 44 47 47

One Pitch Period
Spectrum

White Gaussian
Noise

IDFT OLA

Sigmoid
Function

All-Pole
Filter

Synthesized
Speech

Periodic
Excitation

Aperiodic
Excitation

PCA and
Eigenvalue

Codebook

VCO and
Alpha

Figure 8 The synthesis stage of the vocoder based on the proposed excitation model.

J Sign Process Syst (2014) 74:423–435 429



The corpora used in these experiments were two Mandarin
voices recorded by professional announcers. The first was a
female speaker who read approximately 5,000 sentences over
4 h, and the second was a male speaker who read approxi-
mately 5,000 sentences over 3 h. We sampled the corpora at
16 k Hz. The frame shift and length used for the analysis of
speech parameters were 5 ms and 25 ms, respectively. We
extracted F0 using the TANDEM algorithm [37].

We used the AB preference test and the mean opinion score
(MOS) to compare the methods. Ten native speakers, who had
previously undergone listening tests in our lab, took part in our
experiments. We randomly selected 15 sentences (that were
approximately 2 min long) as the test material. In the AB
preference test, they were asked to listen to two versions of
synthesized speech and choose the one that sounded best. In
the MOS scoring test, they were asked to listen to the
sentences and give a MOS according to Table 2.

5.1 Analysis-Synthesis Experiments

The excitation model used in the traditional LPC-based vo-
coder was a pulse train for the voiced segments, or white
Gaussian noise for the unvoiced segments. An example of
the LPC-based vocoder is shown in Fig. 1. The speech gen-
erated using this vocoder suffers from a ‘buzzing’ sound,
which is due to the strong harmonic structure in the voiced
segments. Our proposed excitation model makes two modifi-
cations. One is the addition of detailed harmonic structures
from the residual signal to improve the naturalness of the
synthesized speech. The other is the addition of noise in the
high-frequency regions of the voiced segments.

The STRAIGHT vocoding technique is one of the most
successful tools for speech reconstruction and modification.
Therefore, a direct comparison with STRAIGHT gives a clear
impression about the effectiveness of our proposed method. In
the analysis stage of STRAIGHT, F0 is first analyzed for each
speech frame, and then the spectral envelope is extracted by a
pitch-adaptive time-frequency analysis of the FFTspeech spec-
trum. The aperiodic measure is extracted from the ratio be-
tween the lower and upper spectral envelopes. In the synthesis
stage, F0 is used to find the pulse position. For every pulse
position, a spectral envelope is interpolated and a minimum-
phase response is generated from this spectral envelope. These
minimum-phase responses are added together to create a peri-
odic signal using the pitch-synchronous overlap add (PSOLA)
algorithm [38]. Then, the aperiodic signal is constructed from

Table 2 Mean opinion score.

MOS Quality Impairment

5 Excellent Imperceptible

4 Good Perceptible but not annoying

3 Fair Slightly Annoying

2 Poor Annoying

1 Bad Very annoying
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Figure 9 The workflow of HTS integrated with the proposed excitation model.
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the aperiodic measure and minimum phase filter. The speech
signal is generated by adding these two parts together.

In this experiment, three versions of synthesized speech
(PULSE, STRAIGHT and PROPOSED) were scored accord-
ing to Table 2. The mean MOSs are shown in Fig. 10. The
female voice synthesized by the LPC-based vocoder with the
proposed excitation model achieved an MOS of 4.15, which is
very close to the results for STRAIGHT (4.18). The pulse train
excitation model only acheived anMOS of 3.56. However, our
method performedworse for themale voice, and only achieved
an MOS of 3.88. However, the proposed model is a clear
improvement over the pulse excitation model for both voices,
and a “buzzing sounding” was not audible. Our method does
not compare well to the STRAIGHT vocoding technique,
especially for the male voice. This is because STRAIGHT
not only extracts detailed spectral information, but also uses
an all-pass filter to control the fine pitch and temporal structure
of the source signal [5]. The speech synthesized by the
STRAIGHT vocoding technique is of a high quality for both
male and female voices. Our proposed excitation model only
considers the detailed harmonic structure of the residual signal
and ignores the phase information. Phase information is a very
important factor in the quality of synthesized speech, especial-
ly for the male voice [17]. Therefore, the degradation of our
model for the male voice was obvious. We can improve the
method by adding an all-pass filter used in mixed excitation
linear prediction (MELP, [14]) coders. The coefficients used by
the all-pass filter are listed in [14]. Listening tests showed that
the all-pass filter improved the synthesized speech so that it
had a MOS of 3.91. This demonstrates that the filter does
improve the synthesized speech of the male voice, but it is still
not comparable to the female voice.

5.2 HTS Integration Experiments

The integrating experiments were divided into four parts.
First, we evaluated two compressing methods (PCA-based

and codebook-based) for the periodic spectrum of the HTS
system. Then we compared HTS combined with the proposed
excitationmodel to the traditional HTS, which used the simple
pulse train excitation model. Finally, we compared the pro-
posed technique to the STRAIGHT vocoding and glottal
inverse filtering techniques. We used AB preference tests,
and passed the synthesized speech of the male voice through
the all-pole filter mentioned in subsection 5.1.

5.2.1 Codebook-based vs. PCA-based

We evaluated the HTS systems based on the two different
compressing methods, using only the female voice. The re-
sults of the AB preference test are shown in Fig. 11.

Figure 11 shows that there is no obvious difference be-
tween the codebook and PCA based methods. In theory, the
codebook-based method should be more effective at keeping
the dynamic structure of the periodic spectrum, because the
periodic spectrum generated from the codebook is closer to
the original than that constructed using PCA coefficients.
However, this method suffers from a serious problem. There
are abrupt changes in the constructed periodic spectrum even
though we have used the Viterbi-based time smoothing meth-
od. This problem also arises when using the unit-selection
based speech synthesis system [1]. The PCA-based method
can handle this problem much better, and the reconstructed
periodic spectrum is smooth. However, the accuracy of the
PCA-based method (Fig. 4) is not as high as we expected.
Furthermore, the PCA parameter does not have the interpola-
tive property, which is very important in HTS training. There-
fore, it is still possible to improve the method and more
effective compression methods should be investigated.

5.2.2 Comparison with Traditional HTS

In this experiment, two HTS systems (PROPOSED and
PULSE_40 in Table 1) were trained on the male and female
voices. To keep the total number of speech parameters con-
sistent, the LSF order for the proposed excitation model is 24
and the LSF order for the pulse train excitation model is 40.
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STRAIGHT PROPOSED PULSE

Figure 10 Mean opinion score obtained from three versions of vocoding
techniques, for a female and male corpus.
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Figure 11 The mean preference scores between the codebook-based
method and the PCA-based method for HTS.
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We conducted AB preference tests for the female and male
voices. The mean preference scores are shown in Fig. 12. The
proposed excitation model shows a clear improvement over
the pulse train excitation model for both the male and female
voices. Keeping the detailed harmonic structure of the residual
signal is an effective way to improve the synthesized speech
quality of the HTS system, and is much better than directly
increasing the LPC order.

5.2.3 Comparison with STRAIGHT-HTS

The STRAIGHT vocoding technique has been successfully
integrated into HTS and is one of the most successful speech
synthesizing engines [8]. In the analysis stage, the smooth
STRAIGHT spectral envelope is converted into mel-
generalized cepstrum (MGC) for every speech frame. The
aperiodic measure is split into five frequency bands: [0–1],
[1, 2], [2–4], [4–6], and [6–8]. Together with F0, the MGC,
and the band-pass filtered aperiodic measure is used to train
the HTS in three parametric streams. In the synthesis stage, the
five band-pass filtered aperiodic measures are interpolated to
be 513 points. The smooth STRAIGHT spectral envelope is
synthesized from the generatedMGC. Together with F0, these
three parts are used by the STRAIGHTsynthesizing engine to
generate the speech signal.

In this comparison, we conducted AB preference tests for
the female and male voices. The proposed excitation model
was clearly better than the STRAIGHT vocoding technique,
as shown in Fig. 13. This result is consistent with our com-
ment in subsection 5.2.1 that improving the excitation tech-
nique is better for improving the synthesizing speech quality
of HTS than directly increasing the number of spectral param-
eters. This is also true for the STRAIGHT vocoding tech-
nique, because the spectral parameter is included in
STRAIGHT-HTS but not the detailed harmonic structure.
Our proposed excitation model based on the spectrum of the
residual signal considered the detailed harmonic structure and
retained more spectral information.

5.2.4 Comparison with GLOTTAL-HTS

In [11], the authors reported a new excitation model for HTS
based on glottal inverse filtering. In the analysis stage, input
speech is split into frames and windowed. They use the itera-
tive adaptive inverse filtering (IAIF) [12] algorithm. This
method can automatically decompose voiced speech into the
vocal tract transfer function and the glottal source. The outputs
of this algorithm are a p th order all-pole model (the vocal tract
filter), and a g th order all-pole model (a parametric model of
the spectral envelope of the estimated glottal flow). These
models are converted into line spectral pair frequencies (LSF)
[39], and used to train the HTS as the vocal tract and excitation
parameters. They made two modifications to the synthesis
stage of the conventional synthesis methods. Firstly, they used
natural glottal flow pulses extracted from the glottal source to
create the voiced excitation signal. Secondly, theymodified the
spectral properties of the excitation signal using an adaptive
infinite impulse response (IIR) filter to reproduce time-varying
changes in the real voice source and preserve the original
quality. The experimental results reported in [11] showed a
clear improvement over STRAIGHT-HTS for the male voice.
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Figure 12 The mean preference scores between the proposed excitation
model and pulse train excitation model in HTS.
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Figure 13 The mean preference scores between the proposed excitation
model and STRAIGHT vocoding technique in HTS.
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Figure 14 The mean preference scores between the STRAIGHT
vocoding technique and the glottal inverse filtering technique, and be-
tween the glottal inverse filtering technique and proposed excitation
model for the male voice in HTS.
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In this experiment, we trained an HTS system based on
glottal inverse filtering using only the male voice.We conducted
AB preference listening tests to compare the proposed excitation
model with the glottal inverse filtering technique. One test
confirmed the effectiveness of the glottal inverse filtering tech-
nique in HTS by comparing it with STRAIGHT-HTS. Then, we
compared the glottal inverse filtering technique with our meth-
od. The mean preference scores are shown in Fig. 14.

The results shown in Fig. 14 are consistent with the exper-
imental results reported in [11]. The glottal inverse filtering
technique generated better sounds than STRAIGHT-HTS.
However, our technique generated even better sounds than
the glottal inverse filtering technique. The excitation informa-
tion in the glottal inverse filtering technique is the LPC pa-
rameter extracted from the glottal flow and pulse signals. The
phase information retained in the glottal pulse signal has
vastly improved the quality of the synthesized speech. But it
has not taken the detailed harmonic structure of the glottal
flow signal into consideration. Our proposed technique con-
siders both, and so the result is even better.

6 Conclusion

Speech generated using the simple pulse-train excitation mod-
el in LPC-based vocoders and typical HTS systems suffers
from a “buzzing” sound. This is mostly due to the strong
harmonic structure that exists in the voiced segments. In this
paper, we proposed a new excitation model based on the
pitch-scaled spectrum of the residual signal for LPC-based
vocoders. Our excitation model makes two modifications to
the simple pulse train model in LPC-based vocoders. We
added detailed harmonic structures to the excitation signal to
improve the naturalness of the synthesized speech. We also
added noise to the voiced segments, especially the high-
frequency regions.

The residual signal derived from inverse filtering keeps
some of the detailed harmonic structure of speech signals that
is not included in the linear prediction (LP) spectrum and pitch-
scaled spectrum. This can extract the harmonic structure of a
signal to complement the LP spectrum. Therefore, we normal-
ized the pitch-scaled spectrum, which we called the periodic
spectrum. We also proposed an aperiodic measure based on a
pitch-scaled spectrum, which we calculated as the energy ratio
between the periodic and aperiodic regions. Together with LPC
and F0, the pitch-scaled spectrum and aperiodic measure com-
pose a new parametric representation of speech. The effective-
ness of the new vocoding technique was tested in two groups of
listening tests: one in direct analysis-synthesis experiments and
the other in integrated HTS systems.

In the analysis-synthesis experiments, we compared the
proposed vocoding technique with the simple pulse-train
excitation model in the LPC-based vocoder and the

STRAIGHT vocoding technique. The results of listening
tests indicated that the proposed excitation improved the
simple pulse-train model in the LPC-based vocoder, and
that it generated high-quality speech equal to the
STRAIGHT vocoding technique. These results indicated
the effectiveness of the pitch-scaled spectrum in the LPC-
based vocoder, and the effectiveness of the proposed para-
metric representation of speech.

In the integrated HTS systems, this vocoding technique
was compared with the pulse train excitation model,
STRAIGHT vocoding technique, and the glottal inverse fil-
tering technique. The results of listening tests demonstrated a
clear improvement over the pulse train excitation model and
the STRAIGHT vocoding technique. This is because the
proposed excitation model considers the detailed harmonic
structure of the residual signal, but the other HTS systems
only consider the vocal tract parameter. The HTS with the
glottal inverse filtering technique took the natural glottal flow
as a source signal in the synthesis stage, and the results were
very promising. But our proposed vocoding technique could
generate even better sound than the glottal inverse filtering
technique. This is because sampling in the time domain intro-
duces some energy holes, which does not occur when directly
sampling the frequency domain.

Listening results confirmed the effectiveness of the pro-
posed vocoding technique in the analysis-synthesis process
and the integrated HTS system. In addition, this technique
provides a new parametric representation of speech. However,
the proposed method has some shortcomings. It does not
accurately reconstruct the periodic spectrum. We evaluated
PCA and codebook based methods. PCA parameters do not
have an interpolative characteristic, which is very important
when training HTS. In addition, there were some abrupt
changes in the codebook-based method. Another disadvan-
tage of our method is that there is no effective phase model
included in the proposed vocoding technique, which is very
important for the reconstruction of male voices. In addition,
our method does not take into account changes from the
unvoiced segment to the voiced segment.

In future work, we will consider these three shortcomings.
We will investigate more effective methods for reconstructing
the periodic spectrum such as nonlinear dimensionality reduc-
tion methods. We will include a phase model into the pro-
posed vocoding technique, and consider the special segment
different from the unvoiced and voiced segments.
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