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Abstract This paper presents a high-speed FIR channel
filter using residue number system (RNS) whose frequency
response can be reconfigured to adapt to a multitude of
channel filtering specifications of a multi-standard software
defined radio (SDR) receiver. The channel filters in the
channelizer of an SDR extract multiple narrowband
channels corresponding to different communication stand-
ards from the wideband input signal. The proposed
architecture has been synthesized on TSMC 0.18 μm
CMOS standard cell technology. Synthesis result shows
that the proposed reconfigurable FIR channel filter, for a
Digital Advanced Mobile Phone Systems (D-AMPS)
example, offers speed improvement of 42% and AT
complexity reduction of 26% over existing reconfigurable
FIR method.

Keywords Multi-standard wireless communications .

Residue number system . Channel filter . Software defined
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1 Introduction

Software defined radio (SDR) is emerging as a powerful
platform for future generation cellular systems due to its
capability of operating according to multiple mobile radio

standards. The adaptability of SDR to different communi-
cation standards is guaranteed by the reconfigurability of
the channel-of-interest selection unit called the channelizer.
The channelizer extracts multiple narrowband channels
from a wideband signal using a bank of finite impulse
response (FIR) filters, called channel filters. Apart from
reconfigurability, high speed and low power consumption
are two key requirements in channel filters as they need to
operate at the highest sampling frequency in the digital
front-end.

Several implementation approaches for reconfigurable
FIR filters have been proposed in literature [1]. The
performance of programmable multiply-accumulate
(MAC) based filter [1] is mainly restricted by the increased
delay and power consumption of the coefficient multiplier.
In [2], a digit reconfigurable FIR filter architecture was
proposed where the objective was to reduce the precision of
coefficients and thus the filter complexity, without affecting
the filter performance. But the architecture demanded huge
hardware resources. It performs multiplication using direct
shift and add method and hence will result in low speed
operation, which makes the method infeasible for SDRs. A
high-speed, canonic signed digit based (CSD) based
reconfigurable FIR filter is presented in [3], which resulted
in high speed operation, but at the cost of large area and
high power consumption. The aim in [3] was solely to
design a high-speed reconfigurable filter and no consider-
ation was given for area and power reduction. In [4], the
concept of reconfigurable multiplier block (REMB) was
introduced, which utilized graph dependence (GD) algo-
rithms. As GD algorithms are sequential in nature, the
architecture resulted in low speed operation. A multiplexed
multiple constant multiplication (MMCM) approach is
proposed in [5], which takes coefficients as constants and
used GD algorithms to reduce redundancy. But this
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architecture will also result in longer critical path lengths
and consequently will reduce the speed of operation. A
reconfigurable FIR filter based on binary representation of
common subexpression elimination (CSE) technique is
described in [6]. The method in [6] incorporated binary
based CSE optimization in the multiplier and hence the
method effectively reduces the area of the filter.

Filter realizations using alternative number systems such
as Residue number system (RNS) have been investigated in
literature. RNS is suitable for implementation of high-speed
digital signal processing due to their inherent parallelism,
modularity, fault toleration and local carry propagation
properties [7, 8]. Arithmetic operations like multiplication
and addition can be carried out more efficiently as RNS
ensures localized carry propagation properties. RNS is
particularly suitable for implementing FIR filters as the core
operations in FIR filtering are multiplications and additions.

A fast RNS based communication receiver design and
implementation using Field programmable gate arrays
(FPGAs) is presented in [9]. RNS arithmetic operations
are implemented in [9] as a set of concurrent primitive
operations with non-communicating small wordlength
channels. A hybrid RNS adaptive filter was introduced in
[10] where the adaptive filter implementation is done partly
in RNS and partly in two’s complement. This enables the
architecture to have the advantage of area and speed of the
hybrid RNS adaptive filter with respect to the two’s
complement one. Both [9, 10] discussed dedicated RNS
filter architectures while [10] deals with the hybrid
architecture using RNS. Reconfigurable computing in the
RNS domain is a rather new field. Most research in this
field has been focused on variable word length (VWL)
RNS processors [11], which provide reconfigurability in
terms of dynamic range by providing the ability to turn off
the channels that are not required. This kind of reconfigur-
ability can offer variable precision realization of FIR filters.
A multi-modulus modulo multiplier based on sharing of
common resources for the three moduli set {2n−1, 2n,
2n+1} has been investigated in [12]. Although reconfigur-
ability has been addressed in RNS literature from the
perspective of realizing filters with variable coefficient
wordlengths and multi-modulus modulo multipliers, hardly
any RNS-based work addressed the problem of designing
filter architectures for different frequency response specifi-
cations as required in the case of multi-standard wireless
communication receivers. In such receivers, very-high-
order FIR channel filters are required to meet the stringent
adjacent channel attenuation specifications of wireless
communication standards. It has been shown in [13] that
such higher-order FIR filters can be implemented with low
hardware complexity in RNS domain. However, reconfi-
gurability of filters for multi-standard operation was not
addressed in [13].

In this paper, we propose an FIR filter implementation
using RNS, that can be reconfigured to satisfy the filter
frequency response specification of a new communication
standard when the receiver switches its operation from its
current standard to a new standard, in a multi-standard
wireless communications scenario. Existing RNS based
FIR filter implementations focus on achieving different
dynamic range, and there is hardly any work addressing
reconfiguration for a different frequency response specifi-
cation. The preliminary idea was presented in a conference
paper [14]. In our current work, we have optimized the
encoder hardware proposed in [14] by exploiting the
commutative multiplication property between quantized
input signal and filter coefficients. Also, the synthesis
results of a 350-tap Digital Advanced Mobile Phone
Systems (D-AMPS) channel filter as well as comparison
of proposed product encoder with several other methods are
obtained. Section 2 provides a review on RNS arithmetic
for FIR filter implementation. Section 3 presents the
proposed reconfigurable RNS FIR filter. Design example
and implementation are shown in Section 4 followed by
conclusions in Section 5.

2 Background on RNS FIR Filters

RNS is defined by a moduli set, which consists of p pair
wise relatively prime integers {m0, m1, . . . ,mp−1}. The
useful computational range M of such a number system,
which is called the legitimate range, is defined by the
product of all moduli in the moduli set, i.e. M ¼ Qp�1

i¼0
mi. A

residue number system with valid range M is able to
uniquely represent unsigned numbers in the range of [0, M−1],
or signed numbers in the range of [−(M−1)/2, ((M+1)/2)−1]
for odd M, and [−M/2, (M/2)−1] if M is even. These ranges
are known as the dynamic ranges of RNS [7, 8].

Any integer X within the dynamic range has a unique
RNS representation that can be characterized by the list of
its residues with respect to the moduli defined in the moduli
set.

X �!RNS Xh im1; Xh im2; :::::::; Xh imp�1

� �
w h e r e Xh imi,

denotes the operation [7, 8]:

Xh imi ¼ X mod mi for X � 0
ðM � X Þmod mi for X < 0

�

Addition, subtraction and multiplication can be per-
formed in RNS domain on the residue representation of the
operands. All the above operations, on different mi (moduli)
are done in parallel. Consequently, operations on large
wordlengths can be split into several modular operations
executed in parallel with shorter wordlengths. Since two’s
complement is the most common number representation,
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conversions between residue and binary representations are
required. Mapping from the RNS back to the binary
representation is defined by the Chinese Remainder
Theorem (CRT) [8].

A Finite Impulse Response (FIR) filter of order N is
described by the expression

yðnÞ ¼
XN�1

k¼0

Hkxðn� kÞ ð1Þ

The implementation of RNS based FIR filter can be
shown by (2) [8].

ym1ðnÞ ¼
PN

k¼1 Hm1ðkÞ � Xm1ðn� kÞh im1

D E
m1

ym2ðnÞ ¼
PN

k¼1 Hm2ðkÞ � Xm2ðn� kÞh im2

D E
m2:::::::

ymp�1ðnÞ ¼
PN

k¼1 Hmp�1ðkÞ � Xmp�1ðn� kÞ� �
mp�1

D E
mp�1

8>>>>><
>>>>>:

ð2Þ
FIR filtering in RNS domain is done using multiple

modulo mi FIR filter blocks working in parallel, as shown
in Fig. 1. Each of them is implemented with additions and
multiplications mod mi as shown in Fig. 2 where ‘D’
represents inter-tap delay. A drawback of RNS is the need
for converters to/from the conventional number system
(two’s complement or sign-and magnitude) termed forward/
reverse converters respectively. However, this conversion
overhead has only a small impact for high-order filters such
as the ones needed for channel filtering in SDR receivers
[13].

3 Proposed Reconfigurable RNS-FIR Filter

In conventional multi-standard transceivers, a separate filter
is needed for each standard, and reconfigurability is
achieved by switching among distinct filters according to
the current mode of operation. This is not an efficient
approach due to its increased hardware complexity and
poor resource utilization. In this section, we present a
reconfigurable filter architecture using RNS technique.

3.1 Proposed Channel Filter Architecture

The coefficient values of FIR filters, catering for multiple
standards are generally stored in look up tables (LUTs). In
conventional LUT based filter implementation [4], the filter
coefficients are stored as such with its full precision. The
multiplication is done as a one-to-one mapping of (k1 × k2)
bits, where k1 and k2 are the possible combinations of input
and coefficients respectively. This approach will consume
huge search space in LUT and thus the area also increases.
In the proposed method the coefficient values of filters for
multiple standards are stored in a LUT with respect to their
corresponding residue value. Hence the coefficient value to
be stored in the LUT will enjoy less area as the wordlength
is limited by the modulo value. Our proposed reconfig-
urable filter realization is explained using the following
example. The moduli values are fixed for a particular
format, {2n−1,2n, 2n+1} as {31, 32, 33}, for illustration
purposes. The precision or wordlength of the filter is
defined as the number of bits used to represent the filter
coefficients. The wordlength is fixed for fixed moduli. Our
proposed method aims to reconfigure the filter coefficients
on the fly, corresponding to multiple standards, for a given
word length. It can be noted that for moduli based number
systems such as RNS, the maximum possible value of the
residue of any number in the modulus {m1, m2, m3}=
{31,32,33} is (m3−1)=32. Thus the residue result of any
computation in the modulus m1 can only have values from
0 to m1−1. We propose to exploit this reduced range of
residue values for hardware optimization when compared to
the original range as taken by other LUT based algorithms
[4]. Let the maximum modulus in a given moduli set is
mmax. The quantized input and the filter coefficient are
converted to the corresponding moduli and let mmax−1 be
the maximum value for both, for the given moduli. Then, if
we compute all the bit combinations of (mmax−1) x
(mmax−1), the net result can only have a maximum value
of (mmax−1). Hence the output value of the modulo
multiplier can vary only between 0 to (mmax−1). The
interesting property is that for a given moduli, the input
as well as any set of filter coefficient can vary only between
0 to (mmax−1), and hence the modulo multiplier needs to be

x(n) 

Binary to 

RNS 

converter 

(Forward 

converter) 

RNS to 

binary 

Converter 

(Reverse 

converter) 

 FIR m1 

 FIR m2 

 FIR mp-1 

y(n) x(n) m2 

 

 x(n) mp-1 

 y(n) m1 

 y(n) m2 

 y(n) mp-1 

 x(n) m1

Figure 1 FIR filter implementation using RNS.
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Figure 2 |FIR|mi stucture.

J Sign Process Syst (2012) 67:229–237 231



implemented only once and it can be reused for any set of
input and coefficients. Using this property we can redesign
the multiplier as a product encoder which selects the
pre-computed multiplied result as output corresponding to
the filter input and filter coefficient. The search space of the
encoder is limited as the output value is again limited by the
modulo value. There are redundant cases of the multi-
plications between filter input and coefficient when they
share a commutative property (filter input x filter coeffi-
cient =filter coefficient x filter input). The cases of a
commutative multiplication property between input and
coefficients are identified and eliminated in the proposed
approach when compared to [14], to improve the area
efficiency of the product encoder. The unique product
encoder proposed in this work has low area-time complex-
ity compared to conventional filter coefficient multipliers,
which are designed for a generalized format for variable
wordlengths. In addition to reducing the area of the filter
circuit, we propose a technique to integrate reconfigur-
ability in FIR filter architecture.

The proposed scheme shown in Fig. 3 can be explained
as follows. The precision or wordlength of input and filter
coefficient for the moduli set of {31, 32, 33} is 8. If the
wordlength of the quantized input signal is less than 8 bits
then a forward converter to convert the binary input number
to RNS is not required. If quantized input has more than
8 bits, it is converted to respective residue value using a
forward converter. The residue values for each coefficient
set corresponding to a distinct communication standard can
be calculated offline and stored in LUT and hence we don’t
need a forward converter for filter coefficients. Thus, for a
k-standard wireless communication receiver, the LUT will
have modulo values of all the coefficients of k filters. The
product encoder for the particular moduli selects the pre-
computed product of the input signal with the
corresponding filter coefficient stored in LUT. The results
are added using modulo add operation for the
corresponding moduli. The output of each FIR filters
corresponding to each moduli, yðnÞj jmi

, is reverse converted

to binary to obtain the filter output, y (n). Note that forward
and reverse converters are not shown in Fig. 3. The
proposed RNS-FIR reconfigurable filter implementation is
shown in Fig. 4.

The moduli set is made fixed for a multi-standard
receiver taking into account of the maximum dynamic
range corresponding to the wireless standard that has the
most stringent specification among the set of wireless
standards. There is hardly any need of changing the
dynamic range for the wireless standards for which the
receiver is designed as the product encoder is designed for
the most stringent dynamic range. When the mode of
communication switches to a new standard, the coefficient
set corresponding to the filter for new standard will be
loaded in the LUT. In this case also, the same pre-designed
encoder performs product selection. The modulo adder and
the reverse converter are also designed corresponding to the
pre-fixed moduli set. Thus the proposed high-speed
architecture can work as a reconfigurable FIR filter, for a
fixed moduli value.

The procedure to implement the proposed RNS recon-
figurable filter is given below in a step by step format.

1. Fix the moduli set which fixes the dynamic range of the
multiplier.

2. For a given set of coefficients we can calculate their
value in RNS domain for the corresponding moduli.
When there is a need to change the set of coefficients,
we need to only furnish the new set with corresponding
moduli (calculated offline) to the proposed product
encoder.

3. The input is passed through a forward converter if the
wordlength is more that the dynamic range set by the
moduli. The forward converter will convert the binary
input to the residue domain for the corresponding
moduli.

4. The LUT based product encoder for a particular moduli
is designed in such a way that the product in RNS
domain is selected when the inputs (both input and
coefficient in the RNS domain for a particular moduli)
are provided.

5. The same product encoder can be used when the
coefficient and the input changes for the given moduli
thus making it reconfigurable.

An example is given below.

1. Moduli is fixed as {7, 8, 9}which fixes the dynamic range
of the multiplier as 9.We can take the input wordlength as
4 bit and the coefficient wordlength as 5 bit.

2. Let first set of coefficients be {102, 34, 52, 78} in
the decimal format and input to be multiplied be
{98}. Converting them to the RNS domain for the
moduli {7,8,9}, the coefficients set becomes

x(n)|mi 

D D D 

x(n)H(N-1) mi 

y(n) mi 

| |
||

| | | | |

| | | |

| |

H(N-1)|mi 

Encoder Encoder Encoder Encoder 

H(N-2) mi H(1) mi 

x(n)H(0) mi 

H(0) mi 

Figure 3 Reconfigurable RNS-FIR filter for mod mi.
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{[102]{7,8,9},[34]{7,8,9},[52]{7,8,9},[78]{7,8,9}}={[4, 6, 3],
[6, 2, 7],[3, 4, 7],[1, 6, 6]}, the input set in RNS domain
is {[98]{7,8,9}}={[0,2,8]}.

3. The LUT implementation of product encoder for each
moduli will multiply the corresponding input and
coefficients in the RNS domain. Hence for this example
the product encoder for

moduli{7} = coefficient set {4,6,3,1} * input set
{0} as {0,0,0,0}7={0,0,0,0}.
moduli{8} = coefficient set {6,2,4,6} * input set
{2} as {12,4,8,12}8={4,4,0,4}.
moduli{9} = coefficient set {3,7,7,6} * input set
{8} as {24,56,56,48}9={6,2,2,3}.

4. The product results are inputted to the reverse convertor.
The reverse convertor maps the output corresponding to
the input sets as {9996,3332,5096,7644}

i . e ou t pu t y ( n )=9996 ( n−3 )+3332 (n−2 )+
5092(n−1)+7644.

A change in input or coefficient in the corresponding
moduli will definitely lie within the same range of input of
the product encoder. Hence we can use the same product
encoder for various coefficient sets (corresponding to
variable frequency responses) and input sets, once the
dynamic range of the multiplier is fixed.

3.2 Product Encoder Implementation Results

The product encoder has been implemented in TSMC
0.18 μm CMOS standard-cell technology as a proof-of-
concept. The architectures were coded in Verilog and
functionally is simulated using MODELSIM SE. Synopsys
Design Compiler (v2001.08) was used for the synthesis.
The synthesis results and their comparison with RNS
multiplier architectures available in literature [12], [15–19]
are shown in Table 1. The area-time metrics of proposed
2n +1 encoder for different bit-width (n=4, 8, 16) and that of
the multipliers in [12, 15–19] are summarized in Table 1.

For 4 bit × 4 bit multiplication, both area and time metrics of
our proposed product encoder outperforms the multiplier
architectures in [16, 18, 19]. The proposed architecture is
having a greater delay when compared to [17], but in terms of
Area x time (AT) complexity our method outperforms [16] by
50%. For 8 bit × 8 bit multiplication, our method offers lower
delay and area when compared to the multipliers in [12, 15,
18, 19]. Our method is having a higher delay when compared
to [16, 17], but taking the AT complexity, our architecture
outperforms [16]. The AT complexity is least for our method
in 16 bit × 16 bit multiplication. On an average, the AT
complexity results shows that, our 2n+1 product encoder
architecture has 67% improvement over [12], 62.2% over
[15] 23.43% improvement over [16], 35.8% improvement

Figure 4 High–speed and
reconfigurable RNS-FIR filter.
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over [18] and 24.4% improvement over [19]. The proposed
architecture results in slightly inferior AT complexity result,
when compared to [17], for the 8 bit and 16 bit multiplica-
tion. This is basically because the method in [17] is a
dedicated multiplier optimized for area and delay and it is
not reconfigurable whereas the proposed architecture is
reconfigurable. In the proposed architecture, area and delay
reductions are made possible due to the reduction in the
output search space of the product encoder and the
elimination of redundant multiplications by fixing the moduli
to the most stringent dynamic range.

4 Design Example and Synthesis Results

In this section, we present the synthesis results of the FIR
channel filter employed in the channelizer of a wireless

communication receiver. The Digital Advanced Mobile Phone
Systems (D-AMPS) receiver in [20] is considered to imple-
ment our RNS based reconfigurable channel filter. The
sampling rate chosen is 34.02 MHz as in [20]. The channel
filters extract 30 kHz D-AMPS channels from the input signal
after down sampling by a factor of 350. The passband and
stopband edges are 30 kHz and 30.5 kHz respectively. The
peak passband ripple (PPR) and peak stopband ripple (PSR)
specifications are 0.1 dB and−24 dB respectively. The length
of the FIR filter, N, is determined using (3) [21]

N ¼ �10log
10
ðdp:dsÞ � 13

14:6ðfs � fpÞ ð3Þ

where δp is the PPR, δs is the PSR and (fs−fp) is the transition
band width normalized by the sampling frequency. We have
chosen a PSR of −24 dB and the transition to be 0.01 so that
the optimum filter length is found to be 350 according to (3).

Area (μm2) Time delay (in ns) Area-Time

(4bit × 4 bit )

Proposed 2n+1 encoder 1350.50 1.27 1715.1

Efstathiou. et. al [16] 3724.00 1.34 4990.2

Vergos & Efstathiou [17] 3206.00 1.09 3494.5

Wang et. al [18] 3939.00 1.51 5947.9

Ma [19] 3134.00 1.64 5139.8

(8bit × 8 bit )

Proposed 2n+1 encoder 9225.00 2.07 19095.8

Zimmermann. [15] 20232.00 2.47 49973.0

Efstathiou et al. [16] 9685.00 1.98 19176.3

Vergos & Efstathiou [17] 8819.00 1.96 17285.2

Menon & Chang [12] 21231.75 3.05 64756.8

Wang et al. [18] 10427.00 2.19 22835.1

Ma [19] 8830.00 2.32 20485.6

(16bit × 16 bit)

Proposed 2n+1 encoder 32485.00 2.82 91607.7

Zimmermann. [15] 66580.00 3.68 245014.4

Efstathiou. et. al [16] 36541.00 2.65 96833.7

Vergos & Efstathiou [17] 34252.00 2.61 89397.7

Menon & Chang [12] 67236.00 3.69 248100.8

Wang et. al [18] 38619.00 2.94 113539.9

Ma [19] 29856.00 3.09 92255.0

Table 1 Synthesis result of
product encoder.

Proposed
RNS-FIR Filter

Reconfigurable
FIR filter
BPSM [6]

Reconfigurable
FIR filter
BCSM [6]

FIR filter [2] FIR filter [4]

Filter length 350 350 350 350 350

Area (mm2) 5.86 4.531 4.82 14.08 12.37

Delay (ns) 5.53 9.87 9.08 17.45 19.65

AT complexity 32.4 44.7 43.76 245.7 243

Table 2 0.18 μm Syntheis
result of 350 tap D-AMPS
channel filter.
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It must be noted that the proposed architectures do not alter
the coefficient values and therefore the frequency response of
the filter implemented using our architectures is unaffected.

We have implemented the D-AMPS channel filter for a
coefficient wordlength of 16 bits. The product encoders
corresponding to each moduli is designed only once and it
is reused for the realization of reconfigurable channel filter
architecture. The channel filter is synthesized on TSMC
0.18 μm CMOS standard cell technology. The synthesis
results are shown in Table 2 along with a comparison of our
method with the most recent reconfigurable FIR filter
proposed in [6]. Two methods of binary constant shifts
method (BCSM) and binary programmable shifts method
(BPSM) are proposed in [6]. The reconfigurable FIR
method in [6] uses binary based CSE technique to optimize
the multipliers by using addition and shifts. Thus it results
in reduced area implementation when compared to the
proposed reconfigurable RNS-FIR filter.

As in any RNS filter implementations, a reverse
converter is needed to convert the RNS representation back
to binary representation [8]. It can be noted that the forward
and reverse converters can have fixed moduli, as the moduli
is selected to satisfy the most stringent communication
standard. Here we have implemented an LUT based reverse
converter for the moduli selected according to the most
stringent standard among the set of standards considered.
The LUT based reverse convertor maps the input sequences
within the fixed moduli to the corresponding output. The
LUT mapping is a one-to-one mapping and hence this will
increase the speed of reverse converter. The area overhead
of the reverse converter is 1.14 mm2 and it is included in

the results given in Table 2. The forward converter can be
omitted for cases when the input wordlength is less than the
designed wordlength. The area overheads of forward and
reverse converters are also included in the results. It can be
noted that the proposed method offers a speed improvement
of 42% over [6], 68% over [2] and 72% over [4]. The
proposed method also offers an AT complexity improve-
ment of 26% over [6], 86.8% over [2] and 86% over [4].
The higher-order examples of [2] and [4] are taken from
[6].

RNS based FIR filters found in literature are not
reconfigurable to achieve different frequency response
specifications as required in the case of multi-standard
communication receivers. Hence we have compared our
technique with general reconfigurable filters available in
literature [2–5]. We have given a comparison of the
proposed method with [2–5] in Tables 3 and 4. The
synthesis results of the digit reconfigurable method [2]
and the high speed reconfigurable CSD method [3] are
taken from [6]. From Table 3, the proposed method has the
least AT complexity and power when compared with the 32
tap implementations in [2] and [4]. Our method offers a
speed improvement of 57.28% and 64.43% over the
architecture in [2] and [4] respectively at the cost of an
area increase by 1.13%. The AT complexity of our
architecture is 58.95 % less than that of [2] and 63.96 %
less than [4]. The proposed method offers a power savings
of 65.8% over [2] and 55.4% over [4]. From Table 4, the
MMCM method in [5] is having an area reduction of 64.5%
when compared to the proposed method, as the multiplica-
tion is done serially. The delay for MMCM method is

RNS-FIR FIR filter [2] ReMB filter [4]

Coefficient wordlength (bits) 8 8 8

Filter length 32 32 32

Area (mm2) 1.41 1.47 1.394

Delay (ns) 2.55 5.97 7.17

AT Complexity (mm2x ns) 3.6 8.77 9.99

Power (mW) 2.9 8.5 6.5

Table 3 0.18 μm Syntheis re-
sult in comparison with recon-
figurable fir filters [2, 4].

RNS-FIR CSD-FIR [3] RNS-FIR MMCM—filter [5]

Coefficient wordlength (bits) 10 10 16 16

Filter length 18 18 20 20

Area (mm2) 1.32 13.872 1.54 0.5467

Delay (ns) 2.12 7 2.39 15.6

AT Complexity (mm2x ns) 2.8 97.1 3.68 8.53

Power (mW) 2.4 – 3.02 16

Table 4 0.18 μm Syntheis
result in comparison with
reconfigurable fir filters [3, 5].
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84.65% higher and hence the AT complexity of MMCM
method is 56.6% higher than the proposed method. The
power dissipation of the CSD based reconfigurable FIR in
[3] is not reported in [3]. The proposed reconfigurable
RNS-FIR method outperforms the high speed CSD method
in [3] in area and delay by 90.5% and, 69.7% respectively.
Our method has a huge power savings of 81.1% over [5].

5 Conclusions

A high-speed reconfigurable channel filter based on RNS is
presented in this paper. The results show that our proposed
product encoder offers AT improvements of 67% improve-
ment over [12], 62.2% over [15], 23.43% over [16], 35.8%
over [18] and 24.4% over [19]. The synthesis results using
TSMC 0.18 μm CMOS technology for D-AMPS channel
filter shows a speed improvement of 42% and AT
complexity improvement of 26% over [6]. The AT
complexity of our architecture is 58.95% less than that of
[2] and 63.96% less than [4]. The proposed method offers a
power savings of 65.8 % over [2] and 55.4% over [4].
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