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Abstract. This paper reviews the state-of-the-art features introduced by sink mobility into wireless sensor

networks (WSN), and introduces the architecture of mobile enabled Wireless Sensor Network (mWSN) to

realize large-scale information gathering via networked wireless sensors and mobile sinks. After introducing the

mobile sensing scenarios, some fundamental design parameters in mWSN have been investigated, such as

cluster size, sink velocity, transmission range, and packet length. Our contributions include: (1) A cluster

formation method has been proposed via multihop forwarding to form a cluster around the expected position of

a mobile sink, in order to guarantee packet delay and minimize energy consumption. (2) Analysis of the

performance influence by sink mobility leads to the conclusion that the optimal sink velocity must make a

compromise between sink-sensor meeting delay and message delivery delay. (3) Finding that large transmission

range and short packet length are both of benefit to lower the outage probability of packet transmission.

Extensive simulations have been designed to evaluate the performance of mWSN in terms of packet delay,

energy consumption and outage probability of packet transmission.
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1. Introduction

Energy conservation is regarded as one of the most

significant challenges in wireless sensor networks

(WSN) due to the severe resource limitations of

sensor nodes [1]. In addition, the peculiar non-

uniform traffic pattern in wireless sensor networks

can lead to increased traffic for those sensor nodes

close to the sink node. Therefore an unbalanced

energy dissipation pattern will be inevitable, and

those critical sensor nodes close to the sink node will

withdraw from the network earlier due to faster

energy depletion. The withdrawal of sensor nodes

around sink node has lead to the known Benergy
hole^ problem. The network may consequently lose

sufficient connectivity and coverage, if there is no

supplementary sensor deployment. Methods such as

in-network processing and deploying multiple sinks

can only partly tackle this problem by sacrificing the

information accuracy and increasing the infrastruc-

ture cost.

Different from these approaches for flat networks,

we have addressed this problem by leveraging

mobility and multi-radio heterogeneity to create a

cellular-sensor hybrid system with clustered and

tiered network architecture. By combing the ration-

ales in precious approaches such as Data MULE [3]

and TTDD [2], the mobile enabled WSN (mWSN

[29]) enables both local and remote sensing by

mobile phones extracting information of interest from

the sensory environment. As illustrated in Fig. 1,

there are three tiers in the mWSN architecture:

sensor tier, mobile sink tier, and base station tier.

At the sensor tier, sensor nodes as well as various

RFID tags may be organized in a clustered fashion

with mobile sinks as the cluster heads. At mobile



sink tier, mobile sinks may coordinate locally or

remotely to exploit the redundancy via short-range or

long-range radios equipped with each mobile phone.

At the base station tier, gathered sensory information

can be stored and forwarded to Internet by the base

stations of cellular networks, which serves as the

access points to Internet.

mWSN will enhance the performance of network

connectivity and coverage by connecting isolated

Bislands^ of wireless sensor networks designed for

different applications. As illustrated in Fig. 2, there

are basically two sensing modes in mWSN. In the

case of local sensing, after mobile sink sends the

information query command, sensory information

collected by fixed sensors will be firstly forwarded

by mobile sink to the base station for information

fusion, where the digital information can be parsed

and translated into meaningful interpretations. In the

case of remote sensing, the mobile sink will send the

information query command to the base station,

which will assign the sensing task to another mobile

sink or fetch the information from a database of

sensory information. The differentiation between

local sensing and remote sensing may be based on

the location information of sensors and mobile sink:

if the location of a querying mobile sink is same with

those of reporting sensors, it can be decided as a

local sensing; otherwise, it should be a remote

sensing.

By allowing and leveraging sink mobility and sink

coordination, mWSN can achieve the goal of lower

and balanced energy consumption with the following

features:

& Single-hop clustering. By allowing only single-

hop transmission between sensor and sink node,

most previous multihop relaying sensor nodes may

become unnecessary. In fact, sensor nodes can

enter sleep mode until the sink approaches.

Therefore, the original energy budget for multihop

relaying can be saved.

& Sink mobility and coordination. For a delay-

tolerant application, single mobile sink in fact

equals virtually multiple static sinks at different

Figure 1. Architecture overview of mobile enabled wireless sensor network (mWSN).

Figure 2. Local sensing and remote sensing in mWSN.
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positions. Multi-sink deployment can bring more

uniform energy dissipation, therefore the possibil-

ity of energy hole will be reduced and network

coverage will be improved.

& Mobility-assisted positioning and identification.

Sensor nodes can estimate their position by

learning mobile sink_s position, which can be

periodically broadcasted. If each sensor node can

be geographically identified, then it is feasible to

use more energy-efficient routing method, such as

the geographic based routing.

Furthermore, with the knowledge of the remaining

energy left at each sensor node, mobile sinks can

choose the optimal path by circumventing the least-

energy sensor nodes [28]. The direct benefit of

energy reduction is the lengthened network lifetime.

As the route length can be reduced to one in mWSN,

the scalability performance can also benefit from the

hierarchical architecture of mWSN. However, the

performance of packet delivery delay may be

compromised, because packets have to be buffered

before mobile sink approaches the sensor nodes. At

the same time, the delay performance cannot be

improved by simply increasing sink velocity. When

mobile sinks are moving too fast through the

effective communication region of static sensors,

there may not be sufficient long dialogue durations

for the sensor nodes to successfully deliver poten-

tially long packets to the mobile sink. In other words,

with the increase of sink velocity, the Boutage
probability^ of packet transmission will rise.

To address this issue, we have investigated two

methods from the perspectives of sink velocity

control and multihop forwarding strategy. In the first

approach [29] a mobile sink will determine the

optimal sink velocity that makes the best tradeoff

between sensor-sink meeting delay and fragmented

message delivery delay. This method is based on the

knowledge of required message delivery duration

and transmission radius of sensor nodes. In the

second approach [30], based on the information of

sink position and velocity, sensor nodes can estimate

the next sensor-sink meeting time. The knowledge of

the deterministic sink trajectory is the basis of this

estimation. Therefore the sensor nodes can choose an

energy efficient multihop forwarding strategy to

propagate the packet to the mobile sink before

packet deadline expires.

This article is organized as follows. In Section 2,

the state-of-the-arts of different approaches are

presented regarding how to leverage sink mobility

in wireless sensor networks. In the framework of

mWSN, Section 3 studies the optimal multihop

forwarding strategy if the sink trajectory information

is given, Section 4 investigates the optimal sink

velocity in single-hop clustering strategy, and ana-

lyzes the performance influence of sink mobility on

outage probability of packet transmission. Section 5

concludes the article.

2. State-of-the-Arts

The existing approaches exploiting sink mobility can

be categorized with respect to the property of sink

mobility, communication/routing pattern, and sink

amount. According to the obtainable knowledge

about sink mobility, there are basically three kinds

of sink mobility: random, predictable, and controlled

sink mobility. In terms of the hop-count between

sensors and sink, there are mainly two communica-

tion/routing patterns: single-hop and multihop for-

warding. The hop-count between sensors and sink

has also defined the cluster radius in clustered

wireless sensor networks. Majority of related work

studied the mobility of single sink. However, a joint

optimization is possible if coordination among

multiple sinks is feasible. Table 1 lists the related

work by comparing different approaches of leverag-

ing sink mobility. Note here Mobile Base Station

(MBS) and Mobile Data Collector (MDC) in [12] are

with the same meanings as multihop and single-hop

forwarding, respectively.

For random sink mobility [2–10, 18], sensors can

only choose to immediately deliver data to approach-

ing mobile sinks, which leads to significant packet

dropping due to insufficient sensor-sink communica-

tion duration. For predictable sink mobility [16–17,

19–21], sensors can learn the trajectory pattern of

mobile sinks in spatial and temporal domains, based

on which sensor topology can be adaptively re-

organized. For instances, sensors can decide the

transmission schedule which can maximize the

opportunity of successful data transmission, and we

can design routing strategies for more balanced load

among sensors. For controlled sink mobility [11–15,

22–27], the optimization problem can be generally

classified into two categories: finding the optimal

sink trajectory, i.e. the rendezvous based solution or

traveling salesman problem that aims to minimize

mobile sink visiting time for all the sensor nodes;
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finding the optimal sink location, i.e. to optimally

place multiple sinks or relays in order to minimize

the energy consumption and maximize network

lifetime.

It is well known that the traditional definition for a

wireless sensor network is a homogeneous network

with flat architecture, where all nodes are with

identical battery capacity and hardware complexity,

except the sink node as the gateway to communicate

with end users across Internet. However, such a flat

network architecture inevitably leads to several

challenges in terms of MAC/routing design, energy

conservation and network management. In fact, as a

kind of heterogeneity, mobility can create network

hierarchy, and clustering is beneficial to improve

network scalability and lifetime. Therefore, the

above related works in recent years have coincident-

ly adopted 2-tier or 3-tier architecture, where mobile

nodes with high capability form an overlay back-

bone. From simulation studies and theoretical anal-

ysis in these works, we can find the following

common features and benefits:

& Extended network functional lifetime. This feature

is achieved by reducing the relaying overhead and

average route length between sensor nodes and

sink node. From perspectives of energy-efficiency,

single-hop communication should be the optimal

one for sensor nodes.

& Improved network scalability. This merit is

achieved by lowering overhead of MAC/routing

protocols at the vast majority of resource con-

strained sensor nodes, especially for high-density

networks. Complexity of other network mainte-

nance functions such as topology and connectivity

control may also get reduced.

& Adaptive network configuration. This feature is

achieved through adaptive network re-organiza-

tion and varying-scale observation based on the

observed dynamics of targets being sensed, both in

spatial and temporal domains.

& Sacrificed message delay. This defect can mainly

be attributed to the increased sensor-sink meeting

delay. Methods such as increasing the density of

sink nodes and controlling the trajectory of mobile

sinks can offset relinquished performance.

In these tiered networks, one shared design

rationale is to keep the logics of sensor nodes as

simple as possible, and move complex functions to

the overlaying mobile elements with richer resour-

ces. We also notice that, some more recent work has

commenced on applying methods including Delay

Tolerant Networking (DTN) and peer-to-peer (P2P)

information sharing for asynchronous message

switching in challenged wireless sensor networks.

Unfortunately, we have not found efficient inter-tier

communication methods for such cross-tier optimi-

zation approaches.

3. Optimal Multihop Forwarding Strategy
Under Predictable Sink Mobility

If the sink mobility is predictable or can be learned

in time and space domains [16,19], we may firstly

Table 1. Comparison of leveraging sink mobility in WSN.

References

Random, predictable, or controlled

sink mobility

Single-hop or multihop

forwarding

Single-sink or

multiple sinks

Data MULEs, SENMA, DFT-

MSN

[3–6] Random Single-hop Multiple

CarTel, Message Ferry [7–10] Random Multihop Multiple

Mobile Element Scheduling [11, 12] Controlled Single-hop Single

AIMMS [13–15] Controlled Multihop Single/multiple

Predictable Mobile Observer [16] Predictable Single-hop Single

SEAD [17] Predictable Multihop Multiple

TTDD, EARM [2, 18] Random Multihop Single

HLETDR, Joint Mobility and

Routing

[19, 21] Predictable Multihop Single

Base Station Relocation,

Maneuverable Relays

[22–27] Controlled Multihop Multiple
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find out the optimal forwarding strategy, however,

whether we should choose multihop or single-hop

forwarding? In other words, what is the optimal cluster

radius if we regard mobile sinks as cluster heads [31]?

Prior arts have not studied this specific problem.

Before answering this question, we shall firstly reveal

the term of Bcharacteristic distance^ based on the

energy dissipation model in wireless sensor networks.

3.1. Characteristic Distance (dchar)

The link energy consumption rate due to trans-

missions between node i and node j can be modeled

as:

Et i; jð Þ ¼ � � fi;j
Er j; ið Þ ¼ � � fi;j

where Et(i, j) denotes the energy consumed at node

i when transmitting to node j with bit rate fi,j, Er(j, i)
denotes the energy consumed at node j when

receiving from node i with bit rate fi,j. While di,j is
denoting the bit transmission distance and dmax is the

transmission range, the parameter a for sending cost

is typically defined as:

� ¼ aþ b � dgi;j; when dmin e di; j e dmax

aþ b; when 0 e di; j e dmin

�

where g=2 is the decay factor, a=50 nJ/bit, and

b=100 pJ/bit/m2. The parameter " for receiving cost

typically has the same value as a, i.e. "=50 nJ/bit.

Note that the parameter dmin is the threshold under

which there is no evident signal attenuation [32]. For

instance, for Mica2 motes, the authors of [33] have

pointed out that dmin=2.1 m, which is quite exactly

three wavelengths.

In a simple one-dimensional linear network illus-

trated in Fig. 3, without loss of generality, we

assume dmax is a K integral multiple of dmin, Kdmin.

If the distance between the source sensor and sink

node is dmax, there are basically two (extreme)

alternatives before the source sensor node: directly

reach the sink node using the maximal transmission

power (single-hop), and reach the sink node hop by

hop along a chain of K relaying sensor nodes with a

separation of dmin (multihop). For direct single-hop

transmission from source node 1 to sink node K+1,
the energy consumption for one bit will be:

Et 1;K þ 1ð Þ þ Er K þ 1; 1ð Þ ¼ 2aþ b � d21;Kþ1

¼ 2aþ b Kdminð Þ2

In the case multihop transmission, the total energy

consumption for one bit can be expressed as:

XK
i¼1

Et i; iþ 1ð Þ þ
XKþ1

j¼2

Er j; j� 1ð Þ ¼ 2Kaþ bKd2min

Comparing the above results, it is easy to find that,

when
a
b Q

Kd2
min

2 or equally stated, when K is no greater

than
2a

bd2
min

K-hop transmission will not be better than

single-hop transmission in perspective of energy

conservation. For example, assume dmin=2m and

dmax=150m, then K=75 and 2a
bd2

min

¼ 250. Therefore,

single-hop outperforms multihop scheme in terms of

energy consumption.

A careful investigation of this problem leads to the

optimal choice of hop count between source sensor

and sink node. Given the distance between the

source sensor node and sink node (say D), and the

number of hops (say N), the minimum energy

dissipation rate for multihop transmission can be

achieved when all the hop distances are identical, i.e.

di;iþ1 ¼ D
N; 8i . Furthermore, there is an optimal

number of hops, Nopt ¼
ffiffiffiffi
b
2a

q
D , with

ffiffiffiffi
2a
b

q
named

characteristic distance or dchar. Note that such a

characteristic distance is independent of D. Only

with Nopt hops of identical characteristic distanceffiffiffiffi
2a
b

q
can the energy consumption rate be minimized.

Return the above example, we find dchar=30 m, so

the optimal hop count is 5, which leads to a lower

energy consumption than single-hop transmission

with transmission range of dmax. In other words, the

most energy-efficient scheme is to use single-hop

transmission if the separation between sensor and

sink is no greater than dchar, otherwise it is optimal to

use multihop forwarding with per-hop distance of

dchar.

source sink

dmax=Kdmin

dmin
1 2 3 4 K+1

Figure 3. A simple linear network model.
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3.2. dchar based Clustering Scheme with Packet
Delivery Delay Guarantee

With mobile phones acting as mobile sinks in

mWSN, sensors will deliver the gathered informa-

tion towards mobile phones regarding mobile phones

as cluster-heads [31]. As energy efficiency is one of

the focal design goals of mWSN system, sensors

should choose the most energy-efficient clustering/

routing strategy to deliver the collected data. Appar-

ently, the most economic way is to let the sensor

node hold sensed data in its buffer until the sink

approaches. However, if the time interval between

two successive sensor-sink contacts is rather long

(such as in a large scale network), there will be

plenty of packets buffered, which could lead to an

unacceptable packet delivery delay.

Illuminated by the result explained in previous

subsection, we devise an energy efficient clustering

scheme based on dchar with delay guarantee. Assum-

ing that the sink trajectory can be learned or

estimated (but not controlled) by each sensor node,

and the packet transmission delay is negligible

compared to either the accumulative queueing delay

in relaying sensor nodes, or the sink approaching

delay. Therefore, the packets should be forwarded to

the relaying sensor nodes in the anticipated sink

vicinity (Fig. 4).

To ensure the freshness of sensory information, a

deadline as well as the sending timestamp may be

carried by every packet. After a packet reception,

each sensor shall decide how to handle it by

comparing the required deadline Td with estimated

propagation delay Te. (Te is calculated as the sum of

expected sink arrival delay Te1 and previously

elapsed time before receiving the packet Te2.) If

Td<Te, then the packet should be propagated towards

the mobile sink as quickly as possible. Otherwise,

the packet can be buffered until the sink arrives

within a separation of dchar. In such a way, packets

will be gathered at the sensor nodes around the

mobile sink, and delivered to the mobile sink before

the packet deadline expires.

Based on the above analysis, we can state the

dchar-based multihop cluster formation method as

follows: in mWSN with mobile sinks as cluster

heads, the optimal clustering should consider both

energy efficiency and packet delay guarantee. The

optimal position of cluster head should be around the

expected position of a mobile sink. In order to

achieve energy optimality, a chain of forwarding

sensor nodes with a separation of dchar shall be

selected. In order to assure packet delay, the optimal

cluster radius shall depend on two factors: required

packet delivery deadline and sink velocity. The

higher sink velocity and the looser packet delivery

delay, the smaller the cluster radius will be.

In a simple 1-dimensional scenario with 1,000

sensor nodes and one mobile sink, with inter-sensor

separation of dmin and sink velocity of dmin m/s. The

mobile sink shall move along the line and collect all

the bits from sensors, 1 bit for each sensor. According

to the energy model, we evaluate the energy consump-

tion performance of least-hop count clustering scheme

(choosing a chain of relay sensors with dmax=150m

separation) and dchar-based multihop clustering with

a packet deadline of 2s (choosing relay sensors with

separation of dchar, the last of which can reach sink

before packet deadline expires). From the result

shown in Fig. 5, we can find the energy consumption

of dchar -based multihop clustering is an order of

magnitude less than that of multihop clustering using

dmax. (We have used Logarithmic Y-axis in Fig. 5,

while the actual energy consumption is 7.0838 and

0.68947 Joules, respectively.)

Besides, the less strict on the packet delivery

delay, the less energy will be consumed by dchar -
based multihop clustering. In the above example,

energy consumption with packet deadline of 5s, 10s,

20s, and 30s will be 0.6888, 0.68245, 0.65703, and

0.65297, respectively. This energy saving can be

attributed to the reduction of unnecessary packet

Figure 4. Energy efficient multihop clustering with consideration of message delivery deadline.
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forwarding actions, with the confident knowledge of

sink arrival before packet deadline expires. Similar

energy saving can be achieved via increasing the

velocity of mobile sink. Due to the page length

limitation, we have not provided the results in the

paper. If the sensor density is not high enough (i.e.

sparse sensor networks), there may not exist suffi-

cient relaying sensor nodes. In this case, sensor

nodes have to wait until sink approaches and collect

the buffered data. So, in next section, we turn to

study the single-hop clustering scheme and the

performance influence from sink mobility.

4. Performance Influence from Sink Mobility
in Single-hop mWSN

Intuitively, increasing the sink velocity v will

improve the system efficiency, since in unit time

interval the mobile sink can meet more sensors and

gather more information throughout the sensor field.

However, we should carefully choose this parameter

as explained follows. On the one hand, the higher

mobile sink velocity, the higher the probability for

static sensors to meet mobile sinks. On the other

hand, when mobile sinks are moving too fast across

the effective communication region of static sensors,

there may not be a sufficient long session interval for

the sensor and sink to successfully exchange one

potentially long packet. In other words, with the

increase of sink velocity, the Boutage1 probability^
of packet transmission will rise. Therefore, finding a

proper value for sink velocity must be a tradeoff

between minimizing the sensor-sink meeting latency

and minimizing the outage probability.

4.1. Sensor-sink Meeting Delay

Suppose the network consists of m mobile sinks and n
static sensors in a disk of unit size. Both sink and

sensor nodes operate with transmission range of r. The
mobility pattern of the mobile sinks Mi (i=1, ..., m) is
according to BRandom Direction Mobility Model,^
however, with a constant velocity v. The sink_s
trajectory is a sequence of epochs, and during each

epoch the moving speed v of Mi is invariant and the

moving direction of Mi over the disk is uniform and

independent of its position. Denote Qi as the epoch

duration of Mi, which is measured as the time interval

between Mi _s starting and finishing points. Qi is an

exponentially distributed random variable, and the

distributions of different Qi (i=1, ..., m) are indepen-

dent and identically-distributed (i.i.d) random varia-

bles with common average of Q . Consequently the

epoch length of different Lis are also i.i.d random

variables, sharing the same average of L ¼ Qv.
Assume a stationary distribution of mobile sinks,

in other words, the probabilities of independent

mobile sinks approaching a certain static sensor

from different directions are equal. Specifically, the

meeting of one static sensor Nj (j=1, ..., n) and one

mobile sink Mi is defined as Mi covers Nj during an

epoch. Since Mi will cover an area of size �r2 þ
2rLi;k during the k-th epoch (Figs. 5 and 6 ), then the

number of epochs Xi needed till the first sensor-sink

meeting is geometrically distributed with average of
1
p ¼ 1

�r2þ2rL
(Theorem 3.1 of [34]), with the cumula-

tive density function (cdf) as

FXi
xð Þ ¼

X
xk e x

p 1� pð Þk�1

r

Sink
trajectory

Li

Figure 6. Illustration of computing the distribution of sensor-

sink meeting delay.
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In the case of multiple mobile sinks, the sensor-

sink meeting delay should be calculated as the delay

when the first sensor-sink meeting occurs. Thus the

number of epochs X needed should be the minimum

of all Xi (i=1, ..., m), with the cdf as

FX xð Þ ¼ 1� 1� FXi
xð Þ½ �m ffi

X
xk e x

mp 1� pð Þk�1

Denote X as the average of X, the expected sensor-

sink meeting delay will be

D1 ¼ X � L
v

This result gives us some hints on choosing the

parameters to minimize the sensor-sink meeting

delay. If we increase the radio transmission range r,
or increase the number of mobile sinks m, or increase
the sink velocity v, the sensor-sink meeting delay can

get reduced. However, the above analysis has

implicitly neglected the time consumed by packet

transmission during each sensor-sink encounters. If

the message length is not negligible, the message has

to be split into several segments and deliver to

multiple sinks.

4.2. Large Message Delivery Delay

In case of packet segmentations, the split packets are

assumed to be sent to different mobile sinks and

reassembled. Message delivery delay can be mainly

attributed to the packet transmission time, while the

packet resequencing delay is out of the scope of our

study. Assume each sensor will alternate between

two states, active and sleep, whose durations will be

exponential distributed with a mean of 1/l. Thus the
message arrival is a Poisson process with arrival rate

l. For constant message length of L, constant

channel bandwidth w, the number of time slots

required to transmit a message is T=L/w. Then with

a service probability p=mpr2, the service time of the

message is a random variable with Pascal distribution

(Lemma 1 of [6]2). That is, the probability that the

message can be transmitted within no more than x
time slots, is

FX xð Þ ¼
Xx�T

i¼0

T þ i� 1

T � 1

� �
pT 1� pð Þi

Such a Pascal distribution with mean value of

T/p=L/pmwr2. Under an average Poisson arrival rate

l and a Pascal service time with m=p/T=pmwr2/L,
data generation and transmission can be modeled as

an M/G/1 queue. Then the average message delivery

delay can be expressed as follows:

D2 ¼ 1

l
�þ �2 þ l2�2

2 1� �ð Þ
� �

where r = l/m . For simplicity, we neglect the

impact of arrival rate and set l=1, thus

D2 ¼ 1

�� 1
¼ 1

�mwr2

L � 1

This result shows that, by decreasing message

length L, or increasing transmission range r and

number of mobile sinks m, the message delivery

delay can be reduced.

We have designed simulations to verify our

analysis. One thousand five hundred sensor nodes

have been deployed in a 10,000x10,000-m region.

The data generation of each sensor nodes follows a

Poisson process with an average arrival interval of

1s. By varying the ratio of sink velocity against

transmission radius, and by varying the number of

mobile sinks, we can evaluate the performance of

average message delivery delay and energy con-

sumption, as illustrated in Fig. 7 and Fig. 8.

As can be found in Fig. 7, it coincides with our

expectation that the more mobile sinks deployed the

less delay for message delivery between sensors and

sinks. Besides, the simulation results are identical with

our analysis on choosing the proper speed for mobile

sinks. When the sink mobility is low, the sensors have

to wait for a long time before encountering the sink

and delivering the message. When the sink moves too

fast, however, although the sensors meet the sink more

frequently, they have to have the long messages sent

successfully in several successive transmissions. In

fact, there exists an optimal velocity under which the

message delivery delay will be minimized.

Average energy consumption is illustrated in Fig. 8.

By different cluster size, we mean the maximal

hop count between the sensor and mobile sink. It is

worthy noting that when the cluster size is small

(1 or 2), the average energy consumption will almost

remain constant irrespective of the number of mobile

sinks. In other words, more deployed mobile sinks
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will not lead to further reduced energy consumption.

However, when messages can be delivered to a mobile

sink multiple hops away then the number of mobile

sinks will have influence on the energy consumption:

the more mobile sinks, the less energy will be

consumed. In fact, the energy consumption in mWSN

is more balanced compared with static WSN, which

means the remaining energy of each sensor node is

almost equal. It is easily understood that more balanced

energy consumption will lead to more robust network

connectivity and longer network lifetime.

4.3. Outage Probability

In the above subsection, we have calculated the

service time distribution for one sensor node (with

multiple mobile sinks). However, while moving

along a predefined trajectory one mobile sink may

potentially communicate with several sensor nodes

simultaneously. In order for a successful packet

delivery, we are interested in finding the relationship

between such parameters as packet length L (number

of time slot required is T=l/w), transmission range r,
sink velocity v, and outage probability poutage.
Here we only qualitatively describe the relation-

ship between poutage and r, v, T. To guarantee the

packet transmission completed in duration T, we first
defined a zero-outage zone, as illustrated by the

shaded region H in Fig. 9. Nodes lying in H will be

guaranteed with zero outage probability, because the

link between sensor and sink remains stable for a

duration of T with probability 1.

Intuitively, if H is viewed as a queuing system,

then the larger the area of H, the higher the service

rate, thus the lower the average outage probability.

The border arc of H is the intersected area of two

circles with radius r, and the width of H is

determined by (2r-vT). Therefore, the goal of

enlarging the area of H can be achieved via

increasing r, or decreasing v or T. With constant

packet length (i.e. constant T), we can choose to

increase r or to decrease v. However, increased r will
require for larger transmission power, therefore, it is

more energy efficient by decreasing sink velocity v.
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Some preliminary simulation results can verify our

expectations on the parameter tuning methods. With

3,000 sensor nodes and one mobile sink in a

10,000x10,000-m region, when the sink velocity is

15 m/s and transmission range is 80 m, the outage

percentage statistics have been shown in Fig. 10. We

can find that, as analyzed above, the larger transmis-

sion range r, or the shorter the packet length T, the
lower the outage percentage will be.

5. Conclusion

Mobile enabled Wireless Sensor Network (mWSN)

has been proposed to realize large-scale information

gathering via wireless networking and mobile sinks.

Through theoretical analysis we have found that, by

learning the mobility pattern of mobile sinks, dchar-
based multihop clustering scheme can forward the

packets to the estimated sink positions in a timely

and most energy-efficient way. Besides, the less

strict packet deadline, the more energy saving can be

achieved. In addition, the mobility_s influence on the

performance of single-hop clustering has been

investigated. It is found that sink mobility can reduce

the energy consumption level, and further lengthen

the network lifetime. However, its side effects are

the increased message delivery delay and outage

probability. The same problems will remain by

tuning the sink density or coverage (i.e. sink amount

and transmission range), so we conjecture sink

mobility and sink density are permutable, since sink

mobility increase its spatial redundancy similar with

deploying multiple sinks. Our future work includes

performance evaluation of mWSN under more

realistic mobility models such as group based social

mobility models.
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Notes

1. By outage we mean the incident of packet dropping after

unsuccessful transmission due to the absence of reliable link

with duration of a complete packet length between mobile sink

and sensor node.

2. Assume the area of the sensor network is 1, and the service area

of m mobile sinks is 1-(1jpr2)m$mpr2, therefore, the static

service probability is approximately mpr2. In fact, infinite sink

velocity can lead to a service probability approaching 1.
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