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Abstract. A new reconfigurable architectural template is presented. Such a template is composed of coarse-
grained and fine-grained reconfigurable datapath and control to obtain performances at custom designed chip level.
To show the adaptability/performance of such architectural template, the architecture has been customized (i.e.
datapath and control features of the template have been properly sized) for multimedia application domain. To
evaluate complexity and maximum clock frequency of the proposed architecture, it has been synthesized using
Synopsys Design Compiler on a standard-cell 0.18 μm technology. Estimated number of transistors is 335 K, while
maximum allowable frequency is 460 MHz. Performances have been evaluated comparing the number of clock
cycles and the processing time required to process application domain dominant kernels with commercial devices:
we obtained up to 95% reduction with respect to ARM and up to 94% reduction with respect to TMS320C5510 in
terms of clock cycles.
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1. Introduction

Reconfigurable Computing Systems (RCSs), also
called adaptive computing systems, are processing sys-
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tems with redundant computational and connectivity
resources, able to change their functionality at run-
time, according to the task in execution in that mo-
ment. RCSs represent a trade-off between the maxi-
mum flexibility ensured by general purpose micropro-
cessor or digital signal processors and the maximum ef-
ficiency in terms of speed and power dissipation offered
by Application Specific Integrated Circuits (ASICs)
[1, 2]. The use of reconfigurable redundant hardware
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resources gives the possibility of: (i) maximizing ex-
ecution speed by the use of specialized parallel or
pipelined hardware architectures suited for the tar-
get application, (ii) minimizing power dissipation
switching-off unused hardware resources and exploit-
ing locality of computation.

We propose a new reconfigurable architectural tem-
plate (section 2) which exploits mixed coarse-grained
and fine-grained [3] reconfigurable datapath and
control elements to obtain performances at ASICs level
on computational tasks based on repetitive execution
of a reduced set of operations on multidimensional ar-
ray data (vectors or matrix). Such kind of tasks are
the core of very common algorithms for image and
voice processing and encryption, and since they are
usually computationally expensive, they normally rep-
resent the dominant kernels of them (i.e. kernels that de-
termine the time performance of the system for the task
considered) [4]. The architectural template determines:
(i) execution partitioning between a reconfigurable co-
processor in charge of execute dominant kernels and
a standard host processor in charge of execute not-
dominant kernels and control the system, (ii) processor-
coprocessor interaction. System integrability and scal-
ability is maximized by the use of memory mapping
for coprocessor/processor communications. In this way
coprocessor can be easily coupled with each kind of ex-
isting processor, and a cluster of coprocessors in paral-
lel can be used to implement thread-level parallelism.

These features are not in general a pure innovation:
other reconfigurable platforms in literature use one or
more of them. Algorithm partitioning between a host
processor and a reconfigurable customized coprocessor
is used in [5–7], and the use of reconfigurable coarse-
grained datapaths is common to many architectures
[5, 8–13], and also the use of memory mapping is very
common. The innovation introduced by our approach
substantially relies on reconfigurable coprocessor core
architecture. It is optimized for the execution of the tar-
get kind of kernels: four specialized sub-units are used
for data buffering, data processing, indexes and loops
signal generation, control. According to the specific
application domain considered, the coprocessing sub-
system is then customized in terms of: (i) number and
size of memory elements, (ii) number and functional-
ity of processing units, (iii) source, intermediate and
result data width, (iv) auxiliary control elements (such
as counters or address generators) number and func-
tionality, etc. The result is a reconfigurable coproces-
sor optimized for a specific application domain, able to

execute kernels with a high level of power/frequency
efficiency, avoiding extra cycles due to loops condi-
tion evaluation, to array indexes calculation and to data
fetching of standard Von Neumann or Very Long In-
struction Word (VLIW) computing architectures for
large classes of algorithms. Architectural power effi-
ciency of the proposed approach is ensured by: (i) sup-
ply voltage reduction made possible by the reduction of
the clock frequency required to real time execution of
dominant kernels, (ii) average capacitance reduction by
the use of small local memories instead of a large cen-
tralized memory (locality of reference exploitation),
(iii) average switching activity reduction by temporal
correlation exploitation ensured by the minimization of
hardware resources (time sharing) [5, 14]. To hide to
programmers all the architecture/coprocessor specific
issues and to allow continuous improvements a set of
high-level parametric C functions have been developed.

In this paper we customize our reconfigurable archi-
tectural template for multimedia application domain
(section 4). The system (standard host processor plus
reconfigurable coprocessor plus memory) has been
modelled and validated at Register Transfer Level
(RTL) using Verilog Hardware Description Language
(HDL), and the coprocessor has been synthesized at
gate level using commercial tools. The architecture
has been tested on a set of representative kernels of
multimedia application domain: auto-correlation and
cross-correlation filters, FIR filters, IIR filters, forward
DCT and inverse DCT. The control of the architecture
with a level of automation allowing the programmer
to ignore the detailed hardware structure, is a complex
task and cannot be fully explained in the pages of this
paper, nevertheless a short description of the solution
adopted is given.

Simulations show (section 5) the usefulness of the
proposed approach, through the comparison of its per-
formances with standard DSP and RISC processing
systems, in terms of number of cycles required and
processing time.

2. Architectural Template Definition

The classic general purpose processing scheme based
on the interaction between a standard processor and the
main data/program memory through standard data and
address buses often cannot comply with real-time con-
straint in common image/voice processing application.
In our architectural template (see Fig. 1) we propose
(according to the reconfigurable computing paradigm)
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Figure 1. Kernel oriented reconfigurable coprocessing system

template.

to connect a reconfigurable subsystem to the main bus.
Such subsystem is in charge of executing dominant
kernels (i.e. the most computational expensive tasks)
of the application, the rest of execution remains to the
general purpose processor. Reconfigurable paradigm
is used to better adapt processing core datapath and
control to exploit intrinsic algorithm parallelism. The
configuration of the subsystem is determined by a con-
figuration memory, whose content is set by the pro-
cessor according to the specific task required by the
program at the specific moment.

In Fig. 2 the processor-coprocessor iteration is
depicted. During standard elaboration (step a) copro-
cessor is switched off. Each time a dominant kernel
execution is required, the host processor activates the
coprocessor, and its configuration memory is filled in
with specific configuration bits (not all configuration
memory locations need to be written) (step b). In step
c, kernel input data are copied from main data memory
to the proper coprocessor embedded RAMs. During
step d, coprocessor performs kernel processing. At the
end of step d, kernel processing results are moved to
main data memory during step e. All data movement
(configuration bits from main memory to coprocessor
configuration memory, source data from main memory

to embedded coprocessor RAMs and result data from
coprocessor embedded RAMs to main data memory)
are performed using standard load or store processor
instructions. Alternatively a DMA technique can be
used to reduce host processor overhead. To simplify
the treatment we refer to the former solution.
Reconfigurable Coprocessor is partitioned in three
main modules (see Fig. 1): a Reconfigurable Process-
ing Core, a Configuration Memory and an Interface.

2.1. Interface

The Interface has two roles: to connect internal data and
address buses with main data and address buses, and
to synchronize coprocessor and host processor when
switching from one to another of the processing steps
listed above. The latter functionality can be imple-
mented using a simple Finite State Machine (FSM),
while the former using three-state or multiplexer logic,
depending on the host system bus implementation.
Template specification doesn’t imply any specific in-
terface standard, so the designer is free to chose the
most suited one (AMBA, OCP, VCI, etc.).

2.2. Configuration Memory

Configuration Memory stores the bit stream that de-
fines coprocessor configuration. It is based on an array
of registers whose outputs are permanently connected
to: (i) control inputs of switches and/or pass transistors
determining data routing in reconfigurable processing
modules and interconnection networks; (ii) input ports
of parametric processing elements (i.e. input which de-
termines the max counting value of a counter).

2.3. Reconfigurable Processing Core

Reconfigurable Processing Core is composed of (see
Fig. 3): (i) Embedded RAMs, (ii) Pipelined Datapath,
(iii) Addresses/Indexes Unit (iv) Control Unit and (v)
Interconnection Network.

2.3.1. Embedded RAMs. Unit functionality is kernel
data storage. The implementation is based on a cluster
of multiple memory elements (RAMs) to store source
and result data arrays. RAMs addresses streams come
from the Indexes/Addresses Unit, RAMs control
signals come from Control Unit, whereas kernel
data are exchanged with Pipelined Datapath through
internal Pipelined Datapath multi-bus reconfigurable
network. Embedded RAMs exchange data with
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Figure 2. Kernel oriented reconfigurable coprocessing system main steps.

Pipelined Datapath (during kernels processing, step
d in Fig. 2) or with host system memory through
Interface (during kernels data download and upload,
steps c and e in Fig. 2).

2.3.2. Pipelined Datapath. Unit functionality is ker-
nel source data processing to generate kernel result
data. The implementation is based on a cluster of
mixed-grained high level processing units (integer
Arithmetic Logic Units (ALUs), integer multipliers
(MULs), Field Programmable Gate Arrays (FPGAs),
shifters, etc.) and on a set of pipelined registers. Pro-
cessing elements and pipeline registers can be con-

nected according to specific kernel in execution using
a fully reconfigurable multi-bus connection network.

2.3.3. Addresses/Indexes Unit. Unit functionality is
twofold: generation of addresses streams for embed-
ded RAMs and generation of loops-end signals used
by Control Unit to generate control signals. The im-
plementation is based on a cluster of programmable
counters connectible through a reconfigurable network
to generate loop indexes signals. The counter dedicated
to outermost loop control receives start signal from
top level control module. A set of processing units
(ALUs, MULs, etc), customized using configuration
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Figure 3. Reconfigurable processing core architectural template.

memory and connected through a reconfigurable net-
work, processes indexes streams to generate addresses
streams for embedded RAMs.

2.3.4. Control Unit. This unit processes loop-end sig-
nals to generate control signals (RAMs and pipeline
registers write enables) for Pipelined Datapath and Em-
bedded RAMs. The irregular structure of the task per-
formed requires a full programmable implementation,
using a generic reconfigurable combinatorial function
generator and delay lines.

2.3.5. Reconfigurable Interconnection Networks.
Reconfigurable Interconnection Networks have been
implemented adopting an irregular mesh technique
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Figure 4. S-box and C-box implementation.

[15]. This technique is derived from FPGAs ar-
chitectures and is based on sets of buses con-
nected to logic or memory modules through Con-
nect Boxes (C-Box). Each segment of a bus can be
connected to neighbour segments of the same bus
or to segments of other buses through Switch Boxes
(S-Box).

Fig. 4 shows the implementation of a 4-port single-
bus S-Box and of a 5-port double-bus C-box, based
on the use of single switches. Each single switch can
be implemented using pass-transistors or a couple of
three-state non-inverting buffers. An m-port S-box se-
lectively connects m different segments of the same
bus using m arrays of n-switches, where n is the num-
ber of bit-lines of the bus. An S-box connecting p
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buses is implemented simply replying p-times this
structure. A C-Box selectively connects the port of
a processing module to one or more buses using a
number of arrays of switches equal to the number of
buses.

Fig. 5 shows an example of triple-bus connected,
reconfigurable, irregular-mesh. C-Boxes are placed on
the sides of modules (each C-box corresponding to one
of the ports), whereas S-Boxes are placed on the corners
of each module.

3. Template Customization and Optimization

The described template is very general. It must be cus-
tomized for a specific application domain to have an
efficient processing system both in terms of perfor-
mance and used resources/area. The customization pro-
cess can be subdivided into three main tasks: (i) target
application domain kernel identification, (ii) coproces-
sor customization; (iii) support library development

3.1. Dominant Kernel Identification

A representative set of applications in the domain con-
sidered is selected, and dominant kernels are identified
performing applications profiling by standard software
development tools. As an example we defined a set of

applications representative of multimedia domain (the
ones identified in section 4).

3.2. Coprocessor Customization

Reconfigurable Coprocessor architectural template
customization consists in the quantitative definition of
all coprocessor internal modules (how many counters,
how many ALUs, how many RAMs, data size, etc). The
activity of such hardware resources are scheduled to op-
timize the execution of the task. The limit on hardware
resources leads to the definition of a set of constraints
on kernels to be executed (maximum number of loops
handled, maximum data size, overall maximum num-
ber of data, etc). To optimize the number of resources
(taking into account both area/complexity and perfor-
mances) the architecture is customized for a specific
application domain. Each dominant kernel defined in
3.1 have to be mapped on a generic architectural tem-
plate, composed of an unlimited number of modules.
The exact number of ALUs and MULs in the Recon-
figurable Datapath and in the Addresses/Indexes Unit,
the exact number of Embedded RAMs, data granular-
ity, etc. are defined considering the worst case of the
mapping process for the whole set of dominant ker-
nels. This approach ensures hardware resources min-
imization, while reconfigurability guarantees an ade-
quate level of flexibility. Other features to define at
customization time, according to implementation re-
lated issues, are interface protocol and Configuration
Memory physical implementation.

3.3. Support Library Development

Considering dominant kernels defined in 3.1, a li-
brary of parametric C-callable functions are developed.
Functions embed all coprocessor-specific issues (con-
figurations, data movement, etc.), so the programmer
can ignore the great part of reconfigurable architec-
ture details. The approach is similar to the one used
for high performance VLIW DSPs to exploit all pro-
cessing capabilities of the processor without the need
of a deep architecture knowledge. Each function, writ-
ten in C-code, performs four sub-tasks (correspond-
ing to host processor activities described in Fig. 2): (i)
copies coprocessor configuration from main memory
to Configuration Memory (optional); (ii) copies kernel
source data from main memory to coprocessor Em-
bedded RAMs; (iii) starts coprocessor processing; (iv)
copies kernel result data from coprocessor Embedded
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RAMs to main memory (after coprocessor acknowl-
edge).

4. Customization for Multimedia
Application Domain

The target application domain considered is voice and
video processing. To represent the application domain
the following list of kernels extracted from three GSM
codecs (full-rate RPE-LTP [16, 17]; half-rate VSELP
[18, 19]; enhanced full-rate ACELP [20, 21]), and
MPEG [22–24] standards have been chosen:

i) two kinds of FIR filtering from GSM voice coding.
ii) IIR filtering from GSM voice coding

iii) 8 × 8 inverse DCT from MPEG
iv) 8 × 8 forward DCT from MPEG
v) vectors cross-correlation from GSM voice coding

vi) vectors auto-correlation from GSM voice coding
vii) convolution from GSM voice coding

4.1. Reconfigurable Processing Core Architecture

Reconfigurable Processing Core architecture descends
from architectural template described in Fig. 3. All un-
defined features of the template have been sized basing
on the kernels listed above.

4.1.1. Pipelined Datapath. Processing modules are:
(i) one 16-bit inputs, 32-bit output MUL, (ii) one 16-bit
ALU performing a reduced set of operations (sum, sub-
tract, logical operations), (ii) one 40-bit ALU perform-
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Figure 6. Pipelined datapath block diagram.

ing a reduced set of operations (sum, subtract, logical
operations), (iii) one 40-bit barrel shifter (performing
n-positions shift left, n-positions shift right, n-positions
rotate left, n-positions rotate right). Pipeline registers
are two 32-bit registers and two 40-bit registers. Recon-
figurable Interconnection Network is based on a double
bus, two 16-bit and one 8-bit. Bus segments are con-
nected using: 64 16-bit 3-port S-boxes, 16 8-bit 3-port
S-boxes, 10 16-bit C-boxes, 6 32-bit C-boxes, 5 40-bit
C-boxes. The architecture is depicted in Fig. 6.

4.1.2. Embedded RAMs. Unit block diagram is de-
picted in Fig. 7. The unit is based on four 16-bit embed-
ded RAMs, two having 256 locations and two having
512 locations. Four address channels coming from Ad-
dresses/Indexes Unit are dispatched to the 8 RAM ad-
dresses inputs (4 inputs for read addresses and 4 inputs
for write addresses) through reconfigurable network.
Reconfigurable Interconnection Network is based on a
double 9-bit bus. Bus segments are connected using:
16 9-bit 3-port S-boxes, 8 9-bit C-boxes.

4.1.3. Indexes/Addresses Unit. Unit block diagram is
showed in Fig. 8. The architecture is based on four 9-
bit up-down counters, four 9-bit multipliers, four 9-bit
simplified ALUs and two reconfigurable Interconnec-
tion Networks. Each counter generates synchronized
streams of 9-bit indexes and has configurable start and
stop index bounds coming from configuration regis-
ters or from another counter of the cascade through
Reconfigurable Interconnection Network. ALUs and
multipliers generate addresses starting from indexes
and from constant data coming from configuration reg-
isters. Count-signals Reconfigurable Interconnection
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Figure 7. Embedded RAMs block diagram.
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Figure 8. Indexes/Addresses unit block diagram.

Network is based on a double 1-bit, bus. Bus seg-
ments are connected using: 20 1-bit 3-port S-boxes;
10 1-bit C-boxes. Reconfigurable Addresses Intercon-
nection Network is based on a double, 9-bit bus. Bus
segments are connected using: 36 9-bit 3-port S-boxes;
20 9-bit C-boxes.

4.1.4. Control Unit. Control Unit processes 4 loops-
end signals coming from cascaded counters of
Indexes/Addresses Unit to generate 8 write enable sig-
nals for the 4 pipeline registers of the Pipelined Datap-
ath and for the 4 RAMs. Each signal could be delayed
up to two cycles using a dedicated delay line. For each
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Figure 9. Control unit block diagram.

kernel the write enable signals needed are a function of
4 of the 24 resulting signals (4 in input and 8 delayed).
Pre-selection module and generic combinatorial func-
tion generator are configured depending on the kernel.
Generic combinatorial function generator is based on
a programmable Look-Up Table (LUT) implemented
using an 8-bit – 16 locations RAM. Reconfigurable Sig-
nals Selector is implemented using four 24 × 1 1-bit
multiplexers. Block diagram is shown in Fig. 9.

4.2. Interface

Interface protocol is not strictly related to the appli-
cation domain chosen. Interface has been designed to

Figure 10. Example of a kernel (C code).

support AMBA 32-bit bus interfacing, so its implemen-
tation is similar to a standard AMBA slave interface
augmented with some features needed to synchronize
host processor and core processing unit.

4.3. Kernel Processing Example

To explain Reconfigurable Processing Core behaviour
we consider, as an example, the execution of a cross-
correlation between two vectors of 16-bit data, with
40-bit accumulation. Kernel code is presented in
Fig. 10.

Execution flow is based on the three inner loops, con-
trolled by i, j and k indexes. Inside these loops body, the
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Figure 11. Reconfigurable processing core configured for cross-correlation.

elements of vectors A and B are multiplied and accu-
mulated into vector C. Reconfigurable Processing Core
configured for the execution of this kernel is shown in
Fig. 11.

This dedicated architecture implements four pipeline
stages (with throughput of 1 clock cycle): (i) operands
and results addresses computation, (ii) operands fetch-
ing from embedded RAMs 0 and 1 (vectors A and B),
(iii) 16-bit operands one stage pipelined multiplication
and 32-bit result storage in register 0, (iv) 32-bit sum
with 40-bit partial result sum and storage in register 1.
At the end of each internal loop the 16 most significant
bits of the final accumulated result are saved in RAM
2 (vector C) using the barrel shifter, which was prop-
erly configured depending on the accumulation maxi-
mum value. Configured cascaded counters generate i,
j and k indexes with the correct synchronization and
boundaries. Indexes are sent in input to the Addresses
Unit where the network of configured constant adders
and constant multipliers manipulate them to generate
three synchronized streams of addresses for the three
RAMs used. Output data ports of the two RAMs con-
taining source vectors are connected to multiplier in-
puts, whereas accumulation register (reg 1) output is
connected the barrel shifter which is connected to the
input port of RAM used to store results vector.

The number of cycles required for cross-correlation
example kernel processing on the Reconfigurable Co-
processing Subsystem is about 20,500. The number of
cycles required for other, not mandatory tasks (data
I/O and configuration), is about 5,000. The same piece
of algorithm is executed by ARM9 processor in about
400,000 cycles, by TMS320C5510 TI DSP (no assem-
bly optimisations were used) in about 105,000 cycles.

The substantial reduction of clock cycles (about 94%
for RISC processor and about 76% for DSP) is due
to the fact that the architecture depicted in Fig. 11
(after configuration) is optimized as much as a ded-
icated architecture. The implementation exploits the
inner parallel/pipelined structure of nested loops al-
gorithms. Processors (RISC or DSP) spend cycles ex-
ecuting: (i) loop conditions evaluation (ii) addresses
calculation, (iv) data fetching and processing. Recon-
figurable coprocessor cuts off the most part of this
cycles: (i) loop conditions evaluations are performed
in zero cycles, due to counters connected to control
logic; (ii) addresses calculation is also performed in
zero cycles due to counters, adders and multipliers of
Addresses/Indexes Unit; (iii) data fetching and process-
ing is performed using embedded RAMs and recon-
figurable datapath connected in pipeline, with no wait
states, leading to a further cycles saving.
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5. Modeling and Evaluation of Reconfigurable
Coprocessor for Multimedia

To evaluate our approach we have performed the fol-
lowing steps: (i) Reconfigurable Coprocessor for mul-
timedia has been modelled using a standard HDL
language and an RTL-behavioural description style;
(ii) coprocessor has been validated coupling it with
a standard general purpose processing system (host-
processor plus memory) also modelled in HDL; stan-
dard development tools have been used to program the
host-processor and HDL simulation to execute effec-
tive processing, (iii) Reconfigurable Coprocessor was
implemented at the gate-level (embedded RAMs ex-
cluded) using standard synthesis tools (Reconfigurable
Interconnection Networks switches were implemented
using three-state buffers, Configuration Memory were
implemented using an array of 32-bit registers, all
C-Boxes and S-Boxes considered in this paper are
single bus), (iv) a set of parametric functions imple-
menting multimedia dominant kernels were coded us-
ing ansi-C language; (v) cycle level performances of
the system have been compared to standard processing
platforms (a RISC processor and a fixed point DSP).

5.1. Modeling and Validation

The whole system has been modelled using Verilog
HDL. Coprocessor functionality has been validated
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Figure 12. Coprocessor verification flow.

through Verilog simulation, performed using Synop-
sys VCS simulation environment [25]. A graphical
description of simulation framework is depicted in
Fig. 12.

To model the host-processor, a Verilog cycle level
compliant version of ARM9TM processor [26] has
been used. Data and instruction memories have been
also modelled using Verilog behavioral description. Al-
gorithms code has been compiled using ARM SDT
[27] and the output binary code has been converted
in a Verilog readable form and loaded into Instruction
Memory.

5.2. Evaluation

To evaluate coprocessor basic figures of merit two anal-
ysis have been performed: (i) gate level implementa-
tion, (ii) dominant kernel execution comparison.

5.2.1. Gate-level Implementation Results. The re-
configurable coprocessor has been synthesized using
Synopsys Design Compiler [25] on CMOS 0.18 μm
technology library (UMC18μ1P6M) [28], with the
only exception of embedded RAMs. Transistor count
of synthesizable part of the coprocessor were esti-
mated using synthesis reports, while for embedded
RAMs we considered 6 transistors for each memory
cell (bit) and a 1.2 coefficient to consider auxiliary logic
(sense amplifiers, decoders, etc.) [29]. Computational
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and control elements of Reconfigurable Processing
Core (ALUs, MULs, Counters, control delay lines,
etc.) require 10.53 K equivalent gates (42.12 K tran-
sistors); Reconfigurable Interconnection Networks re-
quire 23.62 K equivalent gates, (94.48 K transistors);
embedded RAMs require 24.5 K bits (176.9 K tran-
sistors); Configuration Memory was implemented us-
ing 29 32-bit registers (928 bits), requiring 5.92 K
equivalent gates, (23.68 K transistors); Interface re-
quires 3.24 K equivalent gates (12.96 K transistors).
The overall gate level implementation requires 40.07
K equivalent gates (160.28 K transistors) and 24.5 K
bits of memory (176.4 K transistors) for a total amount
of 335.68 K transistors. It is worth to note that a large
percentage of standard-cells (more than 58%) is dedi-
cated to Reconfigurable Interconnection Networks, i.e.
to standard-cell implemented three-state buffers used
to realize switches in C-boxes and S-boxes. The in-
cidence of this kind of feature to overall area can be
substantially reduced using custom pass-transistors in-
stead of standard-cell three-state buffers to implement
switches (for a single switch, area reduction is up to
70%). The intrinsic regularity of the architecture and
the use of pipelined computational elements in datap-
ath and control allow a very high computational speed:
estimated maximum allowable frequency is 460 MHz.

5.2.2. Dominant Kernels Compared Execution Re-
sults. Table 1 shows the comparison of cycles and
processing time required for specific tasks on: (i) RCS
(reconfigurable coprocessor plus host processor), (ii) a
32-bit RISC processor (ARM9TM), (iii) a 16-bit fixed-
point Digital Signal Processor (Texas Instruments
TMS320C5510) [30]. Since different technologies lead
to difference operative frequencies the most significant
comparison is in terms of clock cycles because it can
be considered technology independent

Results have been obtained using respectively: the
simulation framework depicted in Fig. 12, ARM stan-
dard development tools [27], simulator and profiler,
Texas Instruments Code Composer Studio Develop-
ment Tools (TMDSCCS5000-1) [31], simulator and
profiler.

The profiling has been executed on optimized C
source code from [19, 21, 24] and from TI proces-
sors’ benchmarks (for MPEG FDCT and IDCT). For
both processors we have set the highest level of opti-
mization in the C compiler. The same code has been
analyzed to create the configuration for our reconfig-
urable coprocessor.

Table 1 is organized in eight columns. First column
shows kernel description, columns 2 and 3 show the
number of clock cycles and the processing time re-
quired for kernel execution respectively on ARM9TM
RISC (200MHz) processor and on TMS320C5510
DSP (200MHz). Column 4 shows the overall number
of clock cycles and processing time required for ker-
nel execution on Reconfigurable Coprocessing System.
The number of clock cycles is the sum of 3 contributes:
cycles spent for configuration step (worst case), for data
I/O and for processing. These quantities are showed in
the fifth column in disaggregate form. Column 6 and
7 shows the percentage reduction in clock cycles and
in processing time obtained comparing reconfigurable
coprocessing system with respect to ARM9TM and
TM320C5510 processors.

To better evaluate the potentiality of our approach
we defined two additional tables. Table 2 gives a quan-
titative description of kernel operators. It presents the
types of operators involved in the computation of each
kernel, and for each operator, how many times it is
used. Operators are classified in data processing opera-
tors and vectors/matrix addresses processing operators.
Table 3 shows coprocessor resources utilization dur-
ing each kernel processing. Resources are classified in
datapath resources and Indexes/Addresses Unit (IAU)
resources. Since the IAU resources are combinatorial
(with the only exception of counters) the percentage of
utilization corresponds to the percentage of allocated
units for the generation of addresses and control signals
for every kernel.

5.2.3. Comparison with Previous Works. Many re-
configurable architectures have been presented in sci-
entific literature to address specific issues related to
hardware accelerators. Trying to compare our approach
with these previous works, it is worth to consider both
the philosophy and the architectural structure. From
a structural point of view, reconfigurable architectures
can be classified according to their granularity and kind
of interconnection network. Since the interconnection
network is a secondary issue, primarily we can distin-
guish between coarse-grained, fine-grained and mixed-
grained architectures.

Fine-grained reconfigurable systems are closest to
FPGAs: they exploit the fine granularity to build up
datapaths with different data widths in the most flex-
ible way. Examples of such architectures are GARP
[7] and CHESS [32]. This kind of fine-grained ap-
proach involves however some pitfalls. Reconfigurable



Table 1. Comparison result.

Rec. Coproc.

Configuration

ARM9TM C5510 data I/O Red. vs RISC Red. vs DSP

Kernel cycles cycles Cycles processing cycles % cycles%

description time [μs] time [μs] time [μs] — time % time %

500

IIR Filter I 7370 2463 1340 450 82 46

(VSELP) 390

36.85 12.31 2.91 — 92 76

500

IIR Filter II 7559 2526 1350 450 82 47

(VSELP) 400

37.79 12.63 2.93 — 92 77

500

FIR Filter 7200 2467 1350 450 81 45

(VSELP) 400

36 12.33 2.93 — 92 76

500

Auto Corr. I 26743 7720 5140 3200 81 33

(VSELP) 1440

133.71 38.6 11.17 — 92 71

500

Auto Corr. II 1502879 332567 72900 8400 95 78

(ACELP) 64000

7514.39 1662.63 158.47 — 98 90

500

Auto Corr. III 46996 13061 5330 2245 89 59

(ACELP) 2585

234.98 65.3 11.58 — 95 82

500

Cross Corr. I 396307 105285 25380 4400 94 76

(VSELP) 20480

1981.53 526.42 55.17 — 97 90

500

Cross Corr.II 15233 4544 1920 600 87 58

(ACELP) 820

76.16 22.72 4.17 — 95 82

500

Synth Filter I 7584 2407 1350 450 82 44

(ACELP) 400

37.92 12.03 2.93 — 92 76

500

Synth Filter II 64464 43576 2600 1140 96 94

(RPE-LPT) 960

322.32 217.88 5.65 — 98 97

500

Convolution 15162 4504 1920 600 87 57

(ACELP) 820

75.81 22.52 4.17 — 94 81

500

Rest Eval 11860 2570 1590 650 87 38

(ACELP) 440

59.3 12.85 3.45 — 94 73

500

Search 60919 17586 4170 430 93 76

(RPE-LTP) 3240

304.59 87.93 9.06 — 97 90

500

FDCT 6716 1498 1032 128 85 31

(MPEG2) 1024

33.58 7.49 2.24 — 93 70

500

IDCT 16136 3159 1032 128 94 67

(MPEG2) 1024

80.68 15.79 2.24 — 97 86
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Table 2. Number and kind of operators applied to data and indexes for kernel execution.

Data operators Addresses operators

Kernel description sums/subs Muls Shifts sums/subs Muls

IIR Filter I (VSELP) 390 390 39 429 0

IIR Filter II (VSELP) 400 400 40 440 0

FIR Filter (VSELP) 400 400 40 440 0

Auto Corr. I (VSELP) 1440 1440 1440 2952 2916

Auto Corr. II (ACELP) 0 64000 0 320000 1600

Auto Corr. III (ACELP) 0 2585 45 2585 0

Cross Corr. I (VSELP) 20480 20480 20480 61952 20992

Cross Corr. II (ACELP) 820 820 0 820 0

Synth. Filter I (ACELP) 440 400 40 400 0

Synth. Filter II (RPE-LPT) 1920 960 960 120 0

Convolution (ACELP) 0 820 40 820 0

Rest Eval (ACELP) 440 440 40 880 0

Search (RPE-LTP) 3320 3240 3240 6480 0

FDCT (MPEG2) 576 512 0 1152 1152

IDCT (MPEG2) 576 512 0 1152 1152

Table 3. Hardware percentage utilization.

Datapath resources IAU resources

Kernel description ALUs Mul Shifter Counters ALUs Mul

IIR Filter I (VSELP) 50% 100% 100% 50% 50% 0%

IIR Filter II (VSELP) 50% 100% 100% 50% 50% 0%

FIR Filter (VSELP) 50% 100% 100% 50% 50% 0%

Auto Corr. I (VSELP) 50% 100% 100% 75% 50% 75%

Auto Corr. II (ACELP) 0% 100% 100% 75% 100% 25%

Auto Corr. III (ACELP) 0% 100% 2% 50% 25% 0%

Cross Corr. I (VSELP) 50% 100% 100% 75% 100% 50%

Cross Corr. II (ACELP) 50% 100% 0% 50% 25% 0%

Synth. Filter I (ACELP) 60% 100% 100% 50% 25% 0%

Synth. Filter II (RPE-LPT) 100% 100% 100% 50% 25% 0%

Convolution (ACELP) 0% 100% 20% 50% 25% 0%

Rest Eval (ACELP) 50% 100% 10% 50% 50% 0%

Search (RPE-LTP) 54% 100% 100% 50% 50% 0%

FDCT (MPEG2) 62% 50% 0% 100% 100% 100%

IDCT (MPEG2) 62% 50% 0% 100% 100% 100%

platforms have been conceived to overcome the slow-
ness in configuration of traditional FPGAs due to the
high amount of configurable elements and serial config-
uration interfaces, and the relatively low performances
of such substrates in terms of computational speed and
power consumption. As a matter of fact, FPGA rep-
resent the most flexible substrate for the implemen-

tation of any design but pay this flexibility with lim-
ited performances. If a reconfigurable platform is com-
posed of reconfigurable elements with fine granular-
ity (2-4 bits) all the limits of FPGAs arise again: a
huge interconnection network that occupies the great-
est part of the chip area, an intrinsic slowness in terms
of clock frequency and a poor exploitation of the
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properties of multimedia algorithms to deal with large
data words.

To overcome these limits, coarse-grained architec-
tures like PipeRench [8], MorphoSys [9], DReAM [10],
KressArray [11], MATRIX [13] adopt reconfigurable
units with a larger data word. In this manner the in-
terconnection network can be kept simpler and also
the speed of a large reconfigurable unit is higher than
that of an equivalent block that could descend from
the interconnection of finer units in a fine-grained ar-
chitecture. At the same time such architectures are not
flexible enough to deal with variable data width. Other
examples of coarse-grained architectures but where ev-
ery functional unit is a small processor are RAW [12]
and REMARC [6].

Our approach belongs to the category of mixed-
grained architectures since the granularity of the el-
ements is quite different into the array, allowing the
presence of heterogeneous elements like FPGA blocks,
barrel shifters, ALUs, multipliers with different data
width and so on. A similar approach has been exploited
in the Pleiades [3] template, even if the Maia [5] chip
that descends from the same template doesn’t contain
multigranular elements.

It should be noted that this is only a raw classifi-
cation because some of the architectures cited above,
like [5, 8], and the one presented in this paper, have
a granularity specifiable at synthesis time and take all
the advantages of the other two approaches. Another
key aspect briefly introduced above is the homogeneity
of the processing elements. Undifferentiated cells are
very common in this type of architectures [6–13, 32]
because the most general approach is to create a fab-
ric of identical cells able to perform any arbitrary task.
This choice limits the ability to create domain-specific
instances of the architecture able to obtain the highest
performances for that particular application domain.
Our heterogeneous model shows better performance
with respect to bit-byte-word level architectures based
on absolutely identical “tiles”.

The two works that are closer to our reconfigurable
coprocessors are [5] and [10]. In [5] a reconfigurable
coprocessor based on the Pleiades templates is
presented. The Maia architecture is a reconfigurable
coprocessor for CELP speech coding, and it aims
to speed-up computational kernels by means of the
application-specific datapath, reducing also the power
consumption. The greatest difference compared to
our work is that Maia is a self-timed asynchronous
implementation with all circuit blocks (including

the top level design of the chip) designed using a
full-custom design methodology. This is because
the self-timed data-driven approach is not suited for
automated synthesis due to its intrinsically difficult
timing verification. All this characteristics make the
instantiation of a coprocessor from the Pleiades tem-
plate not very straightforward compared to standard
cell synchronous design approaches exploited in our
work. Furthermore the data-driven approach requires
an handshake protocol that represents an overhead
in communication time. Finally, the control part of
Maia is based on two Address Generation Processors
(AGPs) that works on sequential codes to perform the
addresses generation, whereas our control part is less
complex and doesn’t require any micro-code routine
but only some parameters for the cascaded counters
that are the basis of the address generation units.

The DReAM architecture [10] is based on an array
of undifferentiated functional units. These units have
fixed data width of 8 bits, that is quite narrow for today’s
applications. Every unit also presents a look-up table
based multiplier, hence its scalability is reduced by the
look-up tables sizes limits. In our approach multipliers
are standard pipeline structures which can be easily op-
timized by means of synthesis tools. The adoption of
undifferentiated cells allows a greater flexibility of the
system compared to our approach. Nevertheless, this
advantage is overcome by the higher hardware redun-
dancy that is a slightly inefficient solution with respect
to hardware usage considering that the authors stress
the domain specific approach. In our reconfigurable
architecture hardware redundancies have been limited
dimensioning the structure considering all the main
kernel types identifiable in the considered domain. Fi-
nally, in DReAM the adoption of a regular mesh with
hierarchical interconnection structure avoids specific
optimizations so that the advantages in terms of gener-
ality aren’t balanced by the efficiency of the network. It
should be noted that DReAM, like also the largest part
of the mentioned previous works, is not a customizable
template but a specific architecture. From this point of
view all the mentioned drawbacks highlighted for this
last previous work are common to the other similar not
customizable reconfigurable architectures.

6. Discussion and Conclusions

A new reconfigurable architectural template for exe-
cution acceleration of a wide class of dominant ker-
nels is proposed. Dominant kernels considered are
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based on repetitive execution of a reduced set of oper-
ations on multidimensional arrays (vectors or matrix).
Our approach uses reconfigurable computing paradigm
to accelerate execution: (i) cycles required for loops
conditions calculation and evaluation were eliminated
by the use of a reconfigurable dedicated processing-
scheduling units; (ii) cycles required for array indexes
calculation and array data fetching were eliminated by
the use of dedicated reconfigurable processing units
and reconfigurable Embedded RAM clusters; (iii) the
number of cycles required for array data processing
was minimized by the use of high parallel-pipelined
reconfigurable datapath.

The system is based on a reconfigurable coprocessor
coupled to a host processor. Being based on a classic
memory mapped communication scheme and on a sim-
ple interrupt-based signalling technique, coprocessor is
intrinsically conceived to be easily coupled with each
kind of processor. More coprocessors can be also eas-
ily clustered in the same system to allow thread level
parallelism. System functionality can be sized to the
chosen application domain simply tuning the number
of resources (i.e. to handle up to N nested loops, N
counters are needed in Loops Unit, to process floating
point data is sufficient to add one or more floating point
units to replace or support ALUs and multipliers in the
Pipelined Datapath, etc.), without redesigning the sys-
tem for each new application domain. The benefits of
our approach increase proportionally to the number of
iterations of the loops, because the overhead of cycles
needed for system reconfiguration is fixed, whereas the
number of cycles saved for (i), (ii) and (iii) increases
with the iterations.

Many reconfigurable architectures are available in
scientific literature. Trying to relate our architecture
to the state of the art, they can be mainly classified
according to their granularity. Primarily we can distin-
guish between coarse-grained, fine-grained and mixed-
grained architectures. Fine-grained ones are closest to
FPGAs: they exploit the fine granularity to build up
datapaths with different data widths in the most flex-
ible way [7, 32]. Using such a fine-grained approach
may cause on one hand an excessive overhead in re-
configuration and on the other hand does not exploit
the properties of multimedia algorithms to deal with
large data words. Coarse-grained architectures [5, 8–
11, 13] are often not enough flexible to deal with vari-
able data width. This is only a raw classification be-
cause some of the architectures cited above, like the
one presented in this paper, have a granularity specifi-

able at synthesis time [5, 8] and take all the advantages
of the other two approaches. Undifferentiated cells are
very common in this type of architectures [6–13, 32]
because the most general approach is to create a fab-
ric of identical cells able to perform any arbitrary task.
This choice limits the ability to create domain-specific
instances of the architecture able to obtain the highest
performances for that particular application domain.
Our model shows a mixed-grained architecture that in-
cludes coarse-grained modules like multipliers, adders
and shifters, and fine-grained FPGA modules obtaining
better performance with respect to bit-byte-word level
architecture based on absolutely identical “tiles” (i.e.
[12]). Moreover, with respect to similar works (i.e. [5])
our system is a standard synchronous architecture syn-
thesized from a Verilog RTL code, without any hand-
made optimization and no microprocessor unit for data
address generation and internal control is required.

To validate our approach an instance of the proposed
reconfigurable coprocessing template customized for
multimedia application domain has been modelled us-
ing Verilog HDL, synthesized at the gate level and
tested on dominant kernel extracted from standard mul-
timedia algorithms. A library of parametric C func-
tions implementing multimedia dominant kernels al-
lows high level programmers to ignore the complex
inner structure of the architecture. Results show a re-
duction of the number of cycles for dominant kernels
processing from 81% (Auto Corr I extracted from GSM
VSELP) up to 96% (Synth. Filter II extracted from
GSM RPE-LTP) compared to a standard 32-bit RISC
processor (ARM9TM), whereas a reduction from 31%
to 94% compared to top class fixed point DSP (TI
TMS320C5510), for the same kernels. The software
profiling, architectural and hardware design and sim-
ulation methodology has been presented as a general
approach easily portable to other application domains.
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