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Abstract

Unsupervised domain adaptation-based face anti-spoofing methods have attracted more and more attention due to their promis-
ing generalization abilities. To mitigate domain bias, existing methods generally attempt to align the marginal distributions
of samples from source and target domains. However, the label and pseudo-label information of the samples from source
and target domains are ignored. To solve this problem, this paper proposes a Weighted Joint Distribution Optimal Transport
unsupervised multi-source domain adaptation method for cross-scenario face anti-spoofing (WJDOT-FAS). WIDOT-FAS
consists of three modules: joint distribution estimation, joint distribution optimal transport, and domain weight optimization.
Specifically, the joint distributions of the features and pseudo labels of multi-source and target domains are firstly estimated
based on a pre-trained feature extractor and a randomly initialized classifier. Then, we compute the cost matrices and the
optimal transportation mappings from the joint distributions related to each source domain and the target domain by solving
Lp-L1 optimal transport problems. Finally, based on the loss functions of different source domains, the target domain, and
the optimal transportation losses from each source domain to the target domain, we can estimate the weights of each source
domain, and meanwhile, the parameters of the feature extractor and classifier are also updated. All the learnable parameters
and the computations of the three modules are updated alternatively. Extensive experimental results on four widely used 2D
attack datasets and three recently published 3D attack datasets under both single- and multi-source domain adaptation settings
(including both close-set and open-set) show the advantages of our proposed method for cross-scenario face anti-spoofing.

Keywords Cross-scenario face anti-spoofing - Multi-source domain adaptation - Joint distribution optimal transport - Domain
weight learning

1 Introduction

In recent years, face recognition (FR) techniques have
been used in various identity authentication scenarios. How-
ever, existing FR systems are vulnerable to spoofing attacks
such as printed photos, video replay, 3D facial masks, adver-
sarial attacks, etc (Yu et al., 2022). To secure FR systems
from various physical attacks, both the communities of indus-

Communicated by Segio Escalera.

<X Huibin Li
huibinli @xjtu.edu.cn

Shiyun Mao
maoshiyun@stu.xjtu.edu.cn

Ruolin Chen
crl1999 @stu.xjtu.edu.cn

School of Mathematics and Statistics, Xi’an Jiaotong
University, Xi’an 710049, China

Published online: 11 August 2024

try and academia have paid increasing attention to face
anti-spoofing (FAS). In the past two decades, various FAS
methods have been proposed including both traditional meth-
ods and deep learning-based methods (Yu et al., 2022).
Traditional methods based on handcraft descriptors (Komu-
lainen et al., 2013; Patel et al., 2016) can be further classified
into texture-based, motion-based, and image analysis-based
methods. Subsequently, hybrid (handcrafted + deep learn-
ing) (Rehman et al., 2020; Khammari, 2019) and end-to-end
deep learning-based methods (Liu etal.,2018 (Yu et al., 2020;
Zhang et al., 2020) have also been proposed.

However, the performance of most FAS methods drops
significantly in cross-scenario settings due to variations in
lighting, facial appearance, or camera quality. In view of
this, most existing solutions (Liu et al., 2022; Wang et
al., 2020; Jia et al., 2020; Wang et al., 2023, 2022, 2021,
Chen et al., 2021; Jiang et al., 2023) focus on improving
the cross-scenario capability of deep FAS models by using
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Fig. 1 Left: The original marginal distributions of the samples from
three source domains and one target domain. Middle: Conventional
multi-source DA methods aim to align the marginal distributions of
source and target domain samples to learn a common feature space,
which may fail to get a discriminative class boundary. Right: Our pro-

multi-source domain generalization (DG) approach, which
assumes that there exists a potential generalized feature space
between the given source domains and unseen target domain.
By adapting multiple source data to learn a common feature
space, the model trained in source domains can be well gen-
eralized to the unseen target domain. However, in practice, a
large amount of unlabeled facial images are available from
existing FR systems, and domain adaptation (DA) forms a
natural learning framework for FAS. DA approach attempts
to aid cross-scenario FAS by extracting discriminative fea-
ture representations from labeled source data and unlabeled
target data. Thus, they can exploit rich information in the
unlabeled target domain and obtain a more robust decision
boundary.

In most DA methods, the distributions of source and
target features are matched in a learned feature space, by
using Maximum Mean Discrepancy (MMD) (Pei et al., 2018;
Rahman et al., 2020), Correlation Alignment (CORAL)
(Baochen et al., 2016) or Kullback-Leiber divergence (KL)
(Zhuang et al., 2015). Besides, another direction is based on
adversarial training (Tzeng et al., 2017), where a discrimina-
tor (domain classifier) is trained to distinguish between the
source and target representations. However, considering that
there are not only large inter-class differences in the samples
of each domain, intra-class differences are still obvious, and
there are cases where samples with different labels in differ-
ent domains are closer to each other than samples with the
same label in different domains, as illustrated in the left of
Fig. 1. So only considering fitting the feature distributions of
the source and target domains will have a situation similar
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posed multi-source DA method aims to align the joint distributions of
sample features and their corresponding labels between source and tar-
get domains, which has the potential to learn a more discriminative class
boundary

to fitting the features of real samples from source domains
to fake samples from the target domain, as illustrated in the
middle of Fig. 1, which is not conducive to classification.
Therefore, different from existing DA-based FAS methods,
which attempt to align the marginal distributions in the fea-
ture space between the source and target domains. In this
paper, we consider the discrepancy in the joint distributions
of features and labels of source and target data. In this way, the
samples in the source and target domains are aligned based
on both features and labels, so that the samples with differ-
ent labels from the same domain will be separated, while
samples with the same label from different domains will be
aggregated, as illustrated in the right of Fig. 1.

The main idea of this paper is to find optimal transportation
mappings between the product spaces (including features and
labels) of each source domain and the product space (includ-
ing features and pseudo-labels) of the target domain. In this
case, we first compute the cost matrices based on the joint
distributions of each source domain and the target domain
and then compute the optimal transportation mappings while
reducing the discrepancy between the joint distributions. The
distribution inconsistencies are measured by the Wasserstein
distances (Cuturi et al., 2014). After obtaining the optimal
transportation mappings, we learn a convex combination of
the joint distributions of source domains, which allows us to
distribute the masses based on the similarities of the sources
with the target, both in the feature and pseudo-label spaces.
Domain weights are updated together with the parameters of
the feature extractor and classifier by training the weighted
transportation loss between each source domain and the tar-
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get domains, with the weighted source domain classification
loss and the target domain entropy loss. Here, the target
domain entropy loss is used to adjust the parameters of the
feature extractor and classifier adaptively to further fit the
distribution of the target domain. Our idea of aligning the
joint distributions is reflected in the definition of cost matrix
and reacted on the transportation mapping. The reduction of
domain discrepancy in our method is reflected in seeking
domain-invariant product space of features and labels, rather
than feature space. In fact, the single-source domain joint
distribution optimal transport is a degeneration of the multi-
source domain joint distribution optimal transport, except
that the weight of the unique source domain is always equal
to 1 and we do not need to train it when training the feature
extractor and classifier. Our main contributions to this work
can be summarized as follows:

e Facing the cross-scenario FAS problem, we propose to
reduce the discrepancy of domain distributions based
on the joint distribution, which is dedicated to aligning
the joint distributions of both sample features and labels
(or pseudo-labels) of source and target domains in the
common product space, which is largely different from
existing methods.

e To solve the multi-source DA-based FAS, we propose to
utilize the Wasserstein distance to measure the distances
between the joint distributions, and assign adaptively
updated weights to each source domain based on the
Wasserstein distances so as to take into account the contri-
butions of different source domains to the target domain.

e Extensive experimental results on four widely used 2D
attack datasets and three recently published 3D attack
datasets under both single- and multi-source domain
adaptation settings (including both close-set and open-
set) show the advantages of our proposed method for
cross-scenario FAS. Our method achieves state-of-the-
art results in all three protocols under the single-source
setting, and under the multi-source setting, except for
the 2D—2D protocol, which achieves the second-best
performance, the remaining two protocols also achieve
state-of-the-art results.

2 Related Works

In this section, we will first introduce the DA-based methods
for FAS. After that, the focus will be on reviewing the optimal
transport-based DA methods and multi-source DA methods
that are most relevant to our work.

2.1 Domain Adaptation for Face Anti-spoofing

The basic idea of the DA technique is to mitigate the distri-
bution discrepancy between the source and target domains so
that the model trained with the labeled source data can be well
adapted to the unlabeled target data. Initially, a maximum
mean discrepancy (MMD) based metric learning method
is proposed for FAS to align the distributions of source
features and target features (Li et al., 2018). Other major
developments have focused on the inclusion of adversarial
loss functions that drive the inability of CNNs to distinguish
whether a sample is from the source or target domain (Wang
et al., 2019, 2021; Jia et al., 2021). Specifically, Wang et
al. (2021) proposed ML-Net using the combination of center
loss and triplet loss jointly to learn a feature representation
for source data, then they adapted this representation to the
target domain via UDA-Net and DR-Net. Jia et al. (2021)
designed a marginal distribution alignment module (MDA)
for domain-invariant feature learning and a conditional dis-
tribution alignment module (CDA) for centroid alignment
of labeled features. In addition, Zhou et al. (2022) reformu-
lated the unsupervised DA-based FAS as a domain stylization
problem. The target data is stylized with the source domain
style through image translation to directly fit the target data
to the source model. Yue et al. (2022) presented a cyclically
disentangled feature translation network, and proposed to
generate pseudo-labeled images to train a generalizable clas-
sifier. Li et al. (2022) proposed a teacher-student framework
to improve the cross-domain performance of FAS through
single-class DA. Overall, most of these methods require mul-
tiple stages of the training process and all of them only
consider aligning the marginal distributions, ignoring the role
of source labels.

As we know, CASIA-FASD (Zhang et al., 2012), Idiap
Replay-Attack (Chingovska et al., 2012), MSU-MFSD (Wen
et al., 2015), and OULU-NPU (Boulkenafet et al., 2017)
datasets have been widely used to study the DA-based FAS.
However, these datasets are limited in data scale and attack
types (print and replay) and recorded in controlled indoor sce-
narios. Recently, many new FAS datasets have been released
and there are three major trends in the development of
datasets: (1) large-scale data amount, (2) increasing num-
ber of novel attack types and complex recording conditions,
and (3) multiple modalities. For example, CASIA-SURF
3DMask (Yu et al., 2020) is the first FAS dataset considering
outdoor scenes with challenging lighting and it includes three
mask decorations (i.e., masks with/without hair and glasses)
recorded under six environmental conditions. CASIA-SURF
HiFiMask (Liu et al., 2022) dataset contains more than
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50,000 videos and it includes 3D mask attacks with three
kinds of materials (transparent, plaster, and resin) recorded
under six lighting conditions and six indoor/outdoor scenes.
And Surveillance High-Fidelity Mask (Fang et al., 2024)
dataset is captured under 40 surveillance scenes, and it
has 232 3D attacks (high-fidelity masks), 200 2D attacks
(posters, portraits, and screens), and 2 adversarial attacks.
Besides, CASIA-SURF (Zhang et al., 2019) and CASIA-
SURF Cross-ethnicity Face Anti-spoofing (CeFA) (Liu et al.,
2021) datasets contain 3 modalities, i.e., RGB, Depth and IR.

Yu et al. (2020) proposed a Neural Architecture Search

(NAS)-based approach for FAS. They presented Domain/Type-

aware Meta-NAS for leveraging cross-domain/type knowl-
edge for robust searching to improve the transferability of
NAS across datasets and unknown attack types. Liu et al.
(2022) proposed a training method for supervised FAS tasks,
i.e., contrasting context-aware learning framework, which
accurately utilizes the rich context information (e.g., sub-
jects, mask material, and illumination) between live face and
high-fidelity mask attack pairs. Fang et al. (2024) proposed a
Contrastive Quality-Invariance Learning network to mitigate
the performance degradation of FAS methods caused by low-
quality images in surveillance scenarios. These works have
better FAS performance in single dataset scenarios, but have
weak generalization ability and cannot effectively solve the
DA-based 3D attack FAS. In this paper, we will study the DA-
based FAS method dealing with both 2D and 3D attacks, and
generalize it to open-set DA in which there are new types of
attacks in the target domain that are different from the source
domains.

2.2 Optimal Transport Based Domain Adaptation

The optimal transport problem is first introduced by the
French mathematician Gaspard Monge in the middle of the
19th century as a way to find a minimal-effort solution to
the transport of a given mass of dirt into a given hole.
Kantorovich (2006) extended the Monge problem from the
viewpoint of transport mapping to transportation plan. Later,
new computational strategies have been proposed and make
it possible to be used for the problem of DA (Courty et al.,
2016, 2017; Damodaran et al., 2018). The core of optimal
transport theory applied to the DA problem lies in learning
the transformation between domains. In particular, Courty et
al. (2016) proposed aregularized unsupervised optimal trans-
port model to align the feature representations of source and
target domains. They proposed two regularization schemes
to encode the class structure in the source domain while esti-
mating the transportation plan, thus reinforcing the intuition
that the samples of the same class must undergo similar trans-
formations. Subsequently, Courty et al. (2017) proposed to
minimize the optimal transportation loss between the joint
distribution of the source domain and the estimated joint
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distribution of the target domain. Later, this method was
extended to deep learning frameworks (Damodaran et al.,
2018) where the feature embedding is simultaneously esti-
mated with the classifier by using an efficient stochastic
optimization procedure. An important aspect of joint dis-
tribution optimal transport is that the optimization problem
involves the joint distribution of both feature embeddings
and sample labels, and the simultaneous use of feature and
label information is the basis of most generalization bounds
(Courty et al., 2017).

2.3 Multi-source Domain Adaptation

For the multi-source DA problem, Yishay et al. (2009)
pointed out that learning a weighted combination of mul-
tiple source distributions can be better generalized to the
target domain under a certain theoretical guarantee. Judy et
al. (2018) proposed an algorithm for distribution-weighted
combinatorial solutions based on square loss and cross-
entropy loss to solve the multi-source DA problem. Recently,
many deep learning networks designed specifically for multi-
source domains have been proposed to solve the multi-source
DA problem. Peng et al. (2019) proposed a multiple source
domain adaptive moment matching network (M3SDA),
which aims to transfer knowledge learned from multiple
labeled source domains to an unlabeled target domain by
dynamically aligning the moments of feature distributions.
Zhao et al. (2018) proposed the Multi-Source Domain Adver-
sarial Network (MDAN), which approaches the DA problem
by optimizing the task-adaptive generalization bounds. Wen
et al. (2020) pointed out that in order to achieve the opti-
mal generalization upper bound for the target domain, a
trade-off is needed between including all source domains
to increase the number of valid samples and excluding
less relevant domains to avoid negative transfer. Based on
this theory, they proposed a domain aggregation network
(DARN), which dynamically adjusts the weights of each
source domain during the end-to-end training process. Xu
et al. (2018) proposed a deep cocktail network (DCTN) to
solve the problem of domain and category transfer between
multiple sources. Kang et al. (2020) proposed the Contrast
Adaptive Network (CAN), which optimizes a new met-
ric, i.e. the contrast domain variance, explicitly modeling
intra-class domain variance and inter-class domain vari-
ance. Besides, they utilized the weighting of the inversed
classification loss of intra-domain samples as the domain
weights for network updates. Li et al. (2021) proposed a
multiple-source contribution learning network (MSCLDA)
by considering source contributions when predicting a target
task. This method can simultaneously learn the similarity
and diversity of domains by extracting multi-view features
and utilizes a metric based on MMD as the domain weights.
Zhao et al. (2020) proposed a multi-source distillation net-
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work (MDDA), which not only considers different distances
between multiple sources and targets but also investigates
the different similarities between source samples and target
samples. A metric based on the optimal transport distance is
used as the domain weights. Most of these multi-source DA
methods are based on feature distributions when measuring
the discrepancy between source and target distributions, and
these methods are not capable of adaptively adjusting source
domain weights. In contrast to the above methods, Turrisi et
al. (2022) exploited the diversity of source distributions by
adjusting the weights of different source joint distributions to
fit the target task, which aims to simultaneously find the opti-
mal transport-based alignment between the source and target
joint distributions, as well as the reweighting of the source
distributions based on the transportation loss. Inspired by
Turrisi et al. (2022), this paper adopts the idea of joint distri-
bution optimal transport to solve the problem of single-source
and multi-source DA-based cross-scenario FAS. To the best
of our knowledge, this is the first work that uses the idea
of weighted joint distribution optimal transport to solve the
cross-scenario FAS.

3 Proposed Method

In this paper, we propose a weighted joint distribution optimal
transport method for multi-source DA-based FAS (WJDOT-
FAS). As shown in Fig. 2, the training phase of the proposed
method consists of three modules, namely joint distribution

estimation, joint distribution optimal transport, and domain
weight optimization. In particular, given the labeled facial
samples from K source domains and the unlabeled samples
from the target domain, we first estimate the joint distribu-
tions of both samples’ features and labels (or pseudo labels)
for each domain by using a pre-trained feature extractor
and a randomly initialized classifier. Then, the cost matri-
ces between the joint distributions of each source domain and
the target domain are computed by using a weighted distance
metric of both feature space and label space. Once the cost
matrices are estimated, we can compute the optimal trans-
portation mappings from the joint distributions of each source
domain and the target domain by solving Lp-L1 optimal
transport problems. These optimal transportation mappings
can map the joint distributions of each source domain and
the target domain to a new common space, in which their
domain discrepancies can be well-aligned. Considering that
different source domains have different contributions to the
target domain, domain weights are defined for each source
domain, and these weights can be solved by solving a convex
optimization problem related to the loss functions of differ-
ent source domains, target domain, as well as the optimal
transportation losses from each source domain to the target
domain. Meanwhile, the parameters of the feature extractor
and the classifier are also updated, and the learnable param-
eters and the computations of the three modules are updated
alternatively. Once the feature extractor and classifier have
been well-trained, they are used to predict the sample labels
of the target domain in the testing phase. More details of the
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Fig. 2 An overview of the proposed weighted joint distribution opti-
mal transport method for multi-source DA-based cross-scenario FAS
(WIDOT-FAS). The training phase of this method consists of three mod-
ules: joint distribution estimation, joint distribution optimal transport,
and domain weight optimization. The joint distributions are determined
by the feature extractor gg, and the classifier fp,. Transportation map-

pings ¥, -, and domain weights wy are alternately updated by aligning
the joint distributions of each source domain and the target domain.
Once the parameters of gg, and fp, have been well trained, they are
used to predict the sample labels of the target domain in the testing
phase
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proposed method will be introduced in the following para-
graphs.

3.1 Joint Distribution Estimation

The aim of the joint distribution estimation module is to
estimate the joint distributions of each source domain and
the target domain. The joint distribution is defined in the
product space of the sample feature space and sample label
space. Given the labeled source data Dy, = {x;k‘ , y‘;" };l:k: '
(k = 1,...,K, K is the number of source domains) and
unlabeled target data D, = {x;}j': \» where ng, and n
denote the sample numbers of the k-th source domain and
the target domain. Our joint distribution estimation mod-
ule is composed of two parts: a feature extraction function
(g : X - Z < R?) which maps the given facial samples
from both source domains and the target domain into their
feature space, and a classifier (f : Z2 - Y C Rz) which
maps the sample features into their label space. The sample
features of the k-th source domain and the target domain can
be denoted as {zfi‘}?,jkzl, ie. {g(xls,’:)}:l:"zl and {z;.}';;l, ie.
{ g(xt])}';’:1 respectively. Suppose we define ug, and p; as
the marginal feature distributions of the k-th source domain
and the target domain, since the facial samples are in dis-
crete form, we consider the empirical versions of g, and pi,

which can be defined in the following forms:

. 1
s = — D . M
Ny i 'k
=Y @)
MUt = n, - z;a

where § s and 8¢ are the Dirac functions at points zf: e R4
iy J

and zz. € R? respectively.

Following above notations, we assume there exit two dis-
tinct joint probability distributions Ps, = (2%, y% )5 ~ g
and P, = (zt , f (zt)) P whose empirical versions can be
defined in the following forms:

75 = —_— (S S Sk o 3
T ng le: 2 Yig @
A 1
p=—Ys , 4
CT o L () @

where § ;,fy:,lf and 813 S are the Dirac functions at points

(ZZ‘ , y;f) € R9t2 and (z; f(z;)) € RY*2 respectively.

In particular, we use a pre-trained ResNet-18 CNN (or
Transformer) backbone to extract the deep features of the
given facial samples and use a randomly initialized classi-

fier to compute pseudo labels. The joint distributions of the
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source samples are estimated by using the sample features
extracted by the feature extractor and the true labels; while
the joint distribution of the target samples is estimated by
using the sample features extracted by the feature extractor
and the pseudo-labels computed by the classifier.

3.2 Joint Distribution Optimal Transport
3.2.1 Cost Matrix Computation

Optimal transport (OT) (Cédric et al., 2008) is an efficient
way of seeking to transform one distribution into another
for a given cost function. It can be used for computing
Wasserstein distance between probability distributions. For-
mally, OT searches a transportation mapping y € (P, 7
between two distributions 755 and 75, which yields a minimal
displacement cost. In a discrete setting (both distributions are
empirical), the Wasserstein distance between 755 and 75t cal-
culated by the OT method can be expressed in the following
form:

WP, P)= min_ (y.C)r. )
yell(Ps,Pr)

Here, (-, -) F is the Frobenius matrix norm, C € R"s*" is the
cost matrix representing the pairwise costs of the joint dis-
tributions of source domain samples and the target domain
samples. (P, P;) describes the space of joint probability
distributions of source and target domains and p is the trans-
portation mapping which is a matrix of size ng X n;.

Joint distribution optimal transport is applied to our
method, which is reflected in the definition of the cost matrix
C. The underlying idea is to align the joint distributions of
features and labels from source and target domains instead of
only considering the marginal distributions of features. Next,
we will illustrate how to calculate C under joint distributions
in the case where only one source domain is available. The
cost matrix C associated with the product space of features
and labels can be expressed as the gap between the joint dis-
tributions of the source and target domains, that is:

C 24P, P, (6)

Specifically, the element of the i-th row and j-th column
in C can be expressed as a joint cost measure of costs in
the feature and label spaces of the i-th source sample and
Jj-th target sample, combining both the gap between sample
features and the discrepancy between sample labels (pseudo
labels for the target domain). According to Damodaran et al.
(2018), the specific form of C;; is defined as follows:

Cij £ c(g(x)). y)s g(xh). £(g(x))
=1 g(x}) — g(x}) I* +BLcE(y], £ (2(x"))).
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where || g(x!) — g(x ) |> compares the compatibility of
the features for source and target samples and it is a Z%
distance; while Lcg (], f(g(x'))) is a cross-entropy loss,
which considers the gap between the true label of the i-th
source sample and the pseudo label of the j-th target sam-
ple. Parameter f is a scalar value weighing the strength of
label cost relative to feature cost. The definition of C;; in
Eq. (7) guarantees that our optimal transport is defined under
the joint distribution setting. If we only consider aligning the
marginal distributions of source and target domain features,
then C;; =| g(x}) — g(x’/.) |2, i.e. the basic form of the cost
matrix in OT.

3.2.2 Transportation Mapping Computation

In this section, we will introduce how to compute the trans-
portation mapping y, considering the case of single-source
DA. As shown in Eq (5), OT searches a transportatlon map-
ping y € H(Py, Pt) between two distributions 77v and Pt,
where T(P;, P;) can be expressed mathematically in the
following form:

M(P. P = {y € RYY"*"|

R . (®)

yln, = ps» )’Tlm = P[}7
where 1, and 1,, are the n, and n,-dimension vectors of
ones. With the definition of C;; in Eq. (7), we can compute
the transportation mapping based on the following equation:

Yo = argmin (y.C)p. ©)
yell(Ps,Pr)

Equation (9) is a linear programming problem and can
be solved by the network simplex algorithm, but solving it
becomes difficult when the sample size is large. To solve
this problem more efficiently, the entropy regularized version
of the above optimal transport problem is proposed (Chin-
govska et al., 2012) and can be formulated as follows:

argmin (y, C)p + 2Q.(y), (10)
yel(P,, Py

A)L_
Yo =

where Q.(y) = Zi’j y (i, j)logy (i, j) computes the nega-
tive entropy of p. This regularization is introduced because
Y0 as a solution of the linear program, most of the elements
are zero, and thus a smoother version of the transport can be
found by increasing the entropy, thus reducing its sparsity.
In particular, )75‘ can be solved by using Sinkhorn algorithm
(Cuturi et al., 2013).

Further, we resort to a class regularization term to estimate
a better transport using the source sample label information.
Our goal is to penalize the coupling of matching source sam-
ples with different labels to the same target sample. Thereby,

the new optimization problem can be written in the following
form:

Po= argmin (y,C)p +aQe(y) +nQ (), (1D
yEH(PS,Pr)

where n > 0 and Q.(-) is the class regularization term.
In this work, we use group sparse regularization with the
aim of making a given target sample receive masses from
source samples with the same label. This regularization term
is defined as:

Qe(y) = ZZ Iy (et DI (12)

J

where ||-||; denotes the /; norm and /; contains the indices
of rows in p related to source domain samples of class cl.
So, y (1, j) is a vector containing coefficients of the j-th
column of y associated to class cl. In our case, c/ stands
for real or fake. This regularization term is called the Lp-L1
regularization term (here, p = 1/2) (Courty et al., 2014),
and the problem can be transformed into Eq. (10) when the
maximization minimization technique is applied on the Lp-
L1 parametrization and can be solved by using an efficient
Sinkhorn-Knopp algorithm (Courty et al., 2016).

Equations (9), (10) and (11) are called EMD solver,
Sinkhorn solver and Lp-L1 solver respectively. After calcu-
lating the optimal transportation mapping, the Wasserstein
distance between the source and target domain distributions
is obtained according to Eq. (5). By computing the trans-
portation mapping under joint distribution optimal transport,
samples with similar features and common labels can be
matched in the common product space, resulting in better
discrimination.

3.3 Domain Weight Optimization

To solve the multi-source DA-based FAS, the weighing of
each source domain is an important factor for the general-
ization ability of the final classifier on the target domain. We
propose to assign adaptively updated weights to each source
domain based on the Wasserstein distances between the joint
distributions of each source domain and the target domain.
Besides, for the FAS classification problem, these weights
can be computed by solving a convex optimization problem
related to the Wasserstein distances (optimal transportation
losses) between the joint distributions of each source domain
and the target domain and the classification losses of different
source domains.

The Wasserstein distances (optimal transportation losses)
between the joint distributions of each source domain and
the target domain can be computed by solving the optimal
transport problems in Eq. (5). It can measure the degree of
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the joint distribution alignment between the source and target
domains. It’s not difficult to see that the better the distribu-
tions are aligned, the better the generalization effect on the
target domain. Specifically, we first compute the cost matri-
ces of the joint distributions between each source domain
and the target domain samples by Eq. (7). Then, the optimal
transportation mappings of the joint distributions from each
source domain to the target domain are computed by Eq.
(11). Finally, the Wasserstein distances (optimal transporta-
tion losses) between the joint distributions can be computed.
The Wasserstein distance (optimal transportation loss) from
the k-th source domain to the target domain is defined as:

A Sk
w—ZZ Pitals(

) vitig(xh), f(g(x}))). (13)

Moreover, to better utilize the source domain informa-
tion to train the final classifier, we employ the adaptive
cross-entropy (AdaCE) loss (Jia et al., 2021) to measure the
classification error of the classifier for each source domain.
AdaCE loss is defined by adjusting the weight of the cross-
entropy loss adaptively based on the classification accuracy.
For the k-th source domain, it can be defined as follows:

L,

o S 1)
(1= e—ECE(y;-,?f(g(x;-Z‘))))a. a9

Lee(yifs f(g(x))),

where LcE (-, -) is the cross-entropy loss, and « is a hyper-
parameter. For the i-th sample of the k-th source domain,
Lcr(, ) is defined as:

9) = —yiloe(f (). (9

To further refine the parameters of the FAS classifier, we
feed the unlabeled target domain data to the classifier and
refer to the entropy loss proposed in Jia et al. (2021), which
is expressed as follows:

=7,Zf

CCE(Yff, flg(x

logf( ( )) (16)

Once the optimal transportation loss functions from dif-
ferent source domains to the target domain, the classification
loss functions related to different source domains as well as
the entropy loss function related to the target domain have
been defined, we can compute the domain weights and update
the network parameters of both feature extractor and classi-
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fier by solving the following convex optimization problem:

(80 7D wf™V) = argmin Ligrar, (17)
(n) f(n) (n>
Liotal = Y wi(Ly + ML) + 2L, (18)

k

where A1 and A; are the trade-off parameters, and wy denotes
the domain weight related to k-th source domain.

The domain weights are continuously updated together
with the network parameters. Then, the updated networks
are used for the joint distribution estimation of source and
target domains again, further for the joint distribution optimal
transport, and finally the domain weight optimization. That’s
to say, the three modules are alternated learned, and updated.
Once the network parameters of the feature extractor and
classifier have been well-trained, they are used to predict
the sample labels of the target domain in the testing phase.
The whole training process of the proposed weighted joint
distribution optimal transport method for multi-source DA-
based FAS is shown in Algorithm 1. It is worth noting that if
only one source domain is available, wy always equals 1.

Algorithm 1 Weighted joint distribution optimal transport

method for multi-source DA-based FAS

Require: Source data Dy, ,k = 1,---, K; target data D;, hyper-
parameters A, r] B, A1, M.

1: Initial w( ) = % » barameters of gé(l)) and f, (?) ;
2: repeat )
3: Sample mini-batches x * from D; o and x from Dy;

4 Compute features gel)(x“) and ggl)(x ),

5:  Compute labels fezn)(g(")(xsk)) and f, ")(g(”)(xﬁ));
6:  Fix g(") and f ™ compute €™ by equation (6);
7 Compute y“(nﬂ) by equation (11);

8

9

Fix "Ak(VlJr ) (n)

: Vi, , update g(") fe, »and w,i") by equation (17);
: until convergence

4 Experimental Results
4.1 Datasets

To evaluate the effectiveness of the proposed WIDOT-FAS
method for multi-source DA based FAS, we conducted exper-
iments on four public datasets with only 2D attack types,
namely CASIA-FASD (Zhang et al., 2012), Idiap Replay-
Attack (Chingovska et al., 2012), MSU-MFSD (Wen et al.,
2015) and OULU-NPU (Boulkenafet et al., 2017). For sim-
plicity, they are denoted as C, I, M, and O in the following.
Besides, we also conducted experiments on three large-scale
public datasets with 3D attack types, namely CASIA-SURF
3DMask (Yu et al., 2020), CASIA-SURF HiFiMask (Liu et
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(a) CASIA-FASD

(b) OULU-NPU

Fig.3 Examples of the real (the first row) and fake (the second row) face
from CASIA-FASD (Zhang et al., 2012), OULU-NPU (Boulkenafet et
al., 2017), CASIA-SURF HiFiMask (Liu et al., 2022) and Surveillance
High-Fidelity Mask (Fang et al., 2024) databases. It is easy to find that

al., 2022) and Surveillance High-Fidelity Mask (Fang et al.,
2024). For simplicity, they are denoted as 3DMask, HiFi-
Mask, and SuHiFiMask in the following. In addition, we also
demonstrated the effectiveness of our WIDOT-FAS method
for open-set DA by using datasets containing only 2D attack
types as the source domains and a dataset containing 3D
attack types as the target domain.

The CASIA-FASD (Zhang et al., 2012) dataset consists of
600 videos of real and attack attempts of 50 different sub-
jects. There are three different image qualities in the dataset:
low, normal, and high, which are captured with three different
cameras (a Sony NEX-5 camera with 1280x 720 resolution
and two different USB cameras with 640x480 resolution).
The face attacks include: distorted photo attacks, cut photo
attacks, and video attacks. The Idiap Replay-Attack (Chin-
govska et al., 2012) dataset consists of 1200 videos of real
and attack attempts on 50 different subjects. The camera
on the MacBook is used to collect the dataset with a res-
olution of 320 x 240 under two conditions: (i) a control
condition with a uniform background and fluorescent lights;
and (ii) an unfavorable condition with a non-uniform back-
ground and daylight. Three types of deceptive attacks are
designed: print attack, mobile attack, and high definition
attack. The MSU-MFSD (Wen et al., 2015) dataset consists
of 440 videos from 55 subjects. The face videos are taken
by two types of cameras (MacBook Air camera and Google
Nexus 5 Android phone camera). The resolutions are 640 x
480 and 720 x 480. There are mainly two different spoofing
attacks, the print photo attack and the replay video attack.
The Oulu-NPU (Boulkenafet et al., 2017) dataset consists of
4950 real and attack videos from 55 subjects. These videos
are recorded with the front cameras of 6 mobile devices (Sam-
sung Galaxy S6 edge, HTC Desire EYE, MEIZU X5, ASUS
Zenfone Selfie, Sony XPERIA C5 Ultra Dual and OPPO N3).
There are three different lighting conditions and background
scenes. The types of presentation attacks are printing and

(c) CASIA-SURF HiFiMask

(d) SuHiFiMask

there exists a large inter-domain gap, such as the lighting, background,
and types of attack, which results in significant distribution discrepan-
cies among different datasets

video replay. These attacks are created using two printers
and two display devices.

The CASIA-SURF 3DMask (Yu et al., 2020) dataset con-
tains 288 real face videos and 864 mask videos from 48
subjects. Six conditions are used for data collection, includ-
ing normal, back-light, front-light, side-light, outdoor in
shadow, and outdoor in sunlight. 3D masks of 48 subjects are
collected by 3D printing technology. In addition to the use
of naive masks, two more realistic decorative situations (i.e.,
masks with/without hair and glasses) are considered. The
CASIA-SURF HiFiMask (Liu et al., 2022) dataset consists
of 75 subjects, and each subject provides high-fidelity plas-
ter, resin, and transparent masks. Six different environments,
six directional illuminations, and seven recording sensors are
applied to the dataset. A total of 54,600 videos (13,650 live
videos, 40,950 mask videos) are available in the dataset. The
Surveillance High-Fidelity Mask (Fang et al., 2024) dataset
is captured in 40 real-life surveillance scenarios, such as
movie theaters, security gates, and parking lots, represent-
ing a wide range of face recognition scenarios. It includes
101 participants of different ages and genders who perform
various natural activities in their daily lives. In addition, the
dataset contains multiple types of spoofing attacks such as
high-fidelity masks, 2D attacks, and adversarial attacks.

In general, there are differences in acquisition devices,
acquisition conditions, and attack types for different datasets,
which leads to discrepancies among domains; in addition,
each dataset is collected by multiple acquisition devices and
the attack types are diverse, which leads to a situation where
samples of the same label within the dataset are distant
from each other, so inter-domain joint distribution metric
becomes inevitable. Figure 3 shows some examples of real
and fake facial samples in these datasets. It is easy to see that
there exists a large inter-domain gap, such as the lighting,
background, and types of attack, which results in significant
distribution discrepancies among different datasets.
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4.2 Experimental Settings and Implementation
Details

In this paper, we perform experiments on 2D and 3D attack
datasets under single- and multi-source domain settings for
(open-set) DA. We set up three protocols under single- and
multi-source domain settings, respectively.

Under the single-source domain setting:

e Cross-dataset testing on 2D attack datasets (2D—2D).
We follow the protocols of (Wang et al., 2021; Jia et al.,
2021), in which one of the I, C, and M datasets is used
as the source domain and the other dataset as the target
domain, so there are six sets of experiments. We use the
Half Total Error Rate (HTER) (half of the summation
of false acceptance rate and false rejection rate) as the
evaluation metric. We first compute the Equal Error Rate
(EER) and the corresponding threshold on the develop-
ment set and then utilize the threshold to calculate the
HTER on the testing set.

e Cross-dataset testing on 2D attack datasets (2D—2D).
One of the 3DMask and HiFiMask datasets is used as the
source domain and the other dataset as the target domain.
We use the HTER and the Area Under the Curve (AUC)
as the evaluation metrics.

e Cross-dataset testing for open-set DA (2D—3D). One
of the C and I datasets is used as the source domain and
the SuHiFiMask dataset as the target domain. We also
use the HTER and AUC as the evaluation metrics.

Under the multi-source domain setting:

e Cross-dataset testing on 2D attack datasets (2D—2D).
We follow the protocols of (Zhou et al., 2022; Liu et al.,
2022), in which three of the four datasets are used as
source domains and the remaining one as target domain,
so there are four sets of experiments. The HTER and AUC
are used as the evaluation metrics.

e Cross-dataset testing on 3D attack datasets (3D— 3D).
Two of the 3DMask, HiFiMask, and SuHiFiMask datasets
are used as the source domains, and the other dataset as
the target domain. We use the HTER and AUC as the
evaluation metrics.

e Cross-dataset testing for open-set DA (2D—3D). The
C and I datasets are used as the source domains and one
of the 3DMask, HiFiMask, and SuHiFiMask datasets is
used as the target domain. We also use the HTER and
AUC as the evaluation metrics.

In our experiments, we use the MTCNN algorithm (Zhang
et al., 2016) for face detection and alignment. We imple-
mented our WIDOT-FAS method on the PyTorch platform

@ Springer

and utilized the ResNet-18 (He et al., 2016) and Vision Trans-
former (ViT) (Touvron et al., 2021)) pre-trained on ImageNet
as our backbones. All detected face images are normalized to
256 x 256 x 3 and for the ResNet-18 backbone, we further
resize them to 224 x 224 x 3. The network structures of
our feature extractor and classifier are the same as (Jia et al.,
2021) under ResNet-18 backbone and the same as (Liu et al.,
2022) under ViT backbone. Specifically, the feature extractor
outputs 512-dimensional features used for optimal transport.
Both our JDOT-FAS-ResNet18 and JDOT-FAS-ViT models
(including feature extractor and classifier) were trained by
using the Adam optimizer with momentum of le-4 under the
single-source DA setting. Besides, under the multi-source
DA setting, our WIDOT-FAS-ResNet18 model was trained
by using the Adam optimizer with momentum of 0.06 and
weight decay of 2e-4, and our WIDOT-FAS-ViT model was
trained by using the Adam optimizer with momentum of le-
4. For both source and target domains, mini-batch sizes of
ng = n; = 120 for ResNet-18 and n;, = n; = 60 for
ViT were used, and trained on a single NVIDIA RTX 3090
GPU. The weights of each source domain were also trained
by using the Adam optimizer with a momentum of 0.006.
The hyperparameters A, n, B, A1, A2, and « are set to 0.1,
0.1,0.1, 5, 0.1, and 2 respectively.

4.3 Comparisons with the State-of-the-Art Methods
4.3.1 Single-source DA Setting

To verify the effectiveness of our JDOT-FAS method under
the single-source DA setting, we first compare it with the
state-of-the-art FAS methods on the C, I, and M datasets
with only 2D attack types. The methods we compare can be
divided into three categories: traditional DA methods, includ-
ing ADDA (Tzeng et al., 2017), DRCN (Ghifary et al., 2016)
and DupGAN (Hu et al., 2018), DA based generalized FAS
methods, including Lietal. (2018), ADA (Wangetal., 2019),
UDA (Wang et al., 2021) and USDAN-Un (Jia et al., 2021),
and some novel self-designed DA based deep learning FAS
methods, including OCKD (Li et al., 2022), GDA (Zhou
et al., 2022), SFDA-FAS (Liu et al., 2022), and CDFTN-
R (Yue et al., 2022). The traditional DA methods generally
judge a fake or real face by using a simple FC layer-based
classifier optimized with cross-entropy loss. The DA-based
generalized FAS methods are mainly based on Maximum
Mean Discrepancy (MMD) (Li et al., 2018) and adversarial
learning methods (Jia et al., 2021; Wang et al., 2019, 2021).
The self-designed DA-based deep learning FAS methods are
mainly based on some novel deep learning frameworks such
as teacher-student learning (Li et al., 2022), generative DA
(Zhou et al., 2022), contrastive learning (Liu et al., 2022), and
disentangled representation learning (Yue et al., 2022). As
shown in Table 1, in general, the DA-based generalized FAS
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Table 1 Comparison results
(HTER (%)) between the

proposed method and the
state-of-the-art methods for
cross-dataset testing under the
single-source DA setting on the
C, I, and M datasets

Methods C—1 C—>M 1I-C I-M M—C M—1 Average
ADDA (Tzeng et al., 2017) 41.8 36.6 49.8 35.1 39.0 352 39.58
DRCN (Ghifary et al., 2016) 44.4 27.6 48.9 42.0 28.9 36.8 38.10
DupGAN (Hu et al., 2018) 424 334 46.5 36.2 27.1 354 36.83
Li et al. (2018) 39.2 14.3 26.3 332 10.1 333 26.10
ADA (Wang et al., 2019) 17.5 9.3 41.5 30.5 17.7 5.1 20.27
UDA (Wang et al., 2021) 15.6 9.0 342 29.0 16.8 3.0 17.93
USDAN-Un (Jia et al., 2021) 16.0 9.2 30.2 25.8 13.3 34 16.30
OCKD (Li et al., 2022) 35 15.0 31.9 20.8 26.7 29.0 21.15
GDA (Zhou et al., 2022) 15.1 58 29.7 20.8 12.2 2.5 14.40
SFDA-FAS (Liu et al., 2022) 11.5 10.4 19.6 24.1 10.0 3.7 13.20
CDFTN-R (Yue et al., 2022) 5.4 144 8.7 129 13.5 5.6 10.08
JDOT-FAS-ResNet18 9.9 8.3 27.0 129 6.1 0.0 10.70
JDOT-FAS-ViT 33 54 24.4 58 44 0.5 7.30

The best and the second best values are given in bold

methods perform better than traditional DA methods and the
novel self-designed DA-based deep learning FAS methods
obtain optimal performance. Our JDOT-FAS method belongs
to the second category of the above methods and achieves
the best average performance among all the DA-based FAS
methods under ViT backbone, reducing the HTER by 2.78%
compared to state-of-the-art DA method CDFTN-R (Yue et
al., 2022). Our JDOT-FAS-ResNet18 model also has signifi-
cant advantages over methods that also belong to the second
category, reducing the HTER by more than 5.6%. The possi-
ble reason is that our method introduces label (pseudo-label)
distance into the measure of distribution discrepancy by flex-
ibly defining the cost matrix so that the labels can be taken
into account when aligning the source and target distribu-
tions. For other DA-based FAS methods, the distributions
are defined in the feature space, ignoring the role of source
sample labels as well as target sample pseudo-labels in dis-
tribution alignment. In particular, the feature extractors of
the methods (Wang et al., 2019, 2021) are non-parameter
shared, while we use a parameter-shared feature extractor
and classifier that map both source data and target data to
a shared common product space, thus facilitating the search
for a domain-invariant product space of features and labels
that is more generalizable. Overall, our JDOT-FAS method
achieves competitive results under the single-source DA set-
ting.

Besides, we verify the effectiveness of our JDOT-FAS
method under the single-source DA setting on the 3DMask
and HiFiMask datasets with 3D attacks. As shown in Table 2,
under both ResNet-18 and ViT frameworks, the effect of our
JDOT-FAS method is improved compared to the baseline
methods, and the effectiveness of our method is superior to
the methods in Liu et al. (2022) because they lack the use of
information about the target domain samples in the training

process. In addition, for the 3D attack datasets, the features
extracted using ResNet-18 are more capable of capturing the
real and fake information in the face images, and the features
are more conducive to the correct classification of the sam-
ples in the target domain after the joint distribution optimal
transportation mapping. Therefore, our JDOT-FAS method
not only has better generalization ability for the DA-based
FAS with 2D attacks but also can achieve cross-scenario gen-
eralization for the DA-based FAS with 3D attacks.

In addition, to verify the effectiveness of our JDOT-FAS
method under the open-set single-source DA setting, we
choose the C or I dataset as the source domain which has
only 2D attack types, and use the SuHiFiMask dataset with
2D, 3D, and adversarial attacks as the target domain. As
shown in Table 3, under both ResNet-18 and ViT frameworks,
the effect of our JDOT-FAS method is improved compared
to the baseline methods and outperforms the experimental
results under all the backbones in Fang et al. (2024). The
improvement is more obvious under the ViT framework,
with the average HTER reduced by 11.55% and the average
AUC improved by 13.4%. This indicates that our JDOT-FAS
method is also effective for the open-set DA problem with
novel attacks in the target domain, i.e., for the case where
the distribution discrepancy between the source and target
domains is large, our proposed optimal transportation loss
of joint distribution can reduce the domain discrepancy to a
certain extent, and improve the classification accuracy on the
target domain with novel attacks.

4.3.2 Multi-source DA Setting
To verify the effectiveness of our WIDOT-FAS method under

the multi-source DA setting, we first compare it with the
state-of-the-art FAS methods on the C, I, M, and O datasets
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Table 2 Comparison results (HTER (%) and AUC (%)) between the proposed method and the state-of-the-art methods for cross-dataset testing

under the single-source DA setting on the 3DMask and HiFiMask datasets

HiFiMask— 3DMask 3DMask— HiFiMask Average
Methods HTER AUC HTER AUC HTER AUC
ResNet50 w/ CCL (Liu et al., 2022) 254 82.0 - - - -
CDCN w/ CCL (Liu et al., 2022) 14.0 93.3 - - - -
Aux.(Depth) w/ CCL (Liu et al., 2022) 16.3 90.7 - - - -
Baseline-ResNet18 14.6 91.1 34.8 70.8 24.70 80.95
Baseline-ViT 25.7 83.8 374 67.1 31.55 75.20
JDOT-FAS-ResNet18 6.7 98.5 251 84.0 15.90 91.25
JDOT-FAS-ViT 11.1 97.0 283 78.0 19.70 87.50
The best and the second best values are given in bold
ZEZIZ; CR;;ZS:;)] t(s) f(g;}fnzs(?g the C— SuHiFiMask I— SuHiFiMask Average
SuHiFiMask dataset with the C Methods HTER AUC HTER AUC HTER AUC
or I dataset as the source domain
under the single-source DA ResNet18 (Fang et al., 2024) 445 - 42.1 - 43.30 -
setting ViT (Fang et al., 2024) 42.8 - 45.9 - 44.35 -
CDCN (Fang et al., 2024) 45.9 - 41.4 - 43.65 -
AUX.(Depth) (Fang et al., 2024) 43.8 - 39.6 - 41.70 -
Baseline-ResNet18 475 54.0 477 52.1 47.60 53.05
Baseline-ViT 45.0 57.3 46.6 55.3 45.80 56.30
JDOT-FAS-ResNet18 35.0 63.3 37.0 65.1 36.00 64.20
JDOT-FAS-ViT 331 72.3 354 67.1 34.25 69.70

The best and the second best values are given in bold

with only 2D attack types. The methods we compare can
be divided into three categories: DG-based FAS methods
(Jia et al., 2020; Wang et al., 2022; Liu et al., 2022; Wang
et al., 2022; Zhou et al., 2023; Liu et al., 2023; Long et
al., 2023), source-free DA-based FAS methods (Liu et al.,
2022; Li et al., 2018; Wang et al., 2020; He et al., 2020;
Liang et al., 2020; Yang et al., 2021a,b; LV et al., 2021;
Wang et al., 2021) and unsupervised DA-based FAS meth-
ods (Wang et al., 2021; Zhou et al., 2022; Wang et al., 2019;
Quan et al., 2021). As shown in Tables 4 and 5. The DG-
based FAS methods are trained without the involvement of
target data in the training process. The source-free DA-based
FAS methods use the source data for model pre-training and
then fine-tune the source domain pre-trained model using
the target data, which makes the source-free DA methods
take into account the discrepancy between the source and
target domains and use meta-learning, contrastive learning,
etc. methods to reduce the domain discrepancy. However,
most of the source-free DA methods lack the full utilization
of source domain information in the alignment of source and
target domains. The unsupervised DA-based FAS methods
are the most effective methods to reduce domain discrepancy,
which align the distributions of source and target domains in
the training process. They are based on adversarial learning
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(Wang et al., 2019, 2021), cross-domain image generation
(Zhou et al., 2022) and progressive migration learning (Quan
et al., 2021) methods. Our WIDOT-FAS method belongs to
the category of unsupervised DA-based FAS methods and it
outperforms all the DG-based FAS methods and most of the
source-free DA-based FAS methods due to its full utiliza-
tion of target data information. Besides, our WIDOT-FAS
method achieves the best average performance among unsu-
pervised DA methods of the same category. In particular, our
WIDOT-FAS-ResNet18 model reduces the average HTER
by more than 1.74% and improves the average AUC by more
than 0.13% and our WIDOT-FAS-ViT model reduces the
average HTER by more than 2.51% and improves the aver-
age AUC by more than 0.36%. The possible reasons are as
follows, first, other methods only consider the discrepancy in
feature distributions, and ignore the effect of image labels. In
contrast, we consider the alignment of the joint distributions
of features and labels between domains, therefore the target
domain classification effect is improved. Second, they treat
different source domains uniformly, i.e., each source domain
has the same domain weight, which means the target domain
can not adaptively choose the source domain that is easier to
align in the training process. In contrast, we make more effec-
tive use of the source domain information by setting domain
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Table 4 Comparison results (HTER (%)) between the proposed method and the state-of-the-art methods for multi-source domain cross-dataset

testing on the O, C, I, and M datasets

Methods 0&C& 1- M O0&M& I— C O0&C&M— 1 [&C&M— O Average
SSDG (Jia et al., 2020) 7.4 104 11.7 15.6 11.29
PatchNet (Wang et al., 2022) 7.1 11.3 13.4 11.8 10.90
CIFAS (Liu et al., 2022) 6.0 10.7 8.5 132 9.57
SSAN (Wang et al., 2022) 6.7 10.0 8.9 13.7 9.82
TADG (Zhou et al., 2023) 5.4 8.7 10.6 8.9 8.40
SA-FAS (Liu et al., 2023) 6.0 8.8 6.6 10.0 7.83
DSCI (Long et al., 2023) 5.5 8.0 5.7 12.6 7.95
AdapBN (Li et al., 2018) 20.5 345 27.7 28.2 27.73
FTTA (Wang et al., 2020) 20.1 35.0 27.2 28.3 27.65
SDAN (He et al., 2020) 17.7 25.9 282 329 26.18
SHOT (Liang et al., 2020) 15.0 20.1 40.2 253 25.15
G-SFDA (Yang et al., 2021a) 375 38.9 32.6 40.4 37.35
NRC (Yang et al., 2021b) 15.0 47.8 22.1 26.6 27.88
DIPE-FAS (LV et al., 2021) 18.2 255 20 17.5 20.30
SDA-FAS (Wang et al., 2021) 15.4 245 15.6 23.1 19.65
SFDA-FAS (Liu et al., 2022) 5.0 24 2.6 51 3.77
ADA (Wang et al., 2019) 16.9 242 23.1 25.6 22.45
UDA (Wang et al., 2021) 16.1 222 22.7 24.7 21.43
GDA (Zhou et al., 2022) 9.2 12.2 10.0 144 11.45
PTL-FAS (Quan et al., 2021) 7.8£1.21 4.0+0.81 10.4£1.86 14.240.98 9.11£1.22
WIDOT-FAS-ResNet18 5.0 1.7 10.1 7.8 6.15
WIDOT-FAS-ViT 5.0 2.8 91 4.6 5.38

The best and the second best values are given in bold

weights that can be updated, which is an important reason
that improves the effectiveness of cross-dataset testing for
the multi-source DA-based FAS with 2D attacks.

Besides, we verify the effectiveness of our WJDOT-
FAS method under the multi-source DA setting on the
3DMask, HiFiMask, and SuHiFiMask datasets with 3D
attacks. As shown in Tables 6 and 7, under both ResNet-18
and ViT frameworks, the effect of our WIDOT-FAS method
is improved compared to the baseline methods. Specifically,
under the ResNet-18 framework, the average HTER (AUC)
of our WIDOT-FAS method decreases (improves) by 6.07%
(8.53%) compared to the baseline method, and under the ViT
framework, the average HTER (AUC) of our WIDOT-FAS
method decreases (improves) by 6.6% (4.23%) compared to
the baseline method. As in the case of single-source DA,
using the ResNet-18 network is more capable of capturing
the real and fake information of 3D attack datasets. In addi-
tion, the generalization effect is best on the 3DMask dataset
due to the fact that the 3D masks in the 3DMask dataset are
better discriminated compared to the other two 3D attack
datasets, and the 3DMask dataset is captured in a simpler
acquisition environment. Overall, our WIDOT-FAS method

can achieve cross-scenario generalization for DA-based FAS
with 3D attacks.

In addition, to verify the effectiveness of our WJDOT-
FAS method under the open-set multi-source DA setting, we
choose the C and I datasets as source domains which have
only 2D attack types and use the 3DMask, HiFiMask, or
SuHiFiMask dataset with 3D attacks as the target domain.
As shown in Table 8, under both ResNet-18 and ViT frame-
works, the effect of our WIDOT-FAS method is improved
compared to the baseline methods under the open-set multi-
source DA setting. The improvement is more obvious under
the C&I—3DMask setting, as the 3DMask dataset has a
minor distribution discrepancy with the convex combina-
tion of the C and I relative to the other two datasets. The
experimental results show that our WIDOT-FAS method is
also effective for the open-set multi-source DA problem with
novel attacks in the target domain which can reduce the large
distributional discrepancy between the convex combination
of the source distributions and the target distribution by com-
puting the optimal transportation mappings. The weights of
each source domain can be adaptively selected according to
the classification loss and the optimal transportation loss,
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Table 5 Comparison results (AUC (%)) between the proposed method and the state-of-the-art methods for multi-source domain cross-dataset

testing on the O, C, I, and M datasets

Methods 0&C&l— M O0&M&I—C 0&C&M—1 [&C&M—O Average
SSDG (Jia et al., 2020) 97.2 95.9 96.6 91.5 95.31
PatchNet (Wang et al., 2022) 97.9 94.9 89.6 93.7 94.01
CIFAS (Liu et al., 2022) 96.3 95.3 97.2 934 95.58
SSAN (Wang et al., 2022) 98.8 96.7 96.8 93.6 96.46
IADG (Zhou et al., 2023) 98.2 96.4 94.5 97.1 96.57
SA-FAS (Liu et al., 2023) 96.6 95.4 97.5 96.2 96.42
DSCI (Long et al., 2023) 97.4 97.5 98.4 94.6 96.98
AdapBN (Li et al., 2018) 88.0 72.0 80.3 80.8 80.28
FTTA (Wang et al., 2020) 88.0 71.2 79.6 80.7 79.88
SDAN (He et al., 2020) 90.0 81.3 84.2 75.0 82.63
SHOT (Liang et al., 2020) 87.6 84.3 57.8 78.2 76.98
G-SFDA (Yang et al., 2021a) 67.8 67.2 73.6 63.7 68.08
NRC (Yang et al., 2021b) 87.4 524 82.3 78.8 75.23
SDA-FAS (Wang et al., 2021) 91.8 84.4 90.1 84.3 87.65
SFDA-FAS (Liu et al., 2022) 98.0 99.7 99.5 99.0 99.04
GDA (Zhou et al., 2022) 98.0 93.0 96.0 92.6 94.90
PTL-FAS (Quan et al., 2021) 97.7+1.09 99.0+0.77 97.2+1.04 93.7+0.75 96.864+0.91
WIDOT-FAS-ResNet18 99.1 99.8 95.7 97.0 97.90
WIDOT-FAS-ViT 97.0 99.5 96.9 99.1 98.13
The best and the second best values are given in bold
Table 6 Results (HTER (%)) for multi-source domain cross-dataset testing on the 3DMask, HiFiMask, and SuHiFiMask datasets
Methods HiFiMask&SuHiFiMask 3DMask&SuHiFiMask 3DMask&HiFiMask Average
—3DMask — HiFiMask — SuHiFiMask
Baseline-ResNet18 10.2 38.2 38.6 29.00
Baseline-ViT 18.4 424 41.7 34.17
WIDOT-FAS-ResNet18 5.0 30.1 337 2293
WIDOT-FAS-ViT 12.6 359 342 27.57

The best and the second best values are given in bold

which ultimately improves the classification of the models
under the open-set multi-source DA setting.

4.4 Ablation Study
4.4.1 Effectiveness of the Joint Distribution Estimation

Tables 9 and 10 illustrate the advantages of the joint distribu-
tion estimation of features and labels (notated as JDOT-FAS
or WIDOT-FAS) over the marginal distribution estimation
of features (notated as MDOT-FAS or WMDOT-FAS) for
the target domain discrimination. It can be seen that JDOT-
FAS (or WIDOT-FAS) performs better than MDOT-FAS (or
WMDOT-FAS) in the target domain. Specifically, under the
single-source domain setting, JDOT-FAS has a 6.48% lower
average HTER than MDOT-FAS; under the multi-source
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domain setting, WIDOT-FAS has a 1.8% lower average
HTER and a 0.72% higher average AUC than WMDOT-
FAS. This is because optimal transport methods based on
joint distributions can achieve alignment of feature distribu-
tions of the samples with the same label (pseudo label) in the
product space of features and labels, instead of considering
only alignment of marginal distributions within the feature
space. Therefore, the process of joint distribution alignment
between the source and target domains not only allows the
target domain to better learn the source domain label infor-
mation but also allows the target domain to better utilize the
information provided by the pseudo-labels, thus achieving
more accurate classification results.

To further illustrate the contribution of joint distribution
optimal transport-based method to pseudo-labels accuracy
improvement, we plot the best HTER variation curves over
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Table 7 Results (AUC (%)) for multi-source domain cross-dataset testing on the 3DMask, HiFiMask, and SuHiFiMask datasets

Methods HiFiMask&SuHiFiMask 3DMask&SuHiFiMask 3DMask&HiFiMask Average
—3DMask — HiFiMask — SuHiFiMask

Baseline-ResNet18 90.4 67.3 66.0 74.57

Baseline-ViT 90.7 60.6 61.6 70.97

WIDOT-FAS-ResNet18 98.7 771 73.5 83.10

WIDOT-FAS-ViT 94.5 66.3 64.8 75.20

The best and the second best values are given in bold

Table 8 Results (HTER (%) and AUC (%)) of testings on the 3DMask, HiFiMask, and SuHiFiMask datasets with the C and I datasets as the source

domains under the multi-source DA setting

Cé&Il—3DMask C&l— HiFiMask C&I— SuHiFiMask Average
Methods HTER AUC HTER AUC HTER AUC HTER AUC
Baseline-ResNet18 31.0 78.5 41.6 61.5 47.5 53.7 40.03 64.50
Baseline-ViT 39.5 64.9 477 54.1 46.5 55.3 44.57 58.10
WIDOT-FAS-ResNet18 17.3 92.5 33.6 714 374 74.1 29.43 79.33
WIDOT-FAS-ViT 17.4 86.8 39.4 60.2 36.8 65.7 31.20 70.90
The best and the second best values are given in bold
Table 9 Evaluations (HTER Methods 1 C—>M 1-C =M M—C M1 Average
(%)) of optimal transport
methods based on marginal and  \ipOT.RAS 162 12,5 38.0 25 12.6 13 17.18
joint distributions under the
single-source DA setting JDOT-FAS 929 83 27.0 129 6.1 0.0 10.70
The best and the second best values are given in bold
Table 10 Evaluations (HTER
(%) and AUC (%)) of optimal 0&C&I—M O&M&I—C 0&C&M—1 1&C&M—O Average
transport methods based on Methods HTER AUC HTER AUC HTER AUC HTER AUC HTER AUC
marginal and joint distributions
under the multi-source DA WMDOT-FAS 7.9 98.8 3.9 99.4 10.6 94.4 9.4 96.1 7.95 97.18
setting WIDOT-FAS 5.0 99.1 1.7 99.8 10.1 95.7 78 97.0 6.15 97.90
The best and the second best values are given in bold
03 Best HTER curve Best HTER curve
.35
—— MDbOT 0.1751 —— WMDOT
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Fig.4 Best HTER curves under the C—M (a) and O&M&I— C (b) settings. The red lines indicate the optimal transport methods based on marginal

distributions, and the blue lines indicate the optimal transport methods based on joint distributions
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Fig.6 The t-SNE embeddings of samples for optimal transport methods based on weighted marginal distribution and weighted joint distribution

under the O&M&I— C setting

the validation sets during the training process under the
single- and multi-source DA settings in Fig.4. As can be
seen from the decreasing best HTER curves in both figures,
both the marginal and joint distribution optimal transport-
based methods can improve the accuracy of target domain
pseudo-labels. Both methods continuously update the trans-
portation mappings that minimize the transportation losses
s0 as to align the source and target domain distributions and
improve the accuracy of sample estimations in the target
domain during the training processes. In addition, we observe
that the models trained with joint distribution-based opti-
mal transport methods make the best HTER curves decrease
faster than the marginal distribution-based optimal transport
methods and eventually drop to lower points, i.e. the final
best HTER value drops from 13.69% to 2.38% under the
single-source DA setting and from 1.39% to 0.83% under
the multi-source DA setting. This is because the discrepan-
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cies between the source and target domain distributions can
be more accurately characterized based on the joint distribu-
tions, and thus the transportation mapping solved using the
cost matrix based on the joint distribution can align the source
and target domain distributions faster and more accurately in
the process of minimizing the optimal transportation loss.
Figures 5 and 6 show the t-SNE (Maaten et al., 2008) visu-
alizations of the source and target domains, which are learned
by MDOT-FAS and JDOT-FAS methods under the single-
source DA setting, and WMDOT-FAS and WJDOT-FAS
methods under the multi-source DA setting, respectively. It
can be seen that, for MDOT-FAS and WMDOT-FAS, most
of the samples in the target domain are far from the classi-
fication boundary, making it easier to distinguish between
real and fake faces but there are still a small number of
fake faces mixed into the real faces from the source domains
in the target domain at the classification boundary. Thus,
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Table 11 Evaluations (HTER

(%)) of different loss functions Losses C—1 C—>M I-C I-M M—C M—1 Average
for training under the L 334 32,9 53.1 31.2 15.4 19.1 30.85
single-source DA setting
Ls+ XLy 32.6 20.8 51.9 30.0 14.1 16.7 27.68
Ls+ MLy + ALy 9.9 83 27.0 129 6.1 0.0 10.70
The best and the second best values are given in bold
Table 12 Evaluations (HTER (%) and AUC (%)) of different loss functions for training under the multi-source DA setting
0&C&I—-M O&M&I—C 0&C&M—1 1&C&M—O Average
Losses HTER AUC HTER AUC HTER AUC HTER AUC HTER AUC
> wi Ly, 12.1 93.0 19.8 82.2 21.9 87.8 27.7 71.5 20.38 85.13
k
S wk Ly + ALy 9.6 97.4 5.7 98.8 11.0 92.3 12.6 95.8 9.73 96.08
k
99.1 1.7 99.8 10.1 95.7 7.8 97.0 6.15 97.90

Y wi(Ly + M Lgr) +32L 5.0
k

The best and the second best values are given in bold

Table 13 Evaluations (HTER (%)) of the hyperparameter 8 under the
single-source DA setting

B C-»I C->M I-»C I-M M—C M-I Average
2 250 121 335 133 8.1 0.0 15.33
1 244 92 289 133 75 0.0 13.88
0.5 159 87 306 75 6.5 0.0 11.53
01 99 83 270 129 61 0.0 10.70
005 168 108 335 104 8.1 0.0 13.27
0.01 121 108 350 133 8.3 0.0 13.25

The best and the second best values are given in bold

MDOT-FAS and WMDOT-FAS methods have some effect
on reducing the discrepancy of domain distributions, but
the generalization performance still needs to be improved.
For JDOT-FAS and WJDOT-FAS, all fake samples in the
source and target domains are concentrated in the lower-left
region or in the upper-right region, while all real samples
are concentrated in the upper-right region or in the lower-
left region, which means that JDOT-FAS and WIDOT-FAS
play a greater role in reducing the domain distribution dis-
crepancies compared to MDOT-FAS and WMDOT-FAS. The
joint distribution-based optimal transport methods further
achieve the minimum intra-class discrepancy and maximum
inter-class discrepancy by introducing labels into the domain
discrepancy metric. Therefore, joint distribution-based opti-
mal transport methods have stronger discriminative power
and better generalization ability by seeking domain-invariant
product space.

4.4.2 Effectiveness of the Optimal Transportation Loss

Tables 11 and 12 show the experimental results for each
added loss function under the single- and multi-source DA
settings, respectively. Three types of models are trained for
comparisons, i.e., the models trained with source domain
classification loss (source domains weighted classification
loss), the models trained with source domain classifica-
tion loss (source domains weighted classification loss) and
target domain entropy loss, and the models trained with
source domain classification loss (source domains weighted
classification loss), target domain entropy loss and joint
distribution optimal transportation loss (weighted joint distri-
bution optimal transportation loss). It can be seen that the test
performances under the single- and multi-source DA settings
improve with the addition of each loss function and the joint
distribution optimal transportation loss plays a larger role
under the single-source domain setting, which reduces the
average HTER by 16.98%.The entropy loss allows the clas-
sifier to directly access unlabeled target data and adaptively
adjust its parameters to further adapt to the distribution of the
target domain. The joint distribution optimal transportation
loss (weighted joint distribution optimal transportation loss)
feeds back the distribution discrepancy during transportation
into the update of network parameters. This enables the net-
work to train the feature extractor and classifier that make the
joint distributions of source and target domains closer to each
other. We measure the discrepancy between the joint distri-
butions of source domains and the target domain with the
help of the Wasserstein distance, which enables a continuous
transformation of the distributions, i.e., we are able to find
the optimal transportation mappings that transform the joint
distributions of source domains and the target domain into
a common product space while preserving the geometrical
characteristics of the distributions. The comparison results
verify that each loss function of our proposed method con-
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Table 14 Evaluations (HTER

(%)) of three different Solvers C—1 C—->M I-C I-M M—C M—1 Average

transportation mapping solvers EMD 205 12.9 345 75 93 5.4 15.02

under the single-source DA .

setting Sinkhorn 18.2 13.8 30.6 16.5 6.5 3.6 14.87
Lp-L1 9.9 83 27.0 12.9 6.1 0.0 10.70

The best and the second best values are given in bold

tributes to performance improvement and all loss functions
interact with each other to finally achieve the best results.

4.5 Discussion
4.5.1 Influences of the Cost Matrix Computation

In Eq. (7), we generalize the definition of cost matrix in the
marginal distribution optimal transport method as the dis-
tance between features in the source and target domains to the
weighting of features and labels distances in the joint distri-
bution optimal transport method and achieve the alignment of
the joint distributions of source and target domain samples by
flexibly defining C. Table 13 shows the experimental results
under different values of 8. We conduct experiments under
the single-source DA setting, and the experimental results
show that the average effect is best when 8 = 0.1, so it can
be seen that the label cost plays a key role in the total cost
matrix to measure the distance of the joint distribution, and
the appropriate ratio of feature cost to label cost can make
the total cost matrix play a more effective role in aligning the
joint distribution of the source and target domains, so that the
samples in the target domain can achieve better classification
effect.

4.5.2 Influences of the Transportation Mapping
Computation

There are three types of solvers that can be used to solve for
the transportation mapping, i.e. EMD solver (Eq. 9), sinkhorn
solver (Eq. 10) and Lp-L1 solver (Eq. 11). Table 14 shows
the experimental results of the target domain test samples
with different transportation mapping solvers during train-
ing under the single-source DA setting. It can be seen that
five of the six experiments achieve the best test results using
the Lp-L1 solver. This is because the transportation map-
ping solution without regularization in Eq. (9) is a linear
programming problem, which makes most of the elements of
the transportation mapping matrix solved based on the EMD
solver to be 0, resulting in a higher sparsity of the transporta-
tion mapping matrix and an unsmooth solution. In contrast,
the sinkhorn solver (Eq. 10) with entropy regularization can
find a smoother version of the transport, thus reducing the
sparsity of the transportation mapping matrix. Lp-L1 solver
(Eq. 11) makes the target samples receive masses only from
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source samples with the same label over the smooth trans-
port version. This can further constrain the transportation
mapping to transport between samples with the same label
in the source and target domains, on the basis of using the
joint distribution to define the cost matrix.

4.5.3 Influences of the Domain Weight Optimization

In Table 15, we summarize three categories of domain-
weighting strategies for comparison, including using the
same weights for each domain, non-learnable weighting
strategies based on the distances and optimization-based
weighting strategies by using different optimizers. Non-
learnable weighting strategies based on distances include
classification loss-based (Kang et al., 2020), optimal trans-
port distance-based (Zhao et al., 2020), and MMD based
(Li et al., 2021) weighting strategies. Optimization-based
weighting strategies include SGD (Saad D, 1998), AdaGrad
(Duchi et al., 2011), and Adam (Kingma et al., 2014) algo-
rithms. As can be seen from the comparison results, using
the same domain weight for all source domains is equiva-
lent to stitching all source samples into a source distribution
and using joint distribution optimal transport on the result-
ing distribution. This equal treatment of each source domain
is not conducive to the model learning the convex com-
bination of source domains that are best adapted to the
target domain, therefore using the same weights for each
domain is poorly tested on the target domain. In addition,
the optimal transport distance (Wasserstein distance) based
weighting strategy outperforms the MMD-based weighting
strategy, and the classification loss-based weighting strat-
egy is the worst of these three distances-based weighting
strategies. This further indicates that the optimal transport
distance is a more accurate measure of similarity between
domains and that the combination of source domains adapted
to the target domain can be better learned with the opti-
mal transport distance-based weighting strategy. Finally,
optimization-based weighting strategies by using different
optimizers obtain the best average results of the three cat-
egories of methods. This is due to the optimization-based
weighting strategies allowing for more flexible optimization
of domain weights based on the classification performance
and transportation performance of each source domain. Mod-
els trained with the Adam algorithm achieve the best average
test results on the target domain among these three optimiza-
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Table 15 Evaluations (HTER (%) and AUC (%)) of domain weight optimization under the multi-source DA setting

0&C&I—M 0&M&I—C 0&C&M—1 1&C&M—0 Average

Methods HTER  AUC HTER  AUC HTER  AUC HTER  AUC HTER  AUC
wp = 1/K 11.3 98.1 2.8 99.7 113 90.7 9.9 95.2 8.83 95.93
we o< 1/Lg, 5.8 97.8 5.7 973 11.6 91.1 12.4 94.1 8.88 95.08
wy o e Chet/? 5.4 97.4 2.6 99.8 115 92.1 10.4 96.4 7.48 96.43
wp < J/MMDx, x) 7.9 97.1 33 100.0 11.4 93.3 10.6 94.8 8.30 96.30
optimize with SGD 7.9 98.1 33 99.2 11.3 94.8 8.5 96.4 775 97.13
optimize with AdaGrad 5.8 99,1 3.1 99.8 115 93.1 9.9 95.2 7.58 96.80
optimize with Adam 5.0 99,1 17 99.8 10.1 957 7.8 97.0 6.15 97.90

The best and the second best values are given in bold

tion algorithms due to it determines the parameters update
using the first-order moment estimation of the stochastic gra-
dient and determines the adaptive learning rate using the
second-order moment estimation of the stochastic gradient.
Besides, the Adam algorithm corrects the bias of the first-
order moment and second-order moment estimation, which
avoids the oscillation during the optimization of the SGD
algorithm as well as the low optimization efficiency of the
AdaGrad algorithm in the later stage of the optimization pro-
cess. Overall, the Adam algorithm can better learn the convex
combination of source domain distributions that is closest to
the target domain distribution. Therefore, we finally choose
the Adam algorithm as the domain-weighting strategy.

5 Conclusions and Future Work

In this paper, we introduce a weighted joint distribution
optimal transport framework to solve the cross-scenario
problem in FAS, which is applicable in both single- and
multi-source DA scenarios. This framework can be divided
into three parts: joint distribution estimation, joint distri-
bution optimal transport, and domain weight optimization.
We compute the optimal transportation mappings from each
source domain and the target domain based on the joint
distribution cost matrices, and optimize the feature represen-
tation, label estimation, and domain weights simultaneously
using the weighted optimal transportation loss, weighted
source domain classification loss, and the target domain
entropy loss. To validate the effectiveness of our method
under both single- and multi-source DA settings, we have
done extensive experiments on four public FAS datasets
with only 2D attacks and three large-scale FAS datasets with
3D attacks. The experimental results show that our method
achieves state-of-the-art results in all three protocols under
the single-source setting, and under the multi-source setting,
our method outperforms most multi-source DA methods.
However, there is still room for performance improvement

under the O&C&M—1 setting. In future work, we will
design the optimal transport framework applicable to domain
generalization-based and Multi-modal FAS.
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