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Abstract

The Kalman Filter based on uniform assumption has been a crucial motion estimation module in trackers. However, it
has limitations in non-uniform motion modeling and computational efficiency when applied to large-scale object tracking
scenarios. To address these issues, we propose a novel Parallel Kalman Filter (PKF), which simplifies conventional state
variables to reduces computational load and enable effective non-uniform modeling. Within PKF, we propose a non-uniform
formulation which models non-uniform motion as uniform motion by transforming the time interval At from a constant into
a variable related to displacement, and incorporate a deceleration strategy into the control-input model of the formulation
to tackle the escape problem in Multi-Object Tracking (MOT); an innovative parallel computation method is also proposed,
which transposes the computation graph of PKF from the matrix to the quadratic form, significantly reducing the computational
load and facilitating parallel computation between distinct tracklets via CUDA, thus making the time consumption of PKF
independent of the input tracklet scale, i.e., O(1). Based on PKF, we introduce Fast, the first fully GPU-based tracker
paradigm, which significantly enhances tracking efficiency in large-scale object tracking scenarios; and FastTrack, the MOT
system composed of Fast and a general detector, offering high efficiency and generality. Within FastTrack, Fast only requires
bounding boxes with scores and class ids for a single association during one iteration, and introduces innovative GPU-based
tracking modules, such as an efficient GPU 2D-array data structure for tracklet management, a novel cost matrix implemented
in CUDA for automatic association priority determination, a new association metric called HloU, and the first implementation
of the Auction Algorithm in CUDA for the asymmetric assignment problem. Experiments show that the average time per
iteration of PKF on a GTX 1080Ti is only 0.2 ms; Fast can achieve a real-time efficiency of 250FPS on a GTX 1080Ti and
42FPS even on a Jetson AGX Xavier, outperforming conventional CPU-based trackers. Concurrently, FastTrack demonstrates
state-of-the-art performance on four public benchmarks, specifically MOT17, MOT20, KITTI, and DanceTrack, and attains
the highest speed in large-scale tracking scenarios of MOT?20.
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1 Introduction

Communicated by Svetlana Lazebnik.

Multi-Object Tracking (MOT) predominantly follows the
tracking-by-detection paradigm. An MOT system typically
comprises a general detector (Renetal.,2015; Geetal.,2021)
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limitations in motion modeling and computational efficiency
when applied to MOT.

Concerning motion modeling, the KF assumes uniform
object motion, which is unsuitable for various motion pat-
terns in general tracking scenes? as shown in Fig. 1. Although
Extended KF (Smith et al., 1962) and Unscented KF (Julier
& Uhlmann, 1997) were introduced to handle non-uniform
motions of Taylor approximations, they are computationally
complex and cannot estimate arbitrary non-uniform motion,
such as the highly random motions of dancers in stage scenes.
Additionally, the KF is sensitive to noise, leading to the
escape problem (Cao et al., 2022). When an object is lost, its
bounding box, continuously predicted by KF without obser-
vation information supervision, rapidly escapes along the
current velocity direction, making it difficult to retrace. For
example, in Fig. 1, when an object is lost at a certain circu-
lar point, the box predicted by KF rapidly escapes along the
velocity direction.

Concerning computational efficiency, each tracklet is rep-
resented using a distinct KF, and all KFs are updated in a
sequential manner. This process leads to a linear rise in time
consumption of all KFs proportional to the count of input
tracklets. This computational expense corresponds to a time
complexity of O(n), where n denotes the total number of
tracklets. Such substantial resource allocation weakens track-
ing efficiency, especially in scenarios of large-scale object
tracking. For example, the CPU-based tracking algorithm
OCSORT (Cao et al., 2022), despite improving the KF to
attain state-of-the-art performance, falls short in terms of
computational efficiency. As a result, OCSORT experiences
nearly a 30 x increase in time consumption when the number
of input tracklets increases from 6 (as in KITTI) to 139 (as
in MOT?20), as illustrated in Fig. 2. Thus, an optimal tracker
must strike a balance between tracking precision and com-
putational efficiency.

To address these issues, we introduce a novel Paral-
lel Kalman Filter (PKF) that models non-uniform motion
while achieving a time complexity of O(1). In modeling,
the importance of a suitable set of state variables for the
KF cannot be understated. Therefore, we revise the conven-
tional eight-tuple state variables and replace them with a more
simplified four-tuple state variable set, which focuses specif-
ically on the 2D coordinates of the object center along with
their corresponding velocities. This simplification reduces
computational load and aligns more appropriately with the
assumption of adjacent frame approximation of objects, thus
enabling effective modeling of non-uniform motion. Tak-

2 The term “general tracking scene” refers to one of the most common
cases of MOT, i.e., scenes containing people or vehicles captured by
handheld or fixed cameras. For this study’s convenience, it is equivalent
to the set of MOT17 (Milan et al., 2016), MOT20 (Dendorfer et al.,
2020), KITTI (Geiger et al., 2013), and DanceTrack (Sun et al., 2021)
in this paper.
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Fig. 1 TIllustration of object trajectories in typical tracking scenarios.
Four prevalent motion patterns are displayed: Low-speed, High-speed,
Static, and Non-linear. The bold colored lines represent the central coor-
dinate trajectories of the objects, while the black arrow lines indicate
the direction of the object’s velocity at specific circular points
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Fig. 2 Efficiency and HOTA comparisons between our method and
other CPU&motion-based trackers across various benchmarks. The
number in parentheses represents the average number of tracklets per
frame for the respective test set. In the case of KITTI, the two scores
correspond to HOTA for Car and Pedestrian categories, respectively

ing cues from the fundamental motion equation V = S/T,
we propose a unique state transfer formulation, called the
non-uniform formulation, based on the simplified state vari-
ables. It models non-uniform motion as uniform motion by
transforming the time interval Ar from a constant into a
variable related to displacement. Moreover, to address the
escape problem, we incorporate a deceleration strategy into
the control-input model of our proposed formulation. In com-
putation, reducing the computational load and increasing
parallel computation are the two main approaches to improv-
ing computational efficiency. By simplifying state variables
and adhering to the strict matrix representation of our non-
uniform formulation, we introduce an innovative parallel
computation method. This method transposes the compu-
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tation graph of PKF from the matrix to the quadratic form,
significantly reducing the computational load and facilitating
parallel computation between distinct tracklets via CUDA.
Consequently, the time consumption of the PKF becomes
independent of the input tracklet scale, i.e., O(1). Over-
all, within the scope of PKF, the simplified state variables
serve as the cornerstone for both modeling and computation.
The design of the non-uniform formulation facilitates paral-
lel computing, and the practical implementation of parallel
computing significantly accelerates the non-uniform formu-
lation across diverse tracklets.

Although PKF can achieve high tracking efficiency
through CUDA acceleration, the other conventional modules
of the tracker remain CPU-based, leading to a bottleneck in
large-scale object tracking. To further improve tracking effi-
ciency in large-scale object tracking scenarios, we introduce
Fast, the first fully GPU-based tracker paradigm, based on
PKF; and FastTrack, the MOT system composed of Fast and
a general detector, offering high efficiency and generality.
Within FastTrack, Fast only requires bounding boxes with
scores and class ids to perform a single association during
one iteration, allowing for enhanced efficiency and general-
ity.

Within Fast, we propose corresponding GPU-based mod-
ules to replace the conventional CPU-based modules. We
innovatively introduce a highly efficient GPU 2D-array data
structure to manage tracklets instead of instances like most
previous works (Zhang et al., 2022; Cao et al., 2022; Bewley
et al., 2016), enabling efficient parallel access. Furthermore,
we propose a novel cost matrix implemented in CUDA, capa-
ble of automatically determining association priorities based
on scores within a single association. This novel cost matrix
also facilitates multi-object and multi-class tracking by sim-
ply shifting all boxes along the x-axis by the distance of
class id times the input image width before calculating the
Intersection over Union (IoU). Additionally, we propose a
new association metric, HloU, to replace IoU when track-
ing pedestrian or traffic scenes. Lastly, we implement the
Auction Algorithm (Bertsekas, 1992a) for the asymmetric
assignment problem using CUDA for the first time, replac-
ing conventional CPU-based linear assignment algorithms
such as the Hungarian Algorithm (Kuhn, 1955) or LAPJV
(Jonker and Volgenant, 1987).

The conducted experiments demonstrate that the average
time per iteration of PKF on GTX 1080Ti is only 0.2 ms
and is independent of the input scale. Based on PKF and
other proposed modules, Fast can achieve a real-time effi-
ciency of 250FPS on GTX 1080Ti and 42FPS even on the
embedded CUDA device Jetson AGX Xavier. The efficiency
is unaffected by the number of tracklets even on the MOT20
dataset with 139 objects per frame on average, which has
never been achieved in conventional CPU-based trackers.
As shown in Fig. 2, Fast is 7x faster than the state-of-the-art

CPU&motion-based tracker OCSORT in large-scale tracking
scenes of MOT20 and obtains the state-of-the-art perfor-
mance on four benchmarks, i.e., MOT17 (Milan et al., 2016),
MOT20 (Dendorfer et al., 2020), KITTI (Geiger et al., 2013),
and DanceTrack (Sun et al., 2021).

In summary, our work presents three significant contribu-
tions:

e We propose a novel Parallel Kalman Filter (PKF) that
models non-uniform motion and achieves a time com-
plexity of O(1). PKF modifies the conventional state
variables, proposes a non-uniform formulation, incorpo-
rates a deceleration strategy to tackle the escape problem,
and leverages a parallel computation method to reduce
computational load.

e We introduce the first fully GPU-based tracker paradigm
called Fast, which greatly improves tracking efficiency in
large-scale object tracking scenarios; and FastTrack, the
MOT system consisting of Fast and a general detector,
allowing for high efficiency and generality. Within Fast-
Track, Fast only requires bounding boxes with scores and
class ids to perform a single association during one iter-
ation.

e We propose innovative GPU-based modules within Fast
to replace conventional CPU-based modules, such as a
highly efficient GPU 2D-array data structure for manag-
ing tracklets, a novel cost matrix implemented in CUDA
for automatic association priority determination, a novel
association metric HIoU, and the first implementation
of the Auction Algorithm via CUDA for the asym-
metric assignment problem. These GPU-based modules
contribute to the real-time efficiency and generality of
FastTrack in large-scale object tracking scenarios.

2 Related Works
2.1 Tracking-by-Detection

Tracking-by-detection has become the dominant paradigm
in the MOT task. This paradigm divides an MOT system
into two separate parts, i.e., the detector and the tracker. In
the basic case, the detector provides the tracker with detec-
tion results (bounding boxes with confidence scores and class
ids) for each video frame, and the tracker uses motion esti-
mation to achieve tracking. In recent years, with the rapid
development of object detection, more general object detec-
tors (Redmon and Farhadi, 2018; Bochkovskiy et al., 2020)
have achieved both high recall and high precision. Conse-
quently, numerous tracking methods (Lu et al., 2020; Peng
et al., 2020; Zhou et al., 2020; Wu et al., 2021; Zhang et al.,
2022) have started utilizing powerful detectors (e.g., Reti-
naNet (Lin et al., 2017), CenterNet (Zhou et al., 2019), or
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YOLOX (Ge et al., 2021) to obtain superior tracking perfor-
mance. It has become a trend to combine high-performance
detectors with concise and generic motion-based trackers
into MOT systems. For instance, SORT (Bewley et al., 2016)
first employed Faster R-CNN (Ren et al., 2015) as its detector
and the Kalman Filter (Kalman, 1960) as its motion estima-
tion module, achieving state-of-the-art performance in 2016
with a simple and efficient tracker. Building on SORT, Byte-
Track (Zhang et al., 2022) achieved state-of-the-art results in
MOT17 and MOT20 by using the advanced detector YOLOX
(Ge et al., 2021). Before ByteTrack (Zhang et al., 2022),
many methods employing RetinaNet or CenterNet opted to
directly filter low score boxes (scores below 0.5) to eliminate
most False Positive (FP) boxes and guarantee tracking per-
formance due to the low precision of detectors at the time.
However, the high recall and precision of YOLOX ensure
that even low score boxes are likely to be True Positive (TP)
boxes. Therefore, ByteTrack achieves state-of-the-art perfor-
mance while ensuring simplicity and efficiency by employing
YOLOX and cascade association based on score. In our
approach, Fast, we take it a step further by exploiting the
score, i.e., by fusing tracklet and detection scores into the
cost matrix to automatically prioritize matches within a sin-
gle association.

In addition, the tracker is essentially a computationally
intensive task, but current trackers are primarily CPU-based
and implemented with object-oriented programming. GPUs
have not been well-explored for tracker implementation
due to the programming gap between GPU and CPU. In
this paper, we propose the first fully GPU-based tracker
paradigm, which significantly improves tracking efficiency
in large-scale object tracking scenarios.

2.2 Kalman Filter

Introduction The Kalman Filter (Bishop et al.,2001) is a clas-
sical motion estimation algorithm consisting of two phases:
prediction and update. In the prediction phase, the KF uses
the previous state to estimate the current state. The update
phase incorporates observations of the current state to pro-
vide a more accurate state estimate.

At each iteration, two variables are maintained for each
tracked object: the state estimate x and its posterior estimated
error covariance matrix P. The prediction phase of the KF
is characterized by the state-transition model F, the control-
input model B with the control vector u, and the covariance
of the process noise Q. The update phase is described by the
observation model H and the covariance of the observation
noise R.

At each time step 7, the KF first predicts the state estimate
X;|;—1 and its covariance matrix P;;_; using the following

@ Springer

equations:
X/—1 = Fix—1 + Byuy, (1a)
Py =FP_F +Q, (1b)

where Eq. 1a models the object motion with a state transfer
formulation.

The KF then updates the state estimate and covariance
matrix based on the observation z, to obtain more accurate
estimates (x; and P;) using the following equations:

S, = Hth,]HtT +R;, (2a)
K, =P, HS ", (2b)
X; = Xr—1 + Ko (zp — Hexgi—1), (2¢)
P, =Py —KSK/, (2d)

where the Kalman gain is denoted by matrix K, and the
system uncertainty is represented by matrix S, which is the
projected P in the measurement space. Additionally, Eq. 2d
can also be expressed as:

P, = (I - KH)Py 1, 3)

where the identity matrix is denoted by I. The corresponding
proof can be found on the following website.>

The uniform motion assumption of the KF is restrictive,
leading to the development of the Extended KF (EKF) (Smith
et al., 1962) and Unscented KF (UKF) (Julier & Uhlmann,
1997) to handle non-uniform motion through first- and third-
order Taylor approximations. However, these methods still
rely on the Gaussian approximation under the KF assump-
tion and cannot accurately estimate arbitrary non-uniform
motions, such as the highly random motion of dancers. Par-
ticle filters (Gustafsson et al., 2002) address non-uniform
motions through sampling-based a posteriori estimation, but
at the cost of exponential computational complexity.
Application In the context of the MOT task, SORT (Bewley
et al., 2016) initially applies the KF to model objects with
uniform motion, assuming that the inter-frame displacements
of each object are approximately equal. DeepSORT (Wojke
etal., 2017) builds on SORT by improving the representation
of x. Subsequently, most of the related works (Wang et al.,
2020; Zhou et al., 2020; Zhang et al., 2021, 2022) directly
employ the same KF used in DeepSORT as their motion
estimation module.

In DeepSORT, the KF’s state estimate x is an eight-tuple,
X =[u,v,y, h,uv,vy, h]T, where (u, v) represents the 2D
coordinates of the object center, y is the box aspect ratio, and

3 robotics.stackexchange.com/questions/15393/the-final-step-in-
kalman-filter-to-correct-update-the-covariance-matrix.
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Fig. 3 IoU statistics on general tracking scenes. The top plot displays the videos from the train sets of MOT17, MOT20, and KITTI; the bottom
plot exhibits the videos from the train set and the validation set of DanceTrack
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h is the box height. The remaining four variables with dots
indicate the corresponding velocities.

DeepSORT and SORT assume uniform motion for all
tracked objects. Consequently, B and u are discarded in
Eq. 1a, and the state-transition model F becomes:

¥, = [I4x4 Atl4><4j| ’ @)
04xa Iyxq

where the time difference Az between two steps is consistent
(1 by default) throughout the iterations. The process noise Q
and the observation noise R are defined as follows:

Q: =diag@h2 ¢ph> 104 ph yh2yh210 0y n?),  (5a)
R, =diag(¢h>, ph®, 1072, ¢ph?), (5b)

where ¢ and i represent the position weight and the velocity
weight, respectively. The observation model H is given by:

H; = [Lixa 04x4] . (6)

Limitations Nevertheless, there are several issues with the
aforementioned KF application.

First, the variables y and /& should not be incorporated
into the state estimate x. Due to the assumption that dis-
placements of objects in adjacent frames are similar, y and &
should remain constant between adjacent frames and should
not exhibit uniform motion. To adhere to this assumption, y
and & need to be excluded from the state estimation.

Second, the matrix F can only predict objects based on uni-
form motion, which is unsuitable for most motion patterns,
particularly for non-linear objects with significant impact,
such as dancers in DanceTrack.

Third, KF is sensitive to noise and thus susceptible to the
escape problem when the tracked object is lost. Initially, KF
operates as a predict-update loop, where the update phase
is employed to supervise the predicted state estimate to cor-
rect noise. When the tracked object is lost, KF only executes
the prediction phase, leading to continuous amplification of
noise (visualized by the rapid escape of the predicted box)
and making it challenging to retrace. Recently, OCSORT
(Cao et al., 2022) introduced the Observation-centric Online
Smoothing strategy to mitigate noise accumulation in KF due
to a lack of observations when a lost object is retraced. How-
ever, this strategy does not enhance the probability of objects
being retraced and is not GPU-friendly.

Fourth, KF is computationally demanding, with a time
complexity of O (n), which implies that its efficiency drasti-
cally declines as the number of tracked objects increases.

In this paper, we present the Parallel Kalman Filter to
address these limitations.

@ Springer

Table 1 Basic information about four benchmarks

Dataset MOT17 MOT20 DanceTrack KITTI
Videos 14 8 100 50
Splits 777 4/4 40/20/40 21/29
Avg. len. (s) 354 66.8 52.9 38.2
Total len. (s) 463 535 5292 1910
FPS 30 25 20 10
Total images 11,235 13,410 105,855 19,103

MOT17, MOT20, and KITTI divide their videos into train/test sets,
while DanceTrack separates them into train/validation/test sets. The
ground truth for all test sets is not provided

2.3 Association

Association is also a core aspect of the MOT task, which
primarily involves calculating a cost matrix between track-
lets and detections, and then matching them based on the
cost matrix. Among all the cues, position information is the
most generic. In contrast to appearance or feature infor-
mation, it can be directly obtained from a general object
detector without the need for additional feature extraction
networks or modifications to the original detection network.
As aresult, numerous methods (Bewley et al., 2016; Wojke et
al., 2017; Zhang et al., 2022) utilize IoU to compute the cost
matrix. Following the cost matrix calculation, tracklets and
detections are matched using an assignment strategy. This
can be achieved through classical linear assignment problem
solutions such as the Hungarian Algorithm (Kuhn, 1955) or
LAPJV (Jonker and Volgenant, 1987). For instance, SORT
employs the Hungarian Algorithm for single association;
DeepSORT (Wojke et al., 2017) uses the Hungarian Algo-
rithm for cascade association; ByteTrack utilizes LAPJV for
cascade association. However, both the Hungarian Algorithm
and LAPJV are CPU-based implementations. To implement
a fully GPU-based tracker, we introduce another classical
solution to the linear assignment problem called the Auction
Algorithm (Bertsekas, 1992a), which can be implemented
on a GPU. In this paper, we successfully leverage CUDA to
implement the Auction Algorithm and utilize it as the assign-
ment strategy for our tracker paradigm.

3 Numerical Statistics

To address the modeling issues of KF, we conduct statisti-
cal analyses of general tracking scenarios to elucidate the
characteristics of object motion and summarize priors.

For the sake of convenience, four benchmarks are selected
for our study, namely, MOT17 (Milan et al., 2016), MOT20
(Dendorfer et al., 2020), KITTI (Geiger et al., 2013), and
DanceTrack (Sun et al., 2021), with the corresponding infor-
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mation presented in Table 1. MOT17 and MOT20 comprise
pedestrian scenes. MOT17 contains a relatively small number
of videos and scenes compared to the other datasets, while
MOT?20 increases the density of pedestrians and empha-
sizes occlusions between them. The pedestrian movements
in MOT17 and MOT20 are quite regular (low-speed and
nearly uniform), and they maintain distinguishable appear-
ances. DanceTrack includes a large number of stage scenes.
The similar-looking dancers in these stages move chaoti-
cally, and their movements differ significantly from frame
to frame, posing considerable challenges for modeling non-
uniform motion. KITTI is among the first large-scale MOT
datasets for traffic scenes, focusing on tracking high-speed
cars and pedestrians. In this section, we perform statistical
analyses on the ground truths of the above four benchmark
datasets, including the train sets of MOT17, MOT20, KITTI,
and DanceTrack, as well as the validation set of DanceTrack.

3.1 Trajectory Overlap

As illustrated in Fig. 3, we count the IoU of the same trajec-
tory in adjacent frames. We find that for low-speed objects
(mostly in MOT17/20 and DanceTrack), the majority of IoU
distributions lie between 0.7 and 1, indicating that low-speed
objects can be easily associated between frames even with-
out estimation. For high-speed objects (cars or pedestrians
in KITTI), the uniform motion modeling of KF is crucial for
their tracking because they predominantly exhibit near-linear
motion, as demonstrated by the upper right car in Fig. 1.

Modeling non-uniform motion while maintaining the sim-
plicity of KF’s state transfer formulation is challenging
because we cannot predict the object’s motion pattern in
advance or express the object’s motion pattern in a mathe-
matical formulation. However, based on the aforementioned
IoU statistics, we can suppress KF’s predicted displacement
by determining whether the object is moving at low speed,
thereby achieving non-uniform motion modeling.

Hence, the prior derived from Trajectory Overlap is that,
compared to high-speed objects, low-speed objects exhibit
denser IoU distributions with high scores in adjacent frames.
This demonstrates that when tracking low-speed objects, KF
does not need to perform aggressive state estimation because
the probability of high overlap between the current state and
the observed state is high. Conversely, KF needs to perform
aggressive state estimation to increase the overlap probability
with the observation for tracking high-speed objects.

3.2 Height and Width Ratio

As depicted in Fig. 4, we count the ratio of height and width
of the same trajectory in adjacent frames. The calculation

s s

T A, A, Ay T

Fig.5 Illustration of the concept of adaptive Ar. The relative stability
of the velocity V is achieved by combining At with the displacement
S,ie, T =8/V

S,

Aty Aty At

formula is as follows:

min(Xeyr, X
R _ ( Ccur next) (7)

,
max(Xeur, Xnext)

where R denotes the height/width ratio and x.,,/Xex; rep-
resent the height/width of the same trajectory in the current
and next frames. It is evident that, compared to dancers in
DanceTrack, pedestrians and cars in MOT17/20 and KITTI
exhibit stronger height invariance (ratio distribution between
0.7 and 1) than width invariance (ratio distribution between
1 and 0.4). This implies that we can enhance the accuracy
of the tracker by introducing a height invariance prior in the
tracker design.

Therefore, the prior from Height & Width Ratio is that
pedestrians and cars between adjacent frames exhibit strong
height invariance, demonstrating that when the height ratio
of two cars or pedestrians is small (e.g., less than 0.7), there
is a high probability that these two objects do not belong to
the same trajectory.

4 Proposed Methods
4.1 Parallel Kalman Filter

Modeling As discussed in Sect. 2.2 Limitations, we remove
the variables y and h thus the PKF defines the state x as
a four-tuple, i.e., x = [u, v, u, 01T, where (u, v) is the 2D
coordinates of the object center and the other two variables u
and v are the corresponding velocities. Therefore, the process
noise Q, the observation noise R, and the observation model
H are reformed as

Q: = diag(ph?, ph?, ywh*, yh?), (8a)
R, = diag(¢h®, ph?), (8b)
H, = [Ihx2 02x2], (8c)

where weights ¢ and y are (%)2 and (%)2, respectively. The
simplified state variables allow for more effective modeling
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(a) (b)

Fig. 6 Illustration of the escape problem. a, b Display the predicted
trajectories of the same bounding box by KF and PKF, respectively,
after the tracked person gets lost. The red dashed box represents the
box at the beginning of the lost trajectory; the red solid box represents
the box after 15 consecutive prediction phases of KF or PKF. The box
predicted by the KF escapes in the direction of the velocity with noise,
while the PKF suppresses the noise and keeps the box around the dashed
box so that the person can be retraced (Color figure online)

of non-uniform motion and reduces computational complex-
ity.

As discussed in Sect. 3.1, to model non-uniform motion,
as shown in Fig. 5, we start from the basic motion equation
V = §/T and model non-uniform motion as uniform motion
by transforming At in Eq. la from a constant to an adaptive
variable related to the displacement s as Eq. 9 shows. Based
on the prior of Trajectory Overlap, we introduce the Af
threshold factor & into Ar to distinguish high-speed objects
from low-speed objects, with the aim of suppressing the esti-
mated displacement of low-speed objects only. The variable
At for iz and v is defined as

. 1
Aty =min(§, m)suH,

. 1
Aty _y = min(§, m=7)Sv,_;>

©))

where the object is considered to be moving at a low speed
when the absolute value of the velocity is less than % and the
displacement s is expressed as follows:

Sup_y = lug—1—ur—2|, (10)
Sv,1 = [vi—1 — vi—2].

In practice, s is usually set to smooth to reduce noise through
a linear smooth weight w:

(1)

Sy = olu—1—ur2| + (1 — w)sy,_,,
Svi_1 = a)lvt—l - vt—2| + (1 - w)su,_z-

To solve the escape problem, we recover the control model
in Eq. latoimplement the deceleration strategy. As discussed
in Sect. 2.2, when the tracked object is lost, KF only performs
the prediction phase, resulting in the noise being continu-
ously amplified as shown in Fig. 6. Therefore we gradually
reduce the current velocity by the degree of loss to suppress
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the accumulated noise. The deceleration ratio r is defined as

fid_fend_l
r=——-,

T

12)

where f;g is the current frame number and f,, 4 is an attribute
of the tracklet called EndFrame (see Sect.4.2 Storage); t is
the max lost threshold for removing tracklets with too much
lost time and is set to 30 by default. r is O when the tracklet is
tracked and decelerates the velocity once the tracklet is lost.
When an object is lost (i.e., fig — fena — 1 > 01in Eq. 12),
the deceleration strategy can stop the object at an early stage
of loss to increase the probability of retraced. Therefore, the
four variables in the non-uniform formulation (Eq. 1a) is
expressed as follows:

. r
Upl—1 = U1 + 1 Aty (1 — 5)’

. r
Vtt—1 = Vr—1 + UtflAti),q(l - E): (13)

ilt|t—1 =11 =),

ﬁt|t—1 =011 —r).

Algorithm 1 Pseudo-code of PKF Prediction.

Input: state vector X; covariance vector p; property vector 0; max lost
threshold 7; At threshold factor &; frame id fjg.
/*x = Fx 4+ Bu */

21 = (fia = fena = D/7;

Dsy=olu—u'|[+(1 — w)s); sy = olv—"|+(1 — w)s);

DAL = min(E, gse Aty = min(€, 5)sy;

fu A=Ay (1 = 5); v+=0A601-35);

Ux=1—r; 0O x=1-—r;

cu =usv =

Sl = Su3 S = Sy;

/P =FPF' +Q*

8: p1 += psAty; p2 += peAty;

9: p7 += p3Aty; ps += palty;

10: p1 += p7Aty; p2 += psAty;

11: ps += p3Aty; pe += palty;

12: p1 +=¢h*; py += ph*;

13: p3 += ¥h%; ps+=yh%

Output: x; p; o.

Fous W

Under the matrix representation, F and Bu can be repre-
sented as

I Aty , 0
Fo=2% 0 A ||, (14)
022 Iyo
_"‘tt—lAtL't,,I %
Y . r
B, = | V18012 (15)
—Ur_1r
_l')[_lr
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Algorithm 2 Pseudo-code of PKF Update.

Input: state vector X; covariance vector p; observation vector Z; prop-
erty vector 0; max lost threshold 7; At threshold factor &; frame id
fia-

/%S = HPHT + R*/
Lisi=pi; s2=p2
2: 51 +=¢h%; 5o += ph?;
/*K = PHT S 1%/

s ki = pi1/s1; ko = pa/sa;

k3 = ps/si; ka = pe/sa;

/*x = x + K(z — Hx)*/

Fy=UuU—1Uu;, ry =0—0;

Fw =W — W; rh:f_l—h;

CuA=kiry; v 4= kory;

swA=kiry; h 4= korp;

DU A= kary; U 4= kary;

/¥P =P — KSK ' #/

10: p1 —= kikis1; p2 —= kakaso;

11: p3 —= k3k3s1; pa —= kakaso;

12: ps —= kikss1; pe —= kakasa;

13: p7 —=kikas1; pg —= kakaso;

Output: x; p; o.

B w

© %0 W

Computation To attain an O (1) time complexity, we exploit
our simplified state variables and the strict matrix represen-
tation of our non-uniform formulation. In this context, we
introduce an innovative parallel computation method. This
method transposes the computation graph of the PKF from
a matrix to a quadratic form, capitalizing on the attributes
of sparse matrices within the PKF. Consequently, we facil-
itate parallel computation across distinct objects employing
CUDA.

Specifically, the conventional KF uses matrices to rep-
resent the variables (e.g., F, P, and H), and calculations
are achieved by matrix multiplication. However, all the
matrices involved in KF are sparse matrices with fixed posi-
tions, which means that a large amount of computation
in matrix multiplication is used to compute meaningless
zeros. Therefore, reducing the computation by separating
out these O-related computations is particularly critical to
improve the efficiency. Meanwhile, the separated computa-
tion is equivalent to finite quadratic operations, which can
be easily implemented in parallel between different tracklets
via CUDA. For example, the covariance matrix P of PKF is
represented as follows

P1 p7
P= P2 P8 (16)
pPs p3
)43 P4

where the positions without variables has a value of 0 at any
time step, thus we can reduce the computation load by elim-
inating these 0-value positions and associated computations
both in storage and computation. Therefore, in storage, we
can define the covariance vector p to equivalently represent

1471
Tracklet1|Box| Score | ClassID | TracklD | State
Tracklet2| Box| Score | ClassID | TrackID | State
Tracklet3|Box| Score | Class|D | TracklD | State
Tracklet4[Box| Score | ClassID | TrackID | State
(a) 2D-array
Box Box Box Box
Score Score Score Score
ClassID | | ClassID | | ClassID || ClassID
TrackID | | TrackID | | TrackID || TrackID
State State State State
Tracklet1  Tracklet2 Tracklet3 Tracklet4

(b) List with instances

Fig. 7 Tllustration of different storage structures for trackers. a 2D-
array. b List with instances. The illustration shows only a portion of the
components (e.g., Box or Score) of tracklets

matrix P, i.e., p = [p1, p2, p3, P4, Ps, Pe, P7, Ps].- We also
define the other vectors that need to be involved in the PKF
calculation, and they are the state vector X = [u, v, i, V],
the observation vector z = [u, v, W, }_z], and the property
vector 0 = [w, h, fend, S,,, Sy, u', V'] where fo,q is the
attribute of the tracklet called EndFrame; s, 5., u’, and v’
are the previous displacements and coordinates, respectively.
Algorithms 1 and 2 indicate the calculation process of the pre-
diction phase and the the update phase of PKF, respectively.
In Algorithm 2, 51 and s, denote the elements on the main
diagonal of the matrix S, i.e., S = diag(sy, s2). k1, k2, k3,
and k4 denote the valuable numbers in kalman gain, i.e.,

k1

k2
k3

ks

7)

Tu, Yvs T'w, ', are the residual of u, v, w, h between obser-
vation and estimation. For initialization, u, v in X and w, h
in o are set to the corresponding values in the input detec-
tion result; i, v in X and s/, s, in o are set to 0; u’, v’ in
o are set to the values of u and v, respectively; fenq is set
to the current frame id f;4. The vector p is initialized to
[4ph?, 4¢h®, 100y k%, 100y 4%, 0,0, 0, 0] following Deep-
SORT.

In the CUDA implementation, we employ two threads for
u- and v-related computations, respectively. One block owns
32 threads and the number of blocks is set to [z 1 where n
is the number of tracked objects.
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4.2 Fast

Storage In previous works (Lu et al., 2020; Peng et al., 2020;
Zhou et al., 2020; Wu et al., 2021; Zhang et al., 2022),
tracklets are usually represented as instances and stored
through a list, as shown in Fig.7b. Since the program does
not support parallel accession to these instances, the updat-
ing or accession operation to each tracklet is executed under
the time complexity O (n). As shown in Fig.7a, guided by
Occam’s Razor, we abandon the instance and creatively pro-
pose a GPU 2D-array to storage tracklets. In functionality,
the two storages can perform exactly the same functions such
as modifying certain information or adding/removing cer-
tain tracklets; in efficiency, due to the CUDA acceleration,
efficient parallel updating or accession operation can be per-
formed on all tracklets with a time complexity of O(1). In
Fast, each tracklet has the attributes Box (u, v, w, h), Score,
ClassID, TrackID, State (one of Track, Lost, or New), End-
Frame, and the PKF-related variables (X, p, and o).

Algorithm 3 Pseudo-code of Fast.

Input: A video V; a detector Det(-); max lost threshold t; tracking
score threshold €.
I: T <0 fia < 1
2: for f; in V do
/* generate detections */
3: Dy <= Det(f);
/* motion estimation */
4: T & Predict(T ),
/* associate */
D,, < matched detections fromD;;
Tn < matched tracklets from7 ;
D,, <= unmatched detections fromD;;
: 7, < unmatched tracklets from7;
/* update tracklets */
9: fori,din7T,, D, do
10 i < Update(T,d);
11:  end for
/* remove tracklets */
12:  for 7 in 7, do

AR

13: if fiy - .EndFrame > 1 or
f.State == New then

14: Tu <= T\ | 7 1

15: else

16: f.State <= Lost;

17: end if

18:  end for

190 T <« 7,U7,;
/* initialize new tracklets */
20:  for din D, do

21: if d.Score > ¢ then

22 T < TU {Init(d)};
23: end if

24:  end for

25 fia & fia + 1;

26: end for

Output: 7.
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Cost Matrix Since Fast maintains the cleanest processing
flow and only performs the association operation once dur-
ing one iteration, the quality of the cost matrix has a crucial
impact on the tracking results. We take into account the qual-
ity (score) of boxes into the cost matrix to determine the
priority of association automatically. Specifically, for a list
of tracklets with NV elements and a list of detections with M
elements where each element owns a box B with the corre-
sponding score S, the N x M cost matrix C is calculated as
follows:

Cij =I1oU(B;, Bj) x &; x §j, (18)

where i/j denotes the i-th/j-th element in the input track-
lets/detections. Through this calculation, tracklets and detec-
tions with high scores will be assigned first; with low scores
will be assigned last; the remaining tracklets and detections
are of medium priority. From another perspective, we achieve
the effect of the cascade association by score (like BYTE
(Zhang et al., 2022) does) within one association. In addition,
the novel cost matrix can also achieve multi-object&class
tracking by simply shifting all boxes along the x-axis by the
distance of class id times input image width before calculat-
ing the IoU. In implementation, we assign each element of
the cost matrix to a CUDA kernel to improve computational
efficiency. Besides, under the prior obtained in the Height
& Width Ratio, we propose the HloU metric to replace the
original IoU in our cost matrix, which is calculated as fol-
lows:

min(hr, hp)

9 A”
max(h, hp) = (19)
loU (BT, Bp), else.

HIoU(BT, Bp) =

HIoU receives a detection box Bp and a tracklet box B
and calculates IoU between them if the ratio of their heights
(hp&h) is greater than or equal to the height ratio thresh-
old A. Otherwise, the result of HIoU is 0. HIoU can be used
in pedestrian or traffic scenes to further improve the perfor-
mance.

Assignment In order for the tracker to be fully accelerated by
GPU, we first implement the Auction Algorithm (Bertsekas,
1992b) for the asymmetric assignment problem. The naive
Auction Algorithm models the auction to solve the classical
symmetric assignment problem where there are n persons
and n objects that we have to match on a one-to-one basis.
There is a benefit a;; (belonging to a n x n cost matrix)
for matching person i with object j and we want to assign
persons to objects so as to maximize the total benefit. The
“Appendix A” describes in detail about the calculation and
implementation of the naive Auction Algorithm. While the
shape of the cost matrix is an arbitrary (n x m) at most time,
the Reverse Auction Algorithm is required and we implement
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it via CUDA successfully. Specifically, when # is less than or
equal to m, we apply the naive Auction Algorithm to match
the tracklets and detections; when n is greater than m, we first
transpose the cost matrix (from n x m to m x n) and then
apply the naive Auction Algorithm, while the results need to
be mapped back to the original cost matrix.

Architecture Along the concise and generic tracker design
concept, Fast only requires boxes with scores and class ids to
do only one association during one iteration, thus allowing
for high generality and efficiency. The input of Fast is a video
sequence V and a detector Det(-). The max lost threshold ©
and tracking score threshold € (0.7 by default) are also set.
The output of Fast is the tracklets 7 of the video and each
tracklet has attributes such as Box, Score, ClassID, TrackID,
State (one of Track, Lost, or New), and EndFrame. As the
pseudo-code of Fast shown in Algorithm 3, for each frame f;
in the video V), Fast first obtains the detections D; including
Box, Score, and ClassID via the detector Det(-). Then the
motion estimation (the prediction phase of PKF) of tracklets
T will be calculated (line 4). After associating the detec-
tions D, and tracklets 7 via the cost matrix generated by
them, Fast obtains four groups: the matched detections D,,,
the matched tracklets 7,,,, the unmatched detections D,,, and
the unmatched tracklets 7, (line 5 to 8). The detections in
D,» will be updated into the corresponding tracklets in 7,
(line 9 to 10) where the update phase of PKF will be per-
formed, the State of tracklets will be set to Track, and the
EndFrame will be set to the current frame id f;4. Then the
tracklet in 7, will be removed if the difference between its
EndFrame and f;, is greater than or equal to the t or its State
is New following BYTE. Otherwise, it will be remained and
its State will be set to Lost (line 12 to 18). Next, the detec-
tions in D,, will be added into the 7 after initialization when
its score is greater than or equal to the € (line 20to 24). Iniz(-)
includes initializing the State to New, the EndFrame to fi4,
and the initialization of PKF. The output of each frame is the
new tracklets 7, where the tracklets with Lost state are not
allowed to be output.

5 Experiment
5.1 Settings

Datasets We evaluate Fast on the aforementioned MOT
benchmarks, which include general tracking scenes such as
MOT17 (Milanetal., 2016), MOT20 (Dendorfer et al., 2020),
KITTI (Geiger et al., 2013), and DanceTrack (Sun et al.,
2021). MOT17 (Milan et al., 2016) and MOT20 (Dendor-
fer et al., 2020) focus on pedestrian tracking, with mostly
low-speed movements. However, MOT20 scenes are more
crowded than those in MOT17 (139 vs. 33 on average per
frame). KITTI (Geiger et al., 2013) targets traffic track-

ing with high-speed cars and pedestrians. DanceTrack (Sun
et al., 2021) is a recently proposed benchmark for track-
ing dancers in stage scenes. In DanceTrack, dancers exhibit
highly non-linear movements and share similar appearances,
while severe occlusions and frequent crossovers occur. For
ablation datasets, we follow previous works (Cao et al., 2022;
Zhang et al., 2022) and use MOT17-val (see “Appendix B”
for details) and DanceTrack validation set (DanceTrack-val)
to verify the effectiveness of our proposed modules, such as
the non-uniform formulation or the cost matrix.

Metrics We employ HOTA (Luiten et al., 2021), IDF1, and
MOTA (Milan et al., 2016) as the main metrics to evaluate
various aspects of tracking performance. HOTA is a recently
proposed metric that explicitly balances the effects of accu-
rate detection, association, and localization. IDF1 evaluates
identity preservation ability and focuses more on associa-
tion performance. MOTA is computed based on FP, FN, and
IDs. Given that the number of FP and FN is larger than IDs,
MOTA focuses more on detection performance. Addition-
ally, we report other metrics, such as DetA or AssA, and raw
statistics like ID switch (IDs) or Fragments (Frag).
Implementations All experiments are conducted on a PC
equipped with a GTX 1080Ti GPU and an i5-9500 CPU. Fast
is implemented using CuPy (Okuta et al., 2017) in Python.
CuPy is a powerful CUDA-based library for fast matrix oper-
ations on NVIDIA GPUs, offering nearly identical APIs to
NumPy and supporting the loading of raw CUDA kernel
functions written in C/C++. Our storage method uses the
2D array provided by CuPy; cost matrix, PKF, and Auc-
tion Algorithm are implemented in CUDA C/C++ and called
via CuPy. Following previous works (Zhang et al., 2022;
Cao et al., 2022) for a fair comparison, we directly employ
the same detector in FastTrack. For MOT17, MOT?20, and
DanceTrack, we use the publicly available YOLOX (Ge et
al., 2021) detector weights from ByteTrack (Zhang et al.,
2022); for KITTI (Geiger et al., 2013), we use the detections
from PermaTrack (Tokmakov et al., 2021) publicly available
in the official release following OCSORT (Cao et al., 2022).
Methods using the same detector are placed at the bottom of
each benchmark table, and linear interpolation (Zhang et al.,
2022) is also employed in the benchmark comparisons.

5.2 Ablation Study

All the ablation studies are conducted on MOT17-val and
DanceTrack-val, with four metrics being used to evaluate
the performance: HOTA (H1), MOTA (M1), IDF1 (I1), and
IDs (11).

5.2.1 Association

Cost Matrix Table 2 shows the experimental results of com-
paring different cost matrix strategy in Fast. “Baseline”
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Table 4 Ablation study on the accuracy of different assignment algorithms

Assignment MOT17-val DanceTrack-val

Ht M7 I 1] Ht M7 It 1]
LAPJV (Jonker and Volgenant, 1987) 72.392 82.206 85.257 116 55.521 90.173 55.484 1932
Auction (Bertsekas, 1992a) 72.338 82.197 85.193 115 55.671 90.130 55.745 1934

Table 2 Ablation study on our proposed cost matrix

Table 5 Ablation study on different states of KF

MOT17-val
H1p Mt It 1| H?p M+ It 1]

Strategy DanceTrack-val

State MOT17-val
Hp Mt 15 1| Ht M4t I 1]

DanceTrack-val

Baseline 713 81.8 83.1 131 545 90.1 554 2002
TIoU 70.6 80.8 81.6 197 505 872 49.7 3287
IoUp 71.6 82.1 837 133 524 89.6 528 2383
TIoUpr 718 822 845 124 557 901 557 1934

“Baseline” means the cascade strategy used in BYTE. D and 7 in the
footnote indicate the corresponding scores of detections or tracklets
multiplied into IoU

Bold indicates the best performance at a given metric

Table 3 Ablation study on HloUps with different height ratio thresh-
old A on MOT17-val and DanceTrack-val

HloUps MOTI7-val
HtY Mt I+ Iy Hf Mt It I}

DanceTrack-val

0 71.8 822 845 124 557 901 557 1934
0.2 71.8 822 845 124 557 90.1 557 1946
0.4 71.8 822 845 124 557 90.1 557 1950
0.6 722 822 850 120 552 90.1 55.0 2006
0.8 723 822 852 115 51.8 894 483 3182

Bold indicates the best performance at a given metric

indicates the results of employing the original BYTE’s cas-
cade association based on score into Fast. The effects of IoU,
TIoUp, and IoUp7 are incremental over the six metrics of the
two datasets. Compared to “Baseline”, loUp7 outperforms
in all metrics with the concise assignment strategy.

HloU As discussed in Sect.3.2, compared with the pedes-
trians in MOT17, the dancers in DanceTrack have a greater
range of motion and thus do not have the height invariance
prior. The experimental results of HloUp7 with different
height ratio threshold A in Table 3 reflect this as well. HIoU
with 0.8 threshold in MOT17-val can increase the HOTA
and IDF1 because it excludes potential error assignment;
DanceTrack-val does not meet the prior thus the application
of HIoU leads to a drop in all metrics. In later ablation stud-
ies, HloUp7 with 0.8 threshold is employed in MOT17-val,
IoUp7 is employed in DanceTrack-val.
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wvyh 710 81.6 834 142 488 88.1 533 2003
uv 718 821 840 126 542 898 539 1978

The motion estimation module used in Fast is the original KF with
different states. uvyh means the original eight-tuple state; uv means
our proposed four-tuple state

Bold indicates the best performance at a given metric

Assignment Table 4 presents the accuracy of the Auction and
LAPJV* algorithms. The metric values for both algorithms
are nearly identical, with the Auction algorithm slightly out-
performing LAPJV by 0.15% and 0.26% for the HOTA and
IDF1 metrics on the DanceTrack-val dataset, respectively.
In conclusion, the accuracies of the two algorithms in the
context of MOT can be considered equal. Therefore, it is
functionally feasible for the Auction algorithm to replace
the conventional CPU-based linear assignment algorithm
LAPJV in Fast.

5.2.2 Parallel Kalman Filter

State Estimate Table 5 shows the experimental results of dif-
ferent states of KF. Here we employ the original KF with
different states as the motion estimation module of our Fast.
It can be found that Fast has better performance on all metrics
when y and & are removed, which is also consistent with the
previous analysis in Sect. 2.2, i.e., uniform modeling of vari-
ables y and % is unreasonable and they should be removed
from the state estimate of KF.

At Threshold Factor £. The hyperparameter £ is used to
distinguish low-speed objects from high-speed objects, and
as shown in Table 6, Fast with the best & performs better in
HOTA and IDF1 in both datasets compared to the “Baseline”.
Due to the diversity of image resolutions, object sizes and
frame rates for different types of scenes, the value of £ needs

4 LAPJV has replaced the Hungarian Algorithm as the default assign-
ment strategy in all current trackers. This is because scikit-learn
(Pedregosa et al., 2011), the only library that supported the Hungar-
ian Algorithm, has deprecated it. Now, all trackers perform assignment
using LAPJV, which is implemented in the third-party library lap
(https://github.com/gatagat/lap) or scipy (Virtanen et al., 2020).
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Table 6 Ablation study on At threshold factor &

Table 8 Ablation study on the deceleration strategy

£ MOT17-val
HtY Mt It Iy Hf Mt I+ I}

DanceTrack-val

MOT17-val
HtY Mt It I} HY Mt It I}

Strategy DanceTrack-val

Baseline 72.1 822 84.6 140 551 90.1 54.6 1983

0.01 70.8 812 829 406 530 90.1 527 2007
0.03 71.8 820 843 132 53.6 90.1 537 1964
0.05 723 822 852 115 547 90.1 543 1968
0.07 723 822 851 122 557 901 557 1934
0.09 723 823 851 119 556 90.1 555 1945

“Baseline” means At is the constant value 1 following DeepSORT. In
MOT17-val, the linear smooth weight w is 0.85; in DanceTrack-val, the
smooth weight is 0.7

Bold indicates the best performance at a given metric

Table 7 Ablation study on linear smooth weight @

w MOT17-val
HtYf Mt It Iy Hf Mt It I}

DanceTrack-val

Baseline 722 821 85.0 125 547 90.1 548 1975

0.85 723 822 852 115 555 90.1 555 1971
0.70 722 822 849 122 557 901 557 1934
0.55 72.1 821 849 123 549 90.1 550 1967

“Baseline” means w = 1, i.e., the smooth strategy is not leveraged. In
MOT17-val, & is 0.05; in DanceTrack-val, & is 0.07
Bold indicates the best performance at a given metric

to be set specifically, and as can be seen from the experiments
in Table 6, the value of & takes a range roughly between 0.05
and 0.09. Empirically, we suggest that the default value of &
is 0.05, which can be appropriately increased to 0.07 or 0.08
for better tracking results when the overall motion of objects
in the tracking scene is faster or the frame rate is lower.
Linear Smooth Weight w The introduction of an appropriate
smoothing hyperparameter is crucial to reduce noise gener-
ated in the object motion, thus in Table 7, Fast with the best w
performs better in the HOTA and IDF1 in both datasets com-
pared to the “Baseline”. Since the noise differs in different
types of scenes, the value of w also needs to be set specif-
ically, and as can be seen from the experiments in Table 7,
the value of w takes a range roughly between 0.85 and 0.70.
Empirically, we suggest that the default value of w is 0.85,
which can be appropriately reduced to 0.70 when the overall
motion of objects in the tracking scene (such as stage scenes)
is highly non-linear to obtain better tracking results.
Deceleration Strategy Table 8 shows the experimental results
of our deceleration strategy. For MOT17-val, there is lit-
tle improvement compared with the “Baseline” in the four
metrics due to the small sample size and the fact that the
occlusion problem in it is not severe. For DanceTrack-val,
the sufficient data sample combined with the severe occlusion
problem makes our strategy improve another 1% on HOTA

Baseline 722 822 851 121 549 90.1 545 1948
Stop 71.8 820 843 159 551 90.1 549 1971
Decelerate  72.3 822 852 115 557 901 557 1934

“Baseline” means leveraging the original strategy of KF, i.e., canceling
the deceleration strategy; “Stop” means stopping the box immediately
once the tracklet is lost; “Decelerate” means employing our proposed
deceleration strategy. In MOT17-val, & is 0.05 and w is 0.85; in
DanceTrack-val, & is 0.07 and w is 0.7

Bold indicates the best performance at a given metric
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Fig.8 Computional efficiency comparison between different modules
and the corresponding baselines. The x-axis indicates the number of
tracklets processed simultaneously; the y-axis indicates the average
consumption time (in ms)

and IDF1 compared with the “Baseline”. Besides, stopping
the lost object immediately does not have a significant advan-
tage over “Baseline” in both datasets.

5.2.3 Comparison with Other Trackers

Table 9 presents the experimental results of different motion-
based trackers. Fast outperforms the second-best tracker by
1-2% in HOTA, MOTA, and IDF1 metrics on both datasets.
Thanks to PKF’s ability to model non-uniform motion, Fast
achieves a 3.4% higher HOTA score and a 3.8% higher
IDF1 score in the DanceTrack-val dataset compared to the
second-ranked OCSORT, while maintaining a nearly identi-
cal number of ID switches.

5.2.4 Module Efficiency

As illustrated in Fig. 8, we compare the time consumption of
our proposed modules with their corresponding CPU base-
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Table 9 Comparison with other
state-of-the-art motion-based
trackers

Tracker MOT17-val DanceTrack-val

Ht M+ It Il Ht M+ 5 I
SORT (Bewley et al., 2016) 70.0 80.2 81.4 186 49.7 86.3 48.8 2180
BYTE (Zhang et al., 2022) 71.3 81.8 83.4 133 47.1 88.3 51.9 1936
OCSORT (Cao et al., 2022) 70.3 79.2 82.2 112 52.3 87.3 51.9 1926
Ours 72.3 822 85.2 115 55.7 90.1 557 1934

The detectors (YOLOX) for each tracker are all the same in both two datasets
Bold indicates the best performance at a given metric

lines. To investigate the maximum computational efficiency
of each module, we define the extreme case by setting the
tracklet count at 1000. Conversely, we denote the fypical
case by setting the tracklet count at 200,° serving as a repre-
sentative of computational efficiency in realistic large-scale
object tracking situations.

Storage As depicted in Fig.8a, we compare the computa-
tional efficiency of our GPU 2D-array storage method to
the baseline, which uses a list with instances. The aver-
age time consumption refers to the time taken to change
the attribute State of all n tracklets from Lost to Track.
Our method and the baseline method exhibit time com-
plexities of O(1) and O (n), respectively. Under the typical
case, our method performs 3.6x faster, while under the
extreme case, it performs 14x faster than the baseline
method.

Cost Matrix Figure8b compares the computational effi-
ciency of our proposed cost matrix method (which includes
HIoU) to the baseline (cython_b0x7). The average time con-
sumption denotes the time required to create an n X n
cost matrix. Our method has a time complexity of O(1),
whereas the baseline method has a time complexity of
O (n?). Our method outperforms the baseline by a factor
of 6.2x in the typical case and by 51x in the extreme
case.

Assignment Figure8c showcases the computational effi-
ciency of our implemented Auction Algorithm, contrasted
with the baseline (LAPJV). The average time consumption
is the time needed to solve an n x n random matrix with all
values between 0 and 1. The theoretical time complexity of

> Due to the number 1000 is a typical upper limit of the number of
objects detected by the detector in a single image (Chen et al., 2019),
we choose it to align the upper limits of the tracker and the detector.

6 Considering the MOT20 test set, averaging 139 objects per frame
with a peak of 300 objects in a single frame, owns the densest large-
scale object tracking scenarios in reality, we pragmatically consider 200
objects as a representative case, striking a balance between the average
and peak object count.

7 A CPU-based cost matrix calculation method (https://github.com/
samson-wang/cython_bbox) used in BYTE.

@ Springer

LAPJV is O(n?), while our method’s complexity is O(n)
with a low slope. Architectural differences between CPUs
and GPUs mean that initiating kernel functions on GPUs
require additional time. This extra time cost overshadows the
computational advantage of our GPU method when the num-
ber of tracklets is less than 300. However, as the data scale
increases, the parallel computing capabilities of the GPU ren-
der this time cost increasingly insignificant. Therefore, our
GPU method’s processing speed surpasses that of the CPU
method when the number of tracklets exceeds 300. Under the
typical case, our method is nearly identical to the baseline,
but it is 4 x faster in the extreme case.

Kalman Filter Figure 8d compares the computational effi-
ciency of our PKF with the baseline KF. The average time
consumption is the time taken to complete a predict-update
loop for all n tracklets. The time complexities of our method
and the baseline method are O(1) and O (n), respectively.
Under the typical case, our method is 60x faster than the
baseline, and under the extreme case, it is 306x faster.
Furthermore, our PKF can process 10 million objects simul-
taneously with an average time of 0.2 ms per iteration when
fully utilizing the GTX 1080Ti 12 G video memory, whereas
the original KF takes about 600 s per iteration to process the
same number of objects.

Discussion From the aforementioned analyses, it becomes
clear that the time consumption of each crucial module,
particularly the Kalman Filter, in conventional CPU-based
trackers escalates with increasing input scale. This escalation
negatively impacts the computational efficiency of large-
scale object tracking and the stability of the MOT system,
inducing processing speed to fluctuate with the input scale.
In contrast, our proposed modules successfully disentangle
the computational efficiency from the input scale. This sepa-
ration leads to a novel GPU-based tracker paradigm that can
efficiently manage large-scale object tracking while main-
taining the stability of the MOT system.

5.3 Benchmark Results
We report Fast’s performance on the four benchmarks sepa-

rately, and the visualized results of Fast on each benchmark
are shown in Fig.9.
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KITTI DanceTrack

MOT17

Fig.9 Visualizations of Fast’s tracking results on each benchmark. Boxes of the same color represent the same object (Color figure online)

5.3.1 DanceTrack

We report the DanceTrack test set results in Table 10 to
evaluate Fast’s performance under challenging non-uniform
motion. The setting of the hyperparameters during testing is
the same as in DanceTrack-val, i.e., £ is 0.07 and w is 0.7
and HIoU is not employed in the cost matrix. Our proposed
non-uniform formulation and deceleration strategy success-
fully model the diverse non-uniform motions of the dancers
in the stage scenes, and thus Fast achieves a new state-of-
the-art on HOTA, MOTA, and IDF1. With the same detector
(YOLOX), Fast is 1.7% higher than OCSORT and 10.1%
higher than BYTE on HOTA.

5.3.2 KITTI

Table 11 shows the results of the comparison on the KITTI
test set. Compared to the pedestrian scene in MOT17-val,
the traffic scene in KITTI tracks both cars and pedestrians
at high-speed linear motion from the perspective of trackers
due to the low frame rate (10 vs. 30). Therefore we set &
appropriately higher at 0.08 to handle the high-speed motion
and o still follows the default setting of 0.85, and HloU

is employed where A is set to 0.5 from the statistical prior
in Fig.4 KITTI Train Car. Following OCSORT, we utilize
the detection results of PermaTr (Tokmakov et al., 2021) for
tracking both cars and pedestrians. Notably, Fast can track
both pedestrians and cars at the same time by our proposed
cost matrix. Fast surpasses PermaTr and OCSORT on HOTA
and MOTA of both Car and Pedestrian and improves the
pedestrian tracking performance (HOTA) to a new state-of-
the-art level, i.e., 55.10%.

5.3.3 MOT Challenge

We report in Tables 12 and 13 the performance of Fast
on MOT17 and MOT20 test sets using the same detector
YOLOX as well as ByteTrack and OCSORT. Following the
MOT17-val, € is 0.05 by default and w is 0.85 in both MOT 17
and MOT?20. HIoU is employed on both MOT17 and MOT20
and A is set to 0.8. Although receiving the same detection
results, OCSORT discards the low-scoring detection results
first before starting tracking following SORT, while Fast
utilizes the score prior to automatically determine associ-
ation priorities in our proposed cost matrix, which allows
Fast to track more objects with low scores and thus achieves
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Table 10 Comparison in

DanceTrack test set Tracker HOTA1 DetA1t AssA1t MOTA% IDF11
CenterTrack (Zhou et al., 2020) 41.8 78.1 22.6 86.8 35.7
FairMOT (Zhang et al., 2021) 39.7 66.7 23.8 82.2 40.8
QDTrack (Pang et al., 2021) 45.7 72.1 29.2 83.0 44.8
TransTrk (Sun et al., 2020) 45.5 759 27.5 88.4 45.2
TraDes (Wu et al., 2021) 43.3 74.5 254 86.2 41.2
MOTR (Zeng et al., 2021) 48.4 71.8 32.7 79.2 46.1
SORT (Bewley et al., 2016) 479 72.0 31.2 91.8 50.8
DeepSORT (Wojke et al., 2017) 45.6 71.0 29.7 87.8 479
ByteTrack (Zhang et al., 2022) 473 71.6 314 89.5 52.5
OCSORT (Cao et al., 2022) 55.7 81.7 38.3 92.0 54.6
FastTrack (ours) 574 81.1 40.7 92.8 582
Methods in the bottom block use the same detector
Bold indicates the best performance at a given metric
Table 11 Comparison in KITTI test set
Tracker Car Pedestrian
HOTAt+ MOTAt AssAt 1IDs| Frag) HOTAtT MOTAt AssAt IDs| Frag|
IMMDP Xiang et al. (2015) 68.66 82.75 69.76 211 201 - - - - -
AB3D Weng et al. (2020) 69.99 83.61 69.33 113 206 37.81 38.13 4433 181 879
SMAT Gonzalez et al. (2020) 71.88 83.64 72.13 198 294 - - - - -
TrackMPNN Rangesh et al.(2021) 72.30 87.33 70.63 481 237 39.40 52.10 35.45 626 669
MPNTrack Brasé & Leal-Taixé (2020) — - - - - 45.26 46.23 47.28 397 1,078
CenterTrack Zhou et al. (2020) 73.02 88.83 71.20 254 227 40.35 53.84 36.93 425 618
QD-3DT Hu et al. (2022) 72.77 85.94 72.19 206 525 41.08 51.77 38.82 717 1,194
QDTrack Pang et al. (2021) 68.45 84.93 65.49 313 567 41.12 55.55 38.10 487 951
LGM Wang et al. (2021a) 73.14 87.60 72.31 448 164 - - - - -
Eager Kim et al. (2021) 74.39 87.82 74.16 239 390 39.38 49.82 38.72 496 1,410
TuSimple Choi. (2015) 71.55 86.31 71.11 292 220 45.88 57.61 47.62 246 651
PermaTr Tokmakov et al. (2021) 78.03 91.33 78.41 258 250 48.63 65.98 45.61 403 646
OCSORT Cao et al. (2022) 76.54 90.28 76.39 250 280 54.69 65.14 59.08 204 609
FastTrack (Ours) 78.78 92.06 80.66 264 104 55.10 67.92 57.88 305 487

Methods in the bottom block use the same detector
Bold indicates the best performance at a given metric

higher MOTA than OCSORT by 2.5% and 1.8% on MOT17
and MOT?20, respectively. Meanwhile, Fast also achieves the
the highest HOTA and IDF1 on MOT17 under the same
detector (YOLOX) and competitive HOTA on MOT?20. It is
important to note that on MOT?20, Fast gains significant effi-
ciency improvements with its revolutionary GPU paradigm
as shown in Fig. 2, i.e., 7x faster than OCSORT.

5.3.4 Efficiency

Figure 2 illustrates the average processing time of different
motion-based trackers on the four benchmarks. The compar-
ison is conducted on a single PC equipped with an NVIDIA
GTX 1080Ti and Intel Core 15-9500. The average number

@ Springer

of objects per frame processed by the trackers on the four
test sets are 6 (KITTI), 8 (DanceTrack), 33 (MOT17), and
139 (MOT20), respectively. As discussed in Sect.5.2.4, the
computational efficiency of our new paradigm, Fast, is inde-
pendent of the input scale, with an average time consumption
of 4 ms across all four benchmarks.

When the input scale is small (e.g., 6 on KITTI), the extra
startup time of kernel functions offsets the computational
advantage of Fast, resulting in Fast consuming more time than
other CPU-based trackers (4 ms vs. 1 ms). As the input scale
increases, the time consumption of the CPU-based trackers
rapidly rises, while Fast’s time consumption remains constant
at 4 ms. For instance, on MOT20, Fast stays at 4 ms per
frame, while OCSORT and BYTE take 30 ms and 20 ms,
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Table 12 Comparison under the “private detector” protocol in MOT17 test set

Tracker HOTA+ MOTA{  IDFIt+  FP(10%)  FEN(10%] IDs| Fragl AssAt  AssRp
FairMOT (Zhang et al., 2021) 59.3 73.7 72.3 2.75 11.7 3303 8073 58.0 63.6
TransCt (Xu et al., 2021) 54.5 73.2 62.2 2.31 124 4614 9519 49.7 54.2
TransTrk (Sun et al., 2020) 54.1 75.2 63.5 5.02 8.64 3603 4872 479 57.1
Semi-TCL (Li et al., 2021) 59.8 73.3 73.2 2.29 12.5 2790 8010 59.4 64.7
CSTrack (Zhou et al., 2020) 59.3 74.9 72.6 2.38 114 3567 7668 57.9 63.2
GRTU (Wang et al., 2021b) 62.0 74.9 75.0 3.20 10.8 1812 1824 62.1 65.8
QDTrack (Pang et al., 2021) 53.9 68.7 66.3 2.66 14.66 3378 8091 52.7 57.2
MAA (Stadler and Beyerer, 2022) 62.0 79.4 75.9 3.73 7.77 1452 2202 60.2 67.3
MOTR (Zeng et al., 2021) 57.2 71.9 68.4 2.11 13.6 2115 3897 55.8 59.2
ReMOT (Yang et al., 2021) 59.7 77.0 72.0 332 9.36 2853 5304 57.1 61.7
PermaTr (Tokmakov et al., 2021) 55.5 73.8 68.9 2.90 11.5 3699 6132 53.1 59.8
TransMOT (Chu et al., 2021) 61.7 76.7 75.1 3.62 9.32 2346 7719 59.9 66.5
ByteTrack (Zhang et al., 2022) 63.1 80.3 77.3 2.55 8.37 2196 2277 62.0 68.2
OCSORT (Cao et al., 2022) 63.2 78.0 77.5 1.51 10.8 1950 2040 63.2 67.5
FastTrack (ours) 63.4 80.5 77.6 247 8.36 2013 2337 62.3 67.8
Methods in the bottom block use the same detector

Bold indicates the best performance at a given metric

Table 13 Comparison under the “private detector” protocol in MOT20 test set

Tracker HOTAt MOTAt IDFI4  FP(10%){  FN(10%)] IDs|  Frag]  AssA?  AssR{
FairMOT (Zhang et al., 2021) 54.6 61.8 67.3 10.3 8.89 5243 7874 54.7 60.7
TransCt (Xu et al., 2021) 43.5 58.5 49.6 6.42 14.6 4695 9581 37.0 45.1
TransTrk (Sun et al., 2020) 48.5 65.0 59.4 2.72 15.0 3608 11,352 452 51.9
Semi-TCL (Li et al., 2021) 55.3 65.2 70.1 6.12 11.5 4139 8508 56.3 60.9
CSTrack (Zhou et al., 2020) 54.0 66.6 68.6 2.54 14.4 3196 7632 54.0 57.6
GSDT (Wang et al., 2021c) 53.6 67.1 67.5 3.19 13.5 3131 9875 527 58.5
RelationT (Yu et al., 2021) 56.5 67.2 70.5 6.11 10.5 4243 8236 55.8 66.1
MAA (Stadler and Beyerer, 2022) 57.3 73.9 71.2 2.49 10.9 1331 1450 55.1 61.1
ReMOT (Yang et al., 2021) 61.2 77.4 73.1 2.83 8.67 1789 2121 58.7 63.1
TransMOT (Chu et al., 2021) 61.9 77.5 75.2 3.42 8.08 1615 2421 60.1 66.3
ByteTrack (Zhang et al., 2022) 61.3 77.8 75.2 2.62 8.76 1223 1460 59.6 66.2
OCSORT (Cao et al., 2022) 62.1 75.5 75.9 1.80 10.8 913 1198 62.0 67.5
FastTrack (ours) 61.8 77.3 74.7 2.53 9.06 1434 1337 60.2 66.9

Methods in the bottom block use the same detector
Bold indicates the best performance at a given metric

respectively. Even on the embedded CUDA device Jetson
AGX Xavier, Fast’s average time consumption on MOT?20 is
only 24 ms, while OCSORT and BYTE take 231 ms and 67
ms, respectively.

To further showcase Fast’s efficiency in the extreme case,
we compare the time consumption of the four methods on
MOT?20 at different scales, as demonstrated in Table 14. We
evaluate the trackers’ efficiency in large-scale object track-
ing scenarios by replicating each frame’s detection results
N times on the MOT20 test set. Specifically, we shift the
x-coordinate of the ith replicated result by i xW pixels to

the right (W being the frame width), while keeping the
y-coordinate unchanged, thereby increasing the number of
objects in each frame by N times. This simulation is reason-
able because, while a single video stream may not contain
1000 tracklets per frame, it is typical to merge and track mul-
tiple streams simultaneously in real-world scenarios.

Table 14 demonstrates that Fast holds a significant advan-
tage over other trackers in large-scale object tracking sce-
narios. For instance, when N equals 7, Fast processes 29
ms per frame with an average of 973 objects per frame,
whereas OCSORT and BYTE take 241 ms and 161 ms,
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Table 14 Average time consumption (ms) of different trackers on
MOT?20 at different scales

MOT20 OCSORT BYTE SORT Fast (ours)
x3(417) 84 58 50 8

x5(695) 154 102 90 16
x7(973) 241 161 136 29

The term “xN(139-N)” signifies that each frame’s detection results on
the MOT20 dataset are replicated N times, leading to an average of
139-N tracklets per frame

Bold indicates the best performance at a given metric

respectively. Although the time consumption of each module
in Fast remains independent of the input scale, the creation
and destruction overhead of intermediate data variables (e.g.,
the cost matrix) in Fast increases as the input scale expands,
resulting in greater time consumption for large-scale input.
Additionally, the GTX 1080Ti also constrains Fast’s effi-
ciency on large-scale input. When using the RTX 4090, Fast
only requires 10 ms to process 973 objects per frame, making
it 24 x faster than OCSORT and 16 faster than BYTE.
The above comparison results highlight the remarkable
efficiency of our new GPU-based tracker paradigm.

6 Conclusion

In this paper, we propose Parallel Kalman Filter to model
non-uniform motion via the proposed non-uniform formula-
tion and achieve a time complexity of O (1) via the proposed
parallel computation method in large-scale object tracking
scenarios. Further, based on PKF, we propose Fast, the first
fully GPU-based tracker paradigm, to greatly improve track-
ing efficiency in large-scale object tracking; and FastTrack,
the MOT system consisting of Fast and a general detec-
tor, allowing for high efficiency and generality. Within Fast,
we introduce innovative GPU-based tracking modules, such
as an efficient GPU 2D-array data structure, a novel cost
matrix, a new association metric called HloU, and the Auc-
tion Algorithm. The conducted experiments demonstrate that
PKF owns the highly computational efficiency and is inde-
pendent of the input scale, while other modules in Fast are
also highly efficient compared to the CPU-based baselines.
FastTrack demonstrates state-of-the-art performance on four
public benchmarks, and attains the highest speed in large-
scale tracking scenarios of MOT?20.
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Appendix A Naive Auction

Algorithm Algorithm 4 indicates the naive Auction Algo-
rithm. For a cost matrix C generated by n persons and m
items where m must be greater than or equal to n, we define
the following variables to execute the algorithm: a positive
scaler € equal to %; a bids table b initialized to a 2D-array
with 0 values and shape (n + 1, m) where b[n, :] denotes the
flag vector; a person2item mapping p2i initialized to a 1D-
array with -1 values and length »; an item2person mapping
i2p initialized to a 1D-array with -1 values and length m;
a price vector p initialized to a 1D-array with O values and
length m. The algorithm is based on a bidding-assignment
loop to solve the best match, and the loop terminates when
there is no value — 1 in p2i.

Algorithm 4 Pseudo-code of Naive Auction.

Input: A cost matrix C; the number of persons n; the number of items
m (m > n).
1: positive scalar € < %;
: bids table b <= [0] x (n + 1)m;
: person2item mapping p2i < [—1] X n;
item2person mapping i2p < [—1] x m;
: price vector p < [0] x m;
: while (p2i includes any -1) do
/* bidding phase */
7:  for i in range(n) do

8: if p2i[i] == —1 then

9: t<<Cl[i,:]—p;

10: X1, X2, Xigx < bid(t);
11: bli, xigx] < x1 — x2 + €;
12: b[n, xjqx] < 1;

13: end if

14:  end for

/* assignment phase */
15:  for j in range(m) do

16: if b[n, j] == 1 then

17: X1, Xigy <assign(b[: n, j]);
18: pljl +=x1;

19: if i2p[j] > —1 then

20: p2i[i2p[j]] < —1;

21: end if

22: p2ilxiax] < J;

23: i2p[j] < xidx;

24 end if

25:  end for

/* reset bids table */
26 b < [0] x (n+ m;
27: end while
Output: p2i; i2p.

In the bidding phase (line 7-14), a temporary vector t with
length m is first calculated via C[i, :] — p where p2i[i] ==
—1. For each t, bid(-) is employed to obtain the max value
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x1 with its index x;4, and the second max value x,. Then
the biding increment is computed and set into b[i7, x;4,] (line
11); the flag in b[n, x;4] is set to 1 (line 12).

In the assignment phase (line 15-25), for each vector b[:
n, j] where b[n, j] == 1, assign(-) is employed to obtain
the max value x; with its index x;4,. Then x is added into
pl/] (line 18) and a new mapping is established between the
Xidyx person and the j item (line 19-23).

Next, all positions in b are reset to 0 values for the next
iteration (line 26).

Computation In the CUDA implementation, the bidding
phase and the assignment phase are established into two sep-
arate kernel functions.

In the bidding kernel function, the grid includes n blocks
to obtain the x1/2/i4x of different rows in C simultaneously.
Each block contains [%5] threads and within each thread,
two different values are read from t and the CUDA built-in
function atomicMax () is employed to obtain the x1/2/iqx.

In the assignment kernel function, the grid includes m
blocks to obtain the x1 ;4 of different columns in b simulta-
neously. Each block contains {%1 threads and within each
thread, two different values are read from b[: n, j] and
atomicMax () is also employed to obtain the x{igx.

Appendix B MOT17-val

MOT17 (Milan et al., 2016) contains a train set with the
ground truth and a test set without the ground truth. For the
ablation study, we define the first half of each video in the
original MOT'17 train set as the train set of the ablation dataset
and the last half as the validation set of the ablation dataset
called MOT17-val following (Zhang et al., 2022; Zhou et
al., 2020). Table 15 shows the basic information about the
ablation dataset. There are seven videos with 5316 images
and the detector YOLOX performs both high recall and pre-
cision on the seven videos except MOT17-02. As illustrated
in Fig. 10, the validation video of MOT17-02 in MOT17-

Table 15 Basic information about the ablation dataset

Name Train Half Val Half Rcll.% Pren. %
MOT17-02 301 299 64.2 86.0
MOT17-04 526 524 934 94.6
MOT17-05 419 418 81.7 95.0
MOT17-09 263 262 83.9 99.5
MOT17-10 328 326 75.6 93.7
MOT17-11 451 449 81.4 87.7
MOT17-13 376 374 80.3 97.3
Overall 2664 2652 83.1 93.0

Train Half and Val Half mean the number of images within each half
video. Rcll. and Pren. are the recall and precision of the MOT17-val of
the ByteTrack

Fig. 10 Illustration of MOT17-02 in Val Half. FrameXXX denotes the
frame number in the video (start from 299 to 600). The solid boxes with
same color in different images represent the ground truth of the same
trajectory; the small pedestrians in the dashed boxes are also marked
as the ground truth even if they are completely invisible (Color figure
online)

val has a total of 300 images (numbered from Frame299 to
Frame469) and the pedestrians in the green dashed boxes
are obscured most of the time from Frame299 to Frame469
(a total of 170 frames) while they are stilled labeled as the
ground truth even if they are completely invisible. This is the
reason why the validation video of MOT17-02 has the lowest
recall among all the seven videos. MOT17 has a tendency to
label pedestrians that are not visible at all as the ground truth.
This is reflected in all seven videos, with MOT17-02 being
the most severe, which explains why all recalls in Table 15
are lower than precisions, i.e., the detector cannot detect fully
obscured pedestrians who have all ready been labeled as the
ground truth. Fortunately, this situation is not serious in the
other six validation videos. For this reason, the metric number
obtained on video MOT17-02 in the ablation studies would
be considered less meaningful and we only use the remaining
six videos as MOT17-val in our ablation studies.
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