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Abstract

Hierarchical concepts have proven useful in many classical and learning-based optical flow methods regarding both accuracy
and robustness. In this paper we show that such concepts are still useful in the context of recent neural networks that follow
RAFT’s paradigm refraining from hierarchical strategies by relying on recurrent updates based on a single-scale all-pairs
transform. To this end, we introduce MS-RAFT+: a novel recurrent multi-scale architecture based on RAFT that unifies
several successful hierarchical concepts. It employs a coarse-to-fine estimation to enable the use of finer resolutions by
useful initializations from coarser scales. Moreover, it relies on RAFT’s correlation pyramid that allows to consider non-local
cost information during the matching process. Furthermore, it makes use of advanced multi-scale features that incorporate
high-level information from coarser scales. And finally, our method is trained subject to a sample-wise robust multi-scale
multi-iteration loss that closely supervises each iteration on each scale, while allowing to discard particularly difficult samples.
In combination with an appropriate mixed-dataset training strategy, our method performs favorably. It not only yields highly
accurate results on the four major benchmarks (KITTI 2015, MPI Sintel, Middlebury and VIPER), it also allows to achieve
these results with a single model and a single parameter setting. Our trained model and code are available at https:/github.com/
cv-stuttgart/MS_RAFT_plus.

Keywords Optical flow - Recurrent neural networks - Multi-Scale concepts - Coarse-to-fine schemes - Feature pyramid
networks - Robust training loss - Generalization across datasets - Robust Vision Challenge

1 Introduction two consecutive frames of an image sequence encoded as a
2D vector field in the image plane. Optical flow in particular

Accurate motion estimation is essential for reliable visual ~ hasfound widespread use for providing essential motion cues

perception tasks allowing, among other things, the avoid-
ance of collisions and the inference of 3D geometry from
monocular vision. Hence, the investigation and estimation
of motion cues is a central and long-studied problem in
computer vision. A specific instance of this problem is the
estimation of optical flow, which denotes the motion between
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to a diverse set of applications, including video manipulation
and enhancement (Lai et al. 2018; Tu et al. 2022), biometrics
(Singhetal. 2021; Mahfouf et al. 2018) and biomedical imag-
ing (Philipp et al. 2022), action recognition (Sevilla-Lara et
al. 2019; Yao et al. 2019), visual surveillance (Kajo et al.
2015; Sreenu and Saleem Durai 2019), human and object
tracking (Ranjan et al. 2020; Luo et al. 2021; Ali et al. 2016),
as well as autonomous driving and robot navigation (Janai et
al. 2020; Giachetti et al. 1998; Chao et al. 2013; Yousif et al.
2015).

This diversity naturally triggers the demand for gener-
ally applicable methods, i.e., approaches that generalize well
across datasets (Zendel et al. 2022). That this poses a prob-
lem to recent neural networks can be seen from the fact that
they typically require individual fine-tuning on each dataset
to achieve state-of-the-art results (Teed and Deng 2020; Xu
et al. 2021; Zhang et al. 2021; Jiang et al. 2021; Huang et al.
2022). In this context, they also often apply a different num-
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Fig. 1 Comparison of the estimation quality of our MS-RAFT+ method to PWC-Net (Sun et al. 2018) and RAFT (Teed and Deng 2020) by the
example of an image sequence from the MPI Sintel benchmark (clean render pass). Note the small details captured by our method visible in the

zoom-ins on the right

ber of recurrent iterations for each dataset (Teed and Deng
2020; Long and Lang 2022; Xu et al. 2021; Zhang et al.
2021). Besides, some methods rely on resolution-dependent
tiling (Jaegle et al. 2022; Huang et al. 2022) or perform
dataset-specific augmentations (Sun et al. 2018; Teed and
Deng 2020). This clearly shows the need for optical flow
methods that are robust in the sense that they work well on a
variety of datasets with the same model and the same settings.

Besides the lack of robustness, recent neural networks
also exhibit a shortcoming that concerns the quality of their
output. To reduce both memory requirements and computa-
tional effort such networks typically rely on downsampled
representations. In fact, in most cases they operate at only
1/8 of the input size (Teed and Deng 2020; Long and Lang
2022; Xu et al. 2021; Jiang et al. 2021; Zhang et al. 2021;
Huang et al. 2022), finally restoring the original resolution by
a subsequent learned upsampling (Teed and Deng 2020). Not
surprisingly, this leads to a loss of fine details which are lost
during downsampling and cannot be recovered. This in turn
shows the need for methods that operate on finer resolutions
and hence are able to provide more detailed flow fields.

Finally, there is also an intrinsic motivation to our
approach from the methodological side. Hierarchical con-
cepts, and in particular coarse-to-fine schemes, have a long-
standing history in optical flow computation. Introduced in
classical methods (Lucas and Kanade 1981; Anandan 1989;
Black and Anandan 1991; Brox et al. 2004; Xu et al. 2011;
Hu et al. 2016; Enkelmann 1988), they have not only been
essential to capture large motion by allowing a wider field
of perception at coarser resolutions, but also allow to keep
complexity and memory requirements small at the same time.
While such approaches have also been used in earlier neu-
ral networks (Ranjan and Black 2017; Sun et al. 2018; Yang
and Ramanan 2019), contemporary methods largely focus on
single-scale flow estimation (Teed and Deng 2020; Jiang et
al. 2021; Jaegle et al. 2022).

The idea behind these recent single-scale methods is to
enable a wider perceptive range by using techniques such
as dilated convolutions (Lu et al. 2020), iterative refinement
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(Teed and Deng 2020; Jiang et al. 2021), or full all-pairs
matching on improved features (Xu et al. 2022). In this
way, they aim at avoiding the main problem of coarse-to-
fine schemes: the handling of small but fast-moving objects.
Such objects do not appear at those coarser scales that would
allow to estimate their motion reliably (Brox et al. 2009).

The use of single-scale methods, however, comes at
the expense of robustness: While coarse-to-fine schemes
increase the perceptive range, they also render the estima-
tion more robust w.r.t. local minima. For instance, in case of
repetitive structures or textureless areas, ambiguities can typ-
ically be resolved when including coarser scales. Single-scale
methods do not have this advantage. Hence, RAFT (Teed and
Deng 2020) and its many variants (e.g., Jiang et al. 2021;
Zhang et al. 2021; Xu et al. 2021) try to tackle this shortcom-
ing by considering a hierarchical cost volume. Our results,
however, indicate that this strategy alone may not be suffi-
cient. In fact, considering additional multi-scale concepts in
both architecture and training loss turns out to be strongly
beneficial.

1.1 Contributions

In our paper, we address the aforementioned shortcomings of
recent methods regarding details and robustness by propos-
ing MS-RAFT+: a novel multi-scale recurrent optical flow
method that combines the benefits of RAFT-based recurrent
neural networks with the advantages of established coarse-to-
fine estimation schemes. To this end, we cast four hierarchical
concepts into a single estimation framework: a coarse-to-fine
scheme, a hierarchical cost volume, a U-Net-style feature
extractor and a multi-scale multi-iteration loss. In this con-
text, our contributions are fourfold:

(i) We develop a 4-level coarse-to-fine scheme that finally
operates at 1/2 of the original resolution. By sharing not
only the recurrent update block but also the x2 learned
convex upsampler among all scales it avoids both the
use of larger upsampling factors and the use of non-
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learned usampling strategies, hence allowing to recover
fine details and crisp motion boundaries (see Fig.1).
Please note that we still employ RAFT’s hierarchical
cost volume. It complements our coarse-to-fine scheme
by introducing non-local information in the recurrent
update process.

(i) We propose a U-Net-style multi-scale feature extractor
that considers additional high-level information from
coarser scales. In this way, we incorporate multi-scale
information at feature level to improve the matching
itself.

(iii)) We suggest a sample-wise robust multi-scale multi-
iteration loss. While the multi-scale multi-iteration loss
guarantees a close supervision of intermediate results,
the sample-wise robust penalization allows to discard
particularly difficult frames during training.

(iv) By combining our sample-wise robust multi-scale
multi-iteration loss with a suitable training strategy
we are able to train a single model performing well
across all commonly used optical flow benchmarks:
KITTT 2015, MPI Sintel, Middlebury and VIPER.
Most importantly, our model does so without requiring
any benchmark-specific modifications and fine-tuning,
highlighting its generalization capabilities.

Due to these properties, MS-RAFT+ won the ECCV 2022
Robust Vision Challenge (Zendel et al. 2022) in the category
optical flow. This clearly confirms our findings that hierar-
chical concepts are still useful in motion estimation.

The present article extends our preliminary conference
paper (Jahedi et al. 2022) in a number of ways. Apart from
a more extensive discussion of related work and a signifi-
cantly more detailed description of our method, we (i) extend
our multi-scale architecture by an additional finer scale
which requires the cost of matching-candidates to be com-
puted on-demand, (ii) further improve training and results
by a specifically tailored mixed-dataset fine-tuning, and (iii)
present a more detailed experimental evaluation that includes
additional datasets and ablations.

1.2 Organization

The paper is organized as follows. After discussing related
work in Sect.2, we start by reviewing the original RAFT
method in Sect.3. Based on its single-scale architecture
we then propose our novel multi-scale approach in Sect. 4.
Thereby we elaborate on all details of our approach with a
particular focus on the different multi-scale concepts that are
combined within our method. In Sect.5 we then thoroughly
evaluate our novel multi-scale approach using four major
benchmarks. In this context, we also perform ablations to
justify our architectural choices. Finally, we discuss limita-

tions of our approach in Sect. 6 and conclude the paper with
a summary in Sect.7.

2 Related Work

In the following, we comment on related work on coarse-
to-fine estimation, iterative refinement, and the combination
thereof. Afterwards, we discuss related work on multi-scale
concepts for feature extraction and training supervision.

2.1 Coarse-to-Fine Estimation

In classical optical flow approaches, hierarchical concepts
were essential to enable both the handling of large motions
and the robustness w.r.t. local minima (Anandan 1989; Black
and Anandan 1991; Brox et al. 2004). One of the most
prevalent concepts in this context are coarse-to-fine warp-
ing schemes. Such schemes were first introduced by (Lucas
and Kanade, 1981) and later on established by (Black and
Anandan, 1991) and (Brox et al., 2004). The main idea
of coarse-to-fine warping is the estimation of the residual
motion at each scale. Thus the flow is iteratively refined from
coarsest to finest scale, each time warping the second frame
towards the first using the current estimate.

In the context of neural networks, SpyNet (Ranjan and
Black 2017) introduced a straight-forward adaption of the
coarse-to-fine warping strategy. More precisely, it combined
a spatial image pyramid with image warping. PWC-Net (Sun
et al. 2018) and LiteFlowNet (Hui et al. 2018) improved
upon this by constructing feature pyramids and warping
the features instead. Therewith, they laid the foundation for
many subsequent (e.g.,Yang and Ramanan 2019; Yin et al.
2019) and contemporary approaches (e.g., Zheng et al. 2022),
including our approach.

2.2 Iterative Refinement

While most coarse-to-fine warping approaches can be seen
as inherently iterative due to the repetition of identical struc-
tures across all scales, there is a group of methods that fits
this description more aptly. On the one hand, (Hur and Roth,
2019) suggests the use of weight-sharing between the coarse-
to-fine levels of PWC-Net. On the other hand, Devon (Lu et
al. 2020) proposes to estimate the flow iteratively on a sin-
gle level while emulating the general coarse-to-fine scheme
with increasingly more local dilated matching-cost compu-
tation. In addition, a sampling-based strategy is employed
to facilitate residual flow estimation without the need for
warping. Finally, RAFT (Teed and Deng 2020) considers a
similar single-scale estimation strategy also based on sam-
pling. However, it uses a pooled cost volume to create a
hierarchical context and introduces a recurrent network for
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refinement, leading to an approach that still shapes contem-
porary methods (Jiang et al. 2021; Zhang et al. 2021).

This shift towards sampling-based methods avoids the
main drawback of warping-based approaches. As noted
by (Hofinger et al., 2020), warping can lead to ambigui-
ties through duplication, so-called ghosting, when objects
and background move at different speeds. Sampling-based
approaches, on the other hand, overcome these problems
by adjusting all operations to sample directly from the
unmodified image, offsetting this process by the current flow
estimate.

2.3 Combined Approaches

With MS-RAFT+ we combine the recurrent iterative updates
of RAFT (Teed and Deng 2020) with a sampling-based
coarse-to-fine estimation framework. In addition, we share
the weights of the recurrent update network and the learned
convex upsampler among scales. Our approach therefore
integrates the findings and best practices of several of the
works discussed above (in particular Hur and Roth 2019;
Hofinger et al. 2020).

Closest in spirit to our multi-scale approach is the
PRAFlow_RVC method by (Wan et al., 2020) that explores
only two scales in a direct RAFT-based setting without
further modifications. In contrast to this, our approach inves-
tigates up to four scales, embeds higher-level multi-scale
features, relies on a sample-wise robust multi-scale multi-
iteration loss and shares the learned interscale upsampling
among all scales.

Two-scale refinement schemes are also employed by
GMFlow (Xu et al. 2022) and DIP (Zheng et al. 2022). The
former forgoes the use of any recurrent strategies and instead
focuses on feature enhancement via a transformer architec-
ture in combination with a fixed softmax regression. The
latter, in contrast, proposes a recurrent estimation approach
based on the classical PatchMatch method by (Barnes et al.,
2009). Neither of them, however, explores hierarchical con-
cepts beyond their use as an additional refinement stage.

Finally, in the field of disparity estimation, there is the
CREStereo method (Li et al. 2022). Developed in parallel
to our approach, it employs a similar coarse-to-fine estima-
tion scheme, using independent recurrent refinement on each
scale with shared weights across scales. In contrast to our
approach, however, the correlation volume computed on each
coarse-to-fine scale is not hierarchical. Moreover, learned
convex upsampling is only applied at the finest scale to inter-
polate the results to the original resolution instead of sharing
such an upsampling module across all scales.

In contrast to all four of the aforementioned methods that
use 1/4 of the original resolution as final scale, our approach
operates at 1/2 of the input size, which is made possible by
on-demand cost sampling. In conjunction with the sharing of
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the learned convex upsampler across all scales, our method
therefore allows sharper motion boundaries and more struc-
tural details, which is also confirmed by our experimental
evaluation.

2.4 Multi-Scale Feature Extraction

Now we discuss related work on the extraction of advanced
hierarchical features. On the one hand, in the context of scene
flow (Saxena et al. 2019; Rishav et al. 2021) and optical
flow (Rishav et al. 2021) there are advanced encoders based
on the concepts of feature pyramid networks (FPNs) (Lin
et al. 2017) or feature pyramid networks with residual con-
nections (ResFPNs) (Rishav et al. 2021). The idea of such
encoders is to combine higher-level feature representations
from coarser resolutions with better localized information
from finer scales. On the other hand, there are approaches
based on residual feature downsampling (RFD) explicitly
designed for optical flow (Long and Lang 2022). Those
approaches, in turn, allow a better preservation of details
in the downsampling process by storing additional repair
masks. Our feature encoder follows a U-Net style struc-
ture (Ronneberger et al. 2015) and is based on the concepts
of FPNs and top-down modulation (TDM) (Shrivastava et
al. 2017). However, it is equipped with additional residual
blocks to better aggregate multi-scale features.

2.5 Multi-Scale Supervision

Finally, let us comment on related work in the field of multi-
scale supervision. While SPyNet (Ranjan and Black 2017)
and the more recent LiteFlowNet-based approaches (Hui et
al. 2018, 2021; Hui and Loy 2020) employ a gradual strategy,
pre-training on coarsest scales first before adding finer scales,
newer networks tend to follow the strategy introduced by
PWC-Net (Sun et al. 2018) and are trained as a single unit,
using a multi-scale loss term (see e.g., Yang and Ramanan
2019; Yinetal. 2019). Generally, weights are set manually for
each scale. Somewhat similarly, RAFT (Teed and Deng 2020)
directly supervises each intermediate recurrent output at its
single scale, however, it employs an exponential weighting
scheme to reduce the impact of earlier predictions.

CREStereo (Li et al. 2022) combines both concepts into a
multi-scale multi-iteration loss by summing together inde-
pendent RAFT loss terms, one per scale, using the same
weights for all scales. Our multi-scale multi-iteration loss, in
contrast, unrolls the exponential weighting scheme of RAFT
across all scales and hence leads to a lesser influence of
coarser scales in the final loss. Apart from that, our loss is not
only pixel-wise robust as most of the aforementioned meth-
ods, but also sample-wise robust, i.e., not only single pixels
but entire samples are downweighted during training.
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Fig. 2 RAFT’s architecture. The flow-increment is estimated 7" times
via the update block using the current flow estimate, looked-up costs
which are outputs of the correlation pyramid, and context features
denoted by Con. Note that the flow estimate at each iteration is used for
looking up the costs in the correlation pyramid. The resulting flow is
finally interpolated to the original resolution using a x 8 convex upsam-
pler

3 RAFT

Before explaining our RAFT-based multi-scale approach,
we first review the most important concepts of single-scale
RAFT (Teed and Deng 2020). We start by reviewing RAFT’s
architecture, followed by a discussion of its training loss.

3.1 Architecture

RAFT estimates the optical flow by processing feature rep-
resentations of the input images at 1/8 of their resolution. It
computes all-pairs matching costs and, based on the costs
and features, estimates the flow iteratively using convolu-
tional and recurrent units. In the following, we elaborate on
the estimation strategy of RAFT in more detail. The under-
lying architecture is illustrated in Fig. 2.

3.1.1 Feature Extraction

At the beginning, image features Featl, Feat2 of both input
frames and context features Con of the first frame are com-
puted. While a shared feature encoder is employed to extract
the image features, a separate encoder with the same archi-
tecture is used for computing the context features. Each of the
three resulting feature volumes has the spatial size (%/8, w/8).

3.1.2 Correlation Pyramid

Based on the aforementioned image features Featl, Feat2,
an all-pairs cost volume is constructed, where the normalized
dot product of the features is computed between all pairs of
pixels, i.e., between each feature in the first frame and each
feature in the second frame. This 4D cost volume—with size
(h/8, w/s, b/, w/g)—is then average-pooled three times along
its last two dimensions. The pooled volumes together with
the original cost volume yield a four-level correlation pyra-
mid, where the coarsest level is of size (#/8, w/8, h/64, w/64).
This pyramid is later used for sampling the costs of match-
candidates. Using all levels of the pyramid for such a cost
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Fig.3 RAFT’s multi-iteration loss. Flow estimates of all iterations are
upsampled to the original resolution using the convex upsampler and
contribute to the overall loss

sampling allows to capture non-local information in the
matching process.

3.1.3 Recurrent Updates

Ateachrecurrent iteration, matching costs are collected from
the correlation pyramid. They are sampled from a neighbor-
hood around the estimated correspondences at each pyramid
level, given by the current flow estimate—which is typi-
cally initialized to zero or derived from a prior estimate.
These costs, along with the current flow estimate, are passed
through a motion encoder, where both are processed sep-
arately via convolutional layers. The output of the motion
encoder together with a part of the context features is then
fed into a Gated Recurrent Unit (GRU). This unit updates the
hidden state over the recurrent iterations, which was initial-
ized by a separate part of the context features.

The output of the GRU is then processed to compute
a residual flow update at 1/8 the resolution using another
convolutional layer. These updates are summed up over sev-
eral recurrent iterations yielding the final flow estimate. For
simplicity, the update block in Fig.2 contains the above-
mentioned sub-networks to estimate the flow update from the
current flow estimate, the context features, and the looked-
up costs. Furthermore, a convex upsampler, learned from the
hidden-state, is applied to upsample the flow estimated at 1/8
the resolution to the original scale.

3.2 Supervision

In RAFT, all intermediate and final flow estimates at differ-
ent iterations contribute in supervising the network. Unlike
in PWC-Net (Sun et al. 2018), the difference between all
flow estimates and the ground truth flow is computed at the
original resolution. Therefore, in this case, downsampling
the ground truth flow is not required. Figure3 shows the
inputs of RAFT’s loss. Flow estimates from all iterations
are upsampled to the original resolution using the learned
convex upsampler and used for supervision. The deviations
of the upsampled flow estimates from the ground truth flow
are penalized at each iteration. This results in the following
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Fig. 4 Coarse-to-fine estimation scheme of our 3-scale MS-RAFT
approach. The optical flow is estimated from the coarsest scale (bot-
tom) to the finest scale (top). The flow computed on coarser scales is

multi-iteration loss

T

L=y e — sy, (1

t=1

where f’ represents the estimated flow at iteration ¢, f$'
denotes the ground truth flow, and T is the number of recur-
rent iterations during training. Further, ||-||; indicates the L1
norm and y 7~ is the weight for the penalized deviation at
iteration 7. Setting ¥ = 0.8 yields an exponential increase in
the impact of later iterations on the loss.

4 Multi-Scale RAFT

Having reviewed RAFT, we can now discuss our novel multi-
scale approach. In this approach, we take advantage of finer
representations of the input images than 1/8 the original res-
olution, while benefiting from improved initializations from
coarser scales. Ideally, one could compute the flow from fea-
ture representations as fine as the original images, provided
that such features are high-level enough. But, the search range
in that case would need to be very large for a single-scale
approach in order to find the correspondences for objects
with large motion. However, estimating the optical flow from
such high-resolution features is memory-wise prohibitive for
RAFT’s architecture due to the computation of the all-pairs
cost volume and the subsequent construction of the correla-
tion pyramid.

Therefore, in this section, we discuss two different ver-
sions of our multi-scale approach. Firstly, we present a
3-scale version, where the finest scale is at 1/4 the original
resolution, for which the computation of the all-pairs cost vol-
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used as initialization for the finer scales after upsampling. The update
module, which is responsible for estimating the flow-update and the
learned convex upsampler, are shared among scales

ume and the correlation pyramid is typically still feasible',
both time- and memory-wise. We call this model MS-RAFT
in this work. Secondly, we present an extension, exploiting
an additional finer scale. Since including the additional scale
and computing the all-pairs cost volume is memory-wise
infeasible, we rely on an on-demand cost computation and
sampling. We refer to this extended model as MS-RAFT+.
In our evaluation in Sect.5 we show that our 4-scale MS-
RAFT+ approach yields substantial improvements over both
RAFT and MS-RAFT.

In the following, we elaborate on each of the multi-scale
concepts employed in our models, namely: a coarse-to-fine
estimation scheme, a multi-scale U-Net-style feature encoder
and a multi-scale multi-iteration loss. We first detail on the
coarse-to-fine estimation strategy for both models and then
discuss the other concepts, with an emphasis on the extended
MS-RAFT+ model.

4.1 Multi-Scale Estimation

Let us start by discussing our multi-scale coarse-to-fine
estimation scheme. For our 3-scale MS-RAFT model this
scheme is shown in Fig. 4. We will talk about different aspects
step-by-step, beginning with the introduction of the inputs
of this module, followed by a discussion of the general esti-
mation procedure. Lastly, we explain how we make use of

1 By feasible in this case, we mean that one could train a method using
2 A100 GPUs, with 40 GB VRAM each, using the same batch-size as in
RAFT without requiring gradient accumulation. This amount of mem-
ory is much larger than RAFT requires for training, however compared
to other transformer-based methods such as GMFlow (Xu et al. 2022)
and Flowformer (Huang et al. 2022), where four A100 and four V100
GPUs are used, respectively, our method still requires less memory.
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Fig. 5 Coarse-to-fine estimation scheme of our 4-scale MS-RAFT+
approach. Note the different estimation process between this figure and
Fig.4, i.e., no all-pairs cost volume is computed. The cost is computed

an additional finer scale in our 4-scale MS-RAFT+ model,
shown in Fig.5.

4.1.1 Inputs

As shown in Fig.4, our matching process depends on first-
and second-frame image features (FeatX-1 and FeatX-2) as
well as context features (ConX) at different scales. The spatial
size of these features increases from bottom to top. They are
computed using a U-Net-style feature extractor, which we
will discuss in Sect. 4.2.

4.1.2 General Procedure

Given the image and context features mentioned previously
at different resolution scales, the flow is first estimated at the
coarsest scale S1. Like in RAFT, the all-pairs cost volume and
subsequently the correlation pyramid are computed, and the
current flow estimate, the context features and the sampled
matching costs from the correlation pyramid are employed
to compute the flow update iteratively (cf. Sect. 3.1.1).

Like in RAFT, a part of the context features in the coars-
est scale is passed to the recurrent unit as the overall initial
hidden state. This hidden state gets updated at each iteration.
After T recurrent flow-updates at the coarsest scale (1/16 res-
olution), we perform a x2 convex upsampling (1} in Fig.4).
The resulting flow is then used as initialization at the next

and sampled on demand. Furthermore, using the additional scale allows
to compute the flow at full resolution using the shared convex upsampler
without any additional bilinear upsampling step

finer scale S». At this scale, a part of the finer context fea-
tures (Con2) of the current scale is used to re-initialize the
hidden state of the recurrent unit. The flow is then updated
for 7> iterations, upsampled, and used as initialization at the
next scale. This procedure is repeated until the flow at 1/4 the
resolution has been computed at the 3rd scale, S3. This flow is
finally upsampled to the full resolution using the mentioned
x2 convex upsampler followed by a x2 bilinear upsampler
(1 in the figure). Importantly, the flow estimation module—
update block in Fig. 4—and the x 2 learned convex upsampler
are shared across scales.

Note that after the flow is upsampled in the finest scale to
1/2 the resolution by the convex upsampler, one cannot simply
apply the same convex upsampler again to compute the flow
at full resolution. The reason is that the convex upsampler
relies on the hidden state of the recurrent unit at the current
scale. Therefore, to upsample the flow from 1/2 the resolution
to full resolution, one would need the context features, the
matching costs, and the estimated flow at 1/2 resolution.

4.1.3 On-Demand Cost Sampling

In the last section, we explained how the flow is computed in
the coarse-to-finer manner in our 3-scale MS-RAFT model.
In the following, we discuss how to utilize an additional finer
scale, so that we improve the estimation by taking advantage
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of even finer features. Figure 5 demonstrates our extended
MS-RAFT+ estimation scheme.

As elaborated previously, estimating the flow on a finer
scale via the all-pairs cost volume is very memory-intensive.
(Teed and Deng, 2020) have shown that the correlation costs
of match candidates can instead be computed on-demand
during training and inference”. Without the pre-computed
all-pairs cost volume, however, the correlation pyramid can
also not be pre-computed. Instead, a pyramid of the second
frame’s features (FeatX-2 in Fig.5) is constructed via suc-
cessive pooling operations. A specialized CUDA kernel is
then used to compute the desired costs directly: It first com-
putes correlation costs via a dot-product between first- and
the pooled second-frame image features in a local neigh-
borhood based on the current flow estimate. Thereafter, it
samples from this cost window to obtain the required cost val-
ues at the sub-pixel looked-up positions (On-Demand Cost
Sampling in Fig.5). Due to this modification, the extended
coarse-to-fine scheme with the additional finer scale did not
need extra memory for training or inference. However, both
training and inference time were increased.

Compared to our 3-scale MS-RAFT model, the upsam-
pled estimated flow at 1/2 the resolution at scale S3 is now
used as initialization for the estimation in the last scale, Sy.
After performing 74 recurrent updates at this scale and one
last convex upsampling step, the flow is output at full resolu-
tion. Essentially, with this extension, unlike in MS-RAFT, the
convex upsampler can now be effectively used to upsample
the flow estimated in the last scale from half to full resolution.

4.2 Multi-Scale Feature Extraction

In this section, we elaborate on the feature extractor that
computes the image and context features in different scales
used in Sect.4.1. It is illustrated in Fig.6. On the left side,
RAFT’s feature encoder is shown, which has been extended
to compute coarser scale features at 1/16 the resolution. This
is realized by applying an additional residual unit, with stride
two. Unlike RAFT’s encoder, this encoder also outputs inter-
mediate features at 1/4 and 1/2 the resolution. Note that the
latter scale is not used in our 3-scale MS-RAFT model. The
feature enhancement block on the right hand side is respon-
sible for the aggregation of multi-scale features from coarser
scales, providing higher-level features.

In contrast to (Hur and Roth, 2019; Sun et al., 2018), and
(Wan et al., 2020), the outputs (intermediate features; Int-
featX in Fig.6) of the encoder on the left are not employed
directly in the estimation process of Sect.4.1, except for

2 (Teed and Deng, 2020) released the code for on-demand cost com-
putation for inference. We slightly adjusted the corresponding module.
Moreover, for training, the implementation of the backward pass was
added.
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Fig. 6 U-Net-style feature extractor. The left side shows RAFT’s fea-
ture encoder which is extended by an additional coarser scale. The
feature enhancement sub-network is added to this encoder to generate
multi-scale features. While the entire enhancement block is used in our
4-scale MS-RAFT+ approach, the dashed box shows the reduced block
of our 3-scale MS-RAFT model

the coarsest scale. For other scales, similar to (Saxena et
al., 2019), the intermediate finer features (Int-feats) are
combined with the deeper coarser features (Feats-1) for
enhancement. First Feats-1 is upsampled via bilinear inter-
polation to have the same spatial size as the corresponding
finer scale intermediate features. Int-feats and the upsam-
pled Feats-1 are then stacked and processed via a residual
block for feature consolidation. The cyan features on the right
(Feat s) are the outputs of this module which are employed
in the coarse-to-fine estimation scheme.

Similar to the U-Net architecture (Ronneberger et al.
2015), the number of channels increases as the coarser fea-
tures are computed, and it decreases as finer features are
constructed. Note that the same U-Net-style feature extrac-
tor is used to compute the image and context features, with
the difference that for the context features, the depth of the
output stays constant for all scales. This characteristic is nec-
essary to allow sharing the update block among scales (see
Sect.4.1).

4.3 Multi-Scale Supervision

In the previous sections, we discussed the architecture of our
method. Let us now elaborate on the loss function used for
training the network.

As shown in Sect. 4.1, to estimate the flow update at each
iteration of each scale, candidate costs are computed and
sampled based on the current flow estimate. This means that
the computation of each flow update is highly dependent on
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Fig.7 Computation of the multi-scale multi-iteration loss. Ateach scale
and each iteration, the flow is upsampled to the original resolution using
a combination of learned convex upsampling ({}) and bilinear upsam-
pling (7). Combining the losses for each iteration leads to the scale

the previous flow estimate, hence requiring each intermediate
flow to be accurate. This suggests a direct supervision of the
flow estimate at each iteration and on each scale. The sketch
of our multi-scale multi-iteration loss is illustrated in Fig. 7.
All T; flow estimates at scale s contribute to the computation
of the loss term of that scale. The total loss is computed as
the sum of the loss terms of all scales.

Note that similar to RAFT (Teed and Deng 2020), the loss
considers the flow at the original resolution at each iteration
of each scale. First, the flow is upsampled using the con-
vex upsampler as discussed in Sect.4.1. For the first three
scales, where the resulting flow after convex upsampling is
still smaller than the original resolution, the flow is further
upsampled to that resolution via bilinear interpolation. At
the finest scale, since the flow is already computed at the full
resolution after convex upsampling, no bilinear upsampling
is needed.

Our overall multi-scale multi-iteration loss is given by

S T

L= vl

s=1 r=1

@

8,1

where S and 7 denote the number of scales and iterations
per scale, respectively. Furthermore, L; ; represents the loss
at scale s and iteration ¢. For pre-training the network, L ;
then reads

|f5 N fgt

M pr
zz 2l
—7

pX

3

losses (LossX) which are further aggregated to the final loss. While
the entire sketch describes the loss computation for our 4-scale MS-
RAFT+ approach, the dashed box applies to the reduced loss for our
3-scale MS-RAFT model

where M represents the batch size, Npy indicates the number
of pixels in the image, and f ,’n’ » denotes the estimated flow at
scale s and iteration ¢ in sample m in the batch at pixel p at the
original resolution. Moreover, f ;g,: p» denotes the ground truth

flow of the same sample at pixel p. Finally, ||-||lc = /|| ||% + €
stands for the regularised Ly-norm with e = 1 x 1073,

To steer the influence of the loss at each iteration of the
coarse-to-fine scheme, we extend RAFT’s original weighting
strategy to multiple scales. The corresponding weight at scale
s and iteration ¢ is given by

Tior—

Ts
VS,I‘ =Y AJ?

“)

where the total number of iterations over all scales is com-
puted by

S
2T
s=1

Tio = &)

and the current iteration number at scale s with regard to all
scales reads

(6)

s—1
Toa=) Ti+t.
k=1

Setting y < 1inEquation (2) enforces exponentially increas-
ing weights for later iterations as well as for finer scales.
Similar to PWC-Net (Sun et al. 2018), we use a different
loss function for fine-tuning our method. However, in con-
trast to PWC-Net, which employs a pixel-wise robust loss
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function, we consider sample-wise robustness via

P (Nt g\
fi m,p s
fo;ezﬁz ZN—+G/ : (7
m=1 \ p=1 pX

where we choose ¢ = 0.7 and €’ = 0.01.

Penalizing per-pixel deviations from the ground truth in
a sub-quadratic manner via || - || already increases pixel-
wise robustness by down-weighting outlier pixels (Huber
2004). In addition, our modification allows to down-weight
the impact of an entire training sample in the batch, if the
sample produces a large error, i.e., contains many outliers.
In approaches such as FlowNet2.0 and PWC-Net (Sun et al.
2018; Ilg etal. 2017) difficult training samples were excluded
explicitly from training. Our sample-wise loss can be hence
interpreted as an implicit attenuation of difficult samples dur-
ing fine-tuning. The usefulness of this strategy can be seen
by our experimental evaluations in the next chapter.

5 Evaluation

In this section, we first detail on training and inference.
Then, we investigate the accuracy of our MS-RAFT and
MS-RAFT+ approach using the four most widely used
benchmarks: KITTI 2015, MPI Sintel, Middlebury, and
VIPER. In this context, we also discuss the performance
of our MS-RAFT+ method in the Robust Vision Challenge
2022. Finally, we ablate architectural design choices and ana-
lyze different fine-tuning settings.

5.1 Training

In the following, we elaborate on the training of our two
models, MS-RAFT and MS-RAFT+.

5.1.1 Detailed Settings

Our MS-RAFT and MS-RAFT+ models have 13.5M and
16 M parameters, respectively. The parameter overhead com-
pared to the 5.3M parameters of RAFT is only due to the
multi-scale U-Net-style feature extractor, as the update block
and the learned upsampler are shared among scales. Dur-
ing training, we performed (77, T», T3) = (4, 6, 8) recurrent
iterations for MS-RAFT and (T1, T», T3, T4) = 4,5, 5, 6)
iterations for MS-RAFT+, going from the coarsest to the
finest scale. Increasing the number of iterations per scale
could potentially improve results; however, this would make
the training process more expensive, both time- and memory-
wise.?

3 This is due to longer sequential back-propagation steps.
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The image features of the coarsest to finest scale have 256,
128 and 96 channels for MS-RAFT, and 256, 128, 96 and 64
channels for MS-RAFT+, respectively. Context features have
256 channels for both models at all scales.

By default, we employ two hierarchical correlation levels
on each coarse-to-fine scale for both of our models, where we
look up the costs using a radius of four pixels. In MS-RAFT,
this is done by directly constructing a two-level correlation
pyramid, whereas in MS-RAFT+, we pool the second-frame
image features once to obtain a hierarchical representation
thereof, which is then used for the on-demand cost computa-
tion and sampling. We chose the same cost lookup range for
both models, as both have their coarsest scale at (#/16, w/16).
Moreover, we chose this range based on the coarsest scale in
such a way that, expectedly, the majority of match candidates
lie inside its perceptive range.

To supervise the model during training, we used our multi-
scale multi-iteration loss. We employed the L2 loss from
Equation (3) for pre-training and the robust sample-wise loss
from Equation (7) with ¢ = 0.7 for fine-tuning. Regarding
the weight of each loss at different iterations and scales, we
set y = 0.8 in Equation (2) for pre-training and y = 0.85
for fine-tuning, similar to (Teed and Deng, 2020).

5.1.2 Training Phases

We trained both our models in three stages: First, we pre-
trained the networks on Chairs (Dosovitskiy et al. 2015) and
then on Flying Things3D (Mayer et al. 2016)—referred to as
Things here, each for 100K iterations using batch sizes of 10
and 6, respectively, similar to RAFT (Teed and Deng 2020).

In the case of our MS-RAFT model we fine-tuned the net-
work with the same mixture of datasets introduced in RAFT
(Teed and Deng 2020) for 100K steps with batch size of 6.
The mixed set includes 71% MPI Sintel (Butler et al. 2012),
13.5% KITTI 2015 (Menze and Geiger 2015), 13.5% Things,
and 2% HD1K (Kondermann et al. 2016).

In the case of our MS-RAFT+ model, as we participated
in the Robust Vision Challenge (RVC) 2022, we fine-tuned
the network with focus on a more uniform distribution of
datasets, including the VIPER dataset (Richter et al. 2017), as
its benchmark results were also considered in this challenge.
Therefore, we fine-tuned MS-RAFT+ for 100K iterations
with batch size of 6 using a combination of datasets, where
30% of the training samples consist of MPI Sintel, 30% of
VIPER (every 10th frame), 28% of KITTI 2015, 10% of
Things, and 2% of HD1K.*

Note that even though the outcome of the Middlebury
benchmark (Baker et al. 2011) was also taken into account

4 Similar to the proportions of MPI Sintel and VIPER, we used overall
30% of the samples for real-world KITTI-like sequences (28% KITTI
2015 + 2% HD1K).
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in the RVC, we did not use any samples from its dataset
for training as there are only eight frame pairs. In our pre-
training we used the same augmentation strategies suggested
by RAFT for pre-training, while for our fine-tuning on the
mixed dataset, we employed RAFT’s augmentations for fine-
tuning on MPI Sintel.

Hardware Requirements

We used two Nvidia A100 GPUs with 40GB VRAM each to
train our models. The overall training process took around
six days for MS-RAFT+, and three days for MS-RAFT with
the same hardware. The extended training time of the former
was due to processing of the additional higher resolution
and the on-demand computation of the matching cost, which
memory-wise allowed us to use the fourth scale, i.e., the
additional finer scale.

5.2 Inference

Recent RNN-based methods typically use more iterations to
refine the flow at inference time than they use during training.
Furthermore, they often use a different number of iterations
for each dataset to achieve better results. For example, RAFT
(Teed and Deng 2020) was trained with 12 recurrent itera-
tions, but applied 32 and 24 for inference on MPI Sintel and
KITTI 2015, respectively. For our MS-RAFT model, we sim-
ilarly applied two different sets of iteration numbers for MPI
Sintel and KITTI 2015 with (71, T», T3) = (10, 15, 20) and
(T1, Tz, T3) = (4, 8, 24), respectively.

In the case of MS-RAFT+, however, as we had to meet
the requirements of the Robust Vision Challenge, we com-
puted the optical flow using the same number of iterations
for all the aforementioned benchmarks. To this end, we used
(Ty, T», T3, T4) = (4, 6, 5, 10) iterations, which we found to
work best on the validation sets we employed for our fine-
tuning ablations. More details on the validation sets can be
found in Sect.5.4.

Regarding the flow initialization in coarse-to-fine schemes
(cf. Sect.4.1), typically a zero flow is used as starting point
at the coarsest scale (Sun et al. 2018). However, as shown
in single-scale RAFT (Teed and Deng 2020), the estimation
can benefit from the predictions of the previous time-step
by forward-warping the corresponding result and using it as
improved initialization for the current time step. This so-
called warm-start strategy used by (Teed and Deng, 2020)
considers the forward-warped predicted flow from the pre-
vious time-step in a recursive manner, i.e., the flow of the
previous time step was also initialized by the forward-warped
version of its previous pair’s flow.

To make the sequence-dependency of each estimated flow
shorter during inference, we applied a cold warm-start strat-
egy, in which only the previous image pair is considered
for initialization. For example, to compute the flow between

frame I3 and frame I4, we initialize the flow by forward-
warping the flow between frame I, and frame I3, for which,
in turn, the zero flow was used as initialization. In cases where
the previous frame is not contained in the standard dataset
files, or when the first image-pair in a sequence is consid-
ered, we use a zero-flow initialization—as in (Teed and Deng,
2020). Using a cold warm-start initialization makes our com-
puted flow only dependent on at most three input frames,
compared to the warm-start strategy of RAFT, where the
output is dependent on all previous images in the sequence
due to its recursive way of initialization.

5.3 Results

In the following we evaluate the performance of our 4-scale
MS-RAFT+ approach. To this end, we investigate the accu-
racy of our method on the KITTI 2015, the MPI Sintel, the
Middlebury, and the VIPER benchmarks, thereby also com-
paring its performance to the recent literature. In this context,
we also analyze the visual quality of the computed flow fields.
Moreover, we also compare the results of both our 3-scale
MS-RAFT and our 4-scale MS-RAFT+ model. Finally, we
will discuss the performance of our MS-RAFT+ method in
the Robust Vision Challenge 2022. Please note that in this
section the best and second best results are boldfaced and
underlined, respectively.

5.3.1 KITTI 2015

Let us start by investigating the performance of our two
models on the KITTI 2015 benchmark. To this end, we com-
pare their results in Table 1 to the top-ten published optical
flow methods. As can be observed, our MS-RAFT+ method
achieves Rank 1 on both (Fl-all) and (Fl-all non-occluded)
measures among all published optical flow methods, respec-
tively.

Notably, our method scores a new state of the art in
non-occluded regions, in which, it is even more accurate
than the currently leading published scene flow method—
CamLiFlow (Liu et al. 2022)—that achieves an Fl-all error
of 2.40% compared to 2.18% of our approach. Moreover,
our MS-RAFT+ approach shows substantial improvements
over its underlying RAFT baseline, with the largest gain of
32.4% in the foreground of non-occluded regions. In addi-
tion, it improved over our 3-scale MS-RAFT model with a
gain of 22.1% (Fl-all) within non-occluded regions. A com-
parison of qualitative results of our MS-RAFT+ approach and
DIP (Zheng et al. 2022), FlowFormer (Huang et al. 2022),
GMFlow (Xu et al. 2022), and RAFT (Teed and Deng 2020)
is presented in Fig. 8. Evidently, our method allows to pre-
serve fine structural details of the scene such as traffic signs
and cars.
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Table 1 Comparison to the literature for the KITTI 2015 benchmark

KITTI 2015 (Test)

KITTI 2015 NOC (Test)

Method bg fg all bg fg all
MS_RAFT+ (ours) 3.83 5.71 4.15 2.07 2.69 2.18
DIP (Zheng et al., 2022) 3.86 5.96 4.21 2.31 3.00 2.43
RAFT-it (D. Sun et al., 2022) 4.11 5.34 4.31 2.68 2.77 2.70
RAFT-OCTC (Jeong et al., 2022)" - - 4.33 - - -
SeparableFlow (Zhang et al., 2021)  4.25 5.92 4.53 2.56 3.75 2.78
KPA-Flow (Luo et al., 2022) 4.17 6.77 4.60 2.59 3.83 2.82
FlowFormer (Huang et al., 2022) 4.37 6.18 4.68 2.54 3.38 2.69
RAFT-A (D. Sun et al., 2021) 4.54 5.99 4.78 3.01 3.17 3.04
CRAFT (Sui et al., 2022) 4.58 5.85 4.79 2.87 3.68 3.02
MS_RAFT (ours) 458 638 488 266 341  2.80
RAFT (Teed & Deng, 2020) 4.74 6.87 5.10 2.87 3.98 3.07
MS-RAFT over RAFT 34%  71%  43% 73% 14.3% 8.8%
MS-RAFT+ over RAFT 19.0% 16.9% 18.6% 279% 324% 29.0%
MS-RAFT+ over MS-RAFT 164% 89% 15.0% 222% 211% 221%

Results for the Top 10 published optical flow methods given in terms of the standard Fl outlier ratio in percent; cf. (Menze and Geiger, 2015). NOC
= non-occluded pixels. bg = background. fg = foreground

* For the sake of reproducibility the value of the underlying peer-reviewed publication is listed. Please note that the benchmark shows improved
results, which, however, are not documented (no description, no code, no settings)

Fig.8 Visual comparison to other methods from the literature for the KITTI 2015 benchmark. First row. Two exemplary frame pairs. Other rows.

Computed flow field and error map of the first and second frame pair. Note the differences in the marked locations. Best viewed electronically

5.3.2 MPI Sintel

Considering the MPI Sintel benchmark, results are shown in
Table 2. Also here we compare our methods to the top ten
published results from the literature. In this case, MS-RAFT+
achieves Rank 2 and Rank 9 on the clean and final pass (EPE-
all), respectively. Our method performs again particularly
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well in non-occluded regions (in the clean pass). Moreover,
it shows very good results for small displacements (both final
and clean), where it achieves Rank 1 in the corresponding
metrics. Further, compared to its underlying RAFT approach,
our MS-RAFT+ model gains a 24.2% accuracy improvement
for the EPE-all and 35.5% in the non-occluded regions as
well as a substantial 50% in small displacements in the clean
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Table 2 Comparison to the literature for the MPI Sintel benchmark

Sintel Clean (Test) Sintel Final (Test)
Method All Mat  Unmat s0-10 All Mat Unmat  s0-10
FlowFormer (Huang et al., 2022) 1.20 0.41 7.63 0.25 2.12 0.99 11.37  0.52
MS_RAFT+ (ours) 1.23 0.40 8.02 0.16 2.68 1.28 14.12 0.42
SKFlow (S. Sun et al., 2022) 1.30 0.57 7.25 0.28 2.26 1.14 11.42 0.58
MS_RAFT (ours) 1.37 0.48 8.68 0.22 2.67 1.19 14.71 0.47
GMA (Jiang et al., 2021) 1.39 0.58 7.96 0.33 2.47 1.24 12.50 0.57
GMFlowNet (Zhao et al., 2022) 1.39 0.52 8.49 0.31 2.65 1.27 13.88 0.70
RAFT-OCTC (Jeong et al., 2022) 1.42 0.54 8.57 0.30 2.57 1.24 13.44 0.58
GMA-FS (Im et al., 2022) 1.43 0.60 8.17 0.33 2.44 1.20 12.55 0.59
AGFlow (Luo et al., 2022) 1.43 0.56 8.54 0.32 2.47 1.22 12.64 0.56
DIP (Zheng et al., 2022) 1.44 0.52 8.92 0.34 2.83 1.28 15.49 0.57
RAFT (Teed & Deng, 2020) 1.61 0.62 9.65 0.34 2.86 1.41 14.68 0.63
MS-RAFT over RAFT 14.9% 226% 101% 25.3% 6.6% 156% —02% 254%
MS-RAFT+ over RAFT 24.2% 355% 16.9% 50.0% 6.3% 9.2% 38% 333%
MS-RAFT+ over MS-RAFT 103% 165% 7.6% 28.1% —0.4% —6.8% 4.0% 102%

Results for the Top 10 published optical flow methods in terms of the standard EPE measure in pixels; cf. (Butler et al., 2012). Mat = matched.
Unmat = unmatched. sO-10 = small displacements between 0 and 10 pixels

Sintel (clean) Sintel (clean) Sintel (final) Sintel (final)

Ground Truth™ ry
,,,,,,,,,,,,,,,,,,,,,,,,, EPE 1.958 EPE 1.116
,,,,,,,,,,,,, f
777777777 P
Ours. S B EPE 0.417 y EPE 0.552
,,,,,,,,,,,,,,,,,,,,,,,,, EPE 1.841 EPE 1.263
7777777777777 |
rrrrrrrrr { SRR
DIP I BRI EPE 0.479 y . EPE 0.760
,,,,,,,,,,,,,,,,,,,,,,,,, EPE 1.681 EPE 1.133
,
FlowFormer EPE 0.564 £ EPE 0.691
,,,,,,,,,,,,,,,,,,,,,,,,, EPE 1.694 EPE 1.223
,,,,,,,,,,,,,,,,,,,,,, | AT
GMFlow . EPE 0.722 y 4 EPE 0.935
,,,,,,,,,,,,,,,,,,,,,,,,, EPE 2.202 EPE 1.445
,,,,,,,,,,,,,,,,,,,,,, | AT
RAFT B B EPE 0.679 4 EPE 0.682

Fig. 9 Visual comparison to other methods from the literature for the MPI Sintel benchmark. First row. Four exemplary frames. Other rows.
Computed flow fields. Note the differences in the marked locations. Best viewed electronically
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Table 3 Comparison to the literature for the Middlebury benchmark

Middlebury (Test)

Method Army Meqn Schef Wood Grov Urbn Yosem Teddy
RAFT-it (D. Sun et al., 2022) 0.07 0.15 0.17 0.05 046 0.09 0.06 0.28
NNF-Local (Chen et al., 2013) 0.07 0.15 0.18 0.10 041 0.23 0.10 0.34
MS_RAFT+ (ours) 0.07 0.22 020 0.07 0.39 0.11 0.05 0.27
PMMST (Zhang et al., 2020) 0.09 0.18 0.21 0.10 051 024 0.11 037
OFLAF (Kim et al., 2013) 0.08 0.16 0.19 0.14 051 031 0.11 0.42
MDP-Flow2 (L. Xu et al., 2011) 0.08 0.15 0.20 0.15 0.63 0.26 0.11 0.38
NN-field (Chen et al., 2013) 0.08 0.17 0.19 0.09 041 052 0.13 0.35
CoT-AMFlow (Wang et al., 2020) 0.08 0.15 0.21 0.16 0.67 0.27 0.12 0.42
TC/T-Flow (Volz et al., 2011) 0.07 0.19 0.28 0.14 0.67 0.22 0.11 0.50
WLIF-Flow (Tu et al., 2016) 0.08 0.18 0.25 0.14 0.61 0.43 0.13 0.51

Results for the Top 10 published optical flow methods in terms of the standard AAE (=EPE) measure in pixels; cf. (Baker et al., 2011)
Meqn: Mequon, Schef: Schefflera, Wood: Wooden, Grov: Grove, Urbn: Urban, Yosem: Yosemite

pass. In the final pass, the improvements compared to RAFT
are also large, but less than in the clean pass. Comparing the
outcome of both our models, MS-RAFT+ improves over MS-
RAFT by 10% EPE-all, 16.5% in the non-occluded regions
and 28.1% for small displacements in the clean pass. How-
ever, in the case of the final pass, no substantial changes can
be observed for EPE-all, while the results in the non-occluded
regions actually degrade by 6.8%. Qualitative results shown
in Fig.9 demonstrate again that small structural details are
well preserved by our MS-RAFT+ approach. Moreover, one
can see the benefit of operating on 1/2 the resolution com-
pared to DIP and GMFlow, which work at most on 1/4 the
resolution, preserving even finer details comparably.

Please note that the coarse-to-fine strategy within our
approach enables mainly a more accurate estimation at higher
resolutions benefiting from useful initializations from coarser
scales rather than the estimation of large displacements which
are already handled reasonably well by the hierarchical non-
local lookup of the matching costs. Hence, we mainly observe
strong improvements for small displacements.

5.3.3 Middlebury

In the Middlebury benchmark, as can be seen in Table 3, our
MS-RAFT+ method ranks third after (Sun et al., 2022) and
(Chen et al., 2013). In this context, it achieves Rank 1 on
the sequences Army, Grove, Yosemite, and Teddy, as well as
Rank 2 on the sequences Wooden and Urban. Interestingly,
even without considering the corresponding training data,
the approach performs favourably against classical methods
with hand-tuned models and parameters.

5.3.4 VIPER

Finally, we evaluated our MS-RAFT+ method on the VIPER
benchmark. The results are shown in Table 4. As the com-
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Table 4 Comparison to the literature for the VIPER benchmark

VIPER (Test)

Method Mean Day Sunset Rain Snow Night
MS_RAFT+ (ours) 78.6 84.3 80.6 71.3 80.1 76.6
GMA (Jiang et al., 2021) 743 790 770 664 77.0 719
CRAFT (Sui et al., 2022) 73.8 787 765 66.1 765 711
IRR-PWC (Hur & Roth, 2019) 689 76.2 71.2 60.5 722 64.3
VCN (Yang & Ramanan, 2019) 60.9 71.0 622 539 614 56.0
PWC-Net (D. Sun et al., 2020) 59.9 70.6 61.7 51.8 60.7 54.9

Results for the Top 6 published optical flow methods in terms of the
WAUC quality measure in percent; cf. (Richter et al., 2017)

parison to the top five published methods of the literature
shows, our MS-RAFT+ approach achieves Rank 1 overall.
By clearly outperforming all other methods in all categories
(day, sunset, rain, snow, night), it sets a new state-of-the-art
for this benchmark. The resulting optical flow of our method
for a few samples of this benchmark is visualized in Fig. 10.
As can be observed, our method achieves excellent results
in samples with different conditions and still produces very
detailed and accurate results; see the different motion esti-
mated in cars’ wheels. For example in the third example from
the leftin the first row, in spite of reflections, different textures
on the road and occlusions, our method produces highly accu-
rate flow fields. Also in the first, second and fourth examples
of the second row, regardless of shadows and combination
of textured and texture-less regions our method achieves an
excellent outcome.

5.3.5 Robust Vision Challenge

As mentioned before in this chapter, we participated in the
ECCYV 2022 Robust Vision Challenge (RVC) (Zendel et al.
2022) with our MS-RAFT+ method. The final ranking is
shown in Table 5. Note that the RVC ranking also considers
different measures in each individual benchmark. Achieving
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Fig. 10 Visual examples for the VIPER benchmark. First and third row. Four exemplary frames. Second and fourth row. Computed flow fields.

Note the structural details. Best viewed electronically

Table 5 Robust Visions Challenge 2022 Table 6 Coarsest scale vs. look-up levels
Rank Method Middle- KITTI MPI VIPER R Sintel (train)
bury 2015 Sintel Resolution Look-Up _—
Scales Iters Levels Clean Final
1 MS_RAFT+ 2 2 2 1 11
2 RAFT-it+ 1 1 4 2 (53] [8, 10] 3 116 3.07
3 GMFlow 3 3 1 3 114 2.64
4 MCPFlow 5 4 3 5 5 1.11 2.66
5 RAFT-TF 4 5 5 4
[£5> 3> 5] (4, 6, 8] 2 113 2.60
. « - . . 3 1.15 2.66
All submitted methods have the suffix “_RVC” in their actual submis-
sion titles 4 1.14 2.70
551551 3357 1 119  2.53
) ) 116 2.67
Rank 2 for Middlebury, KITTI, and Sintel, as well as Rank 1 Los 2.7

for VIPER, MS-RAFT+ shows a good generalization perfor-
mance across all benchmarks. In the final leaderboard of the
RVC, this results in Rank 1 among all participating methods
(see Table 5) thus winning the Robust Vision Challenge 2022

Table 7 Hidden-state initialization strategy

for the optical flow task. Sintel (train)
Hidden-state Initialization Clean Final
5.4 Ablations
Each scale 1.13 2.60
Coarsest scale 1.15 2.87
In the following, we present ablations for design choices of Mixed 1.14 2.62

our 3-scale MS-RAFT method, which we directly consid-
ered in our high-resolution MS-RAFT+ model. Regarding
multi-scale concepts, where the experiments were feasible
to run, we present additional experiments demonstrating that
the selected strategies still yield best results in the 4-scale
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Table 8 Single-scale vs. multi-scale

Sintel (train)

Resolution MS

Scales Iters Feats Clean Final
Single-Scale Estimation

(2] 12 - 1.40  2.67
18 - 145  2.70

(3] 12 - 1.58  3.10
18 - 1.52  3.08

(5] 18 v 1.64  3.31
Multi-Scale Estimation

= 53 4, 6, 8] v 113  2.60

= 5111 [4,5 5 6] 7 0.99 2.56

setting and their results are analogous with their 3-scale
counterparts. All the aforementioned ablations consider the
pre-trained model on Chairs and Things, each for 100K itera-
tions with a batch size of 10 and 6, respectively. We evaluated
our pre-trained models on MPI Sintel training data, using the
warm-start strategy. For each architecture, we used the same
number of recurrent iterations per scale during inference, so
that the results of the same architecture are comparable. After
ablating on the architectural aspects, we compare different
dataset mixes for fine-tuning our method. Finally, we per-
form a comparison of different fine-tuning loss functions.
Note that in each ablation, the selected setting is highlighted
in the corresponding tables.

5.4.1 Basic Design Choices

In this section, we ablate on two aspects using our 3-scale
MS-RAFT model. First we investigate the impact of the
number of correlation pyramid levels and the resolution of
the coarsest scale on the accuracy. We then compare three
different strategies for re-initializing the hidden-state of the
recurrent unit, used in estimating the flow.

Number of Correlation Pyramid Levels vs. Coarsest Scale
Resolution

In the first ablation, we investigate the interplay between the
number of correlation pyramid levels and the resolution of
the coarsest scale, i.e., the starting scale. To this end, we con-
sidered a search range of four and compared different starting
scales with a different number of pyramid lookup levels. The
corresponding results can be found in Table 6. While the best
results for the clean and final pass are associated with the
two-scale setting using 5 pyramid levels, and the four-scale
method using a single pyramid level, respectively, the best
trade-off for both passes corresponds to the 3-scale setting
using two pyramid levels. Note that, to make all three models
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Table 9 U-Net-style vs. standard features

Sintel (train)

Resolution

Scales Features Clean Final

(£, 1 4 U-Net-styl 1.13 2.60

ig: 87 4 -Net-style . 2.60
Standard 1.11 2.68

%, % 4,4 U-Net-style 0.99 2.56
Standard 1.03 2.67

relatively comparable, we used the same overall number of
recurrent iterations over all scales. The number of iterations
for the two-scale, three-scale and four-scale models are given
by 8+10,4+6+48 and 3+3+45+7, respectively. In the three
and four-scale variants, using more, i.e., additional coarser
correlation pyramid levels yields an average degradation of
accuracy. As the coarsest scale becomes smaller, one should
not have a large search range, as many lookups might lie out-
side the domain of the corresponding features of the second
image. Note that both MS-RAFT and MS-RAFT+ use the
same coarsest resolution of (#/16, w/16). Therefore, we keep
using two correlation pyramid levels per scale also in their
case.

Hidden-State Re-Initialization

As explained in Sect. 4, at each scale a part of the context fea-
tures is used to re-initialize the hidden-state of the recurrent
unit, while the hidden-state gets updated individually at each
scale. In Table 7 we compare three different re-initialization
strategies. The first row shows the scheme that we mentioned
in Sect.4, where a part of the current scale’s context fea-
tures is assigned to the hidden-state of the recurrent unit in
the first iteration of that scale. The second row represents
the result for passing the upsampled updated hidden-state
of the coarsest scale. By doing so, the information learned
over the iterations on the coarser scales is no longer forgot-
ten, but at the same time, no new information from finer
scales is introduced. A third viable option is combining the
learned updated hidden-state with the finer context features,
where the previous updated hidden-state is upsampled first
and added to the context features of the current scale. As the
results in Table 7 show, initializing the hidden-state per scale
yields the best results, closely followed by the mixed setting.
Hence for re-initializing the hidden-state of the recurrent unit
in both our model, we used the first option, i.e., per-scale re-
initialization.

5.4.2 Multi-Scale Design Choices
In this section, we ablate our multi-scale concepts. First,

we ablate the multi-scale estimation scheme. We then com-
pare the standard feature extractor, i.e., the extended encoder
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Table 10 Multi-scale supervision

Loss Sintel (train)
Resolution
Scales MS MI Clean Final
&, 3 1] v v 1.13 2.60
v - 1.28 2.87
N v 2.26 4.09
(& 3 3 3) v v 0.99  2.56
v - 1.24 2.89
- v 1.66 3.42

MS = multi-scale loss. MI = multi-iteration loss

Table 11 Ending (finest) scale

Sintel (train)

Resolution

Scales Iters Clean  Final
(16> &) 8, 12] 154 2.96
167 8 ’ . .
(%6 & 4] [4,7, 9] 111 260
[%6: 8+ %> 3] [4, 5, 5, 6] 0.99 2.56
55 15 1 [4,4,4,4,4) 1.04 2.62

of RAFT in Sect.4.2, and our U-Net-Style feature extrac-
tor. Afterwards, we compare our multi-scale multi-iteration
loss to multi-scale single-iteration and single-scale multi-
iteration settings. And finally, we investigate different ending
scales, i.e., finest resolutions in a multi-scale setting.

Multi-Scale Estimation

Can the improvement of our approach only be due to high-
resolution processing? Table 8 shows the evaluation results
of different single-scale and both our multi-scale models. As
can be seen from the results, operating on a single scale at
1/4 the resolution compared to 1/8, yields a degradation of the
accuracy, even when the number of correlation pyramid lev-
els is chosen to resemble the same lookup range as in RAFT.
This behaviour can be seen for both models trained with 12
and 18 recurrent iterations. Let us now consider the integra-
tion of our advanced multi-scale features (see Sect.4.2) in
the single-scale settings to have a fairer comparison to our
multi-scale models. However, using multi-scale features in
a single scale estimation setting at 1/4 resolution does not
lead to improvements either. Only our multi-scale models
that rely on a coarse-to-fine estimation yield improvements
of the results.

Multi-Scale Feature Extraction

Table 9 shows a comparison between using our U-Net-Style
feature extractor and a standard feature extractor that extends
RAFT’s feature encoder in a straightforward way; see the
left-hand side of Fig.6. From both sets of entries in the
table, the advantage of using our U-Net-Style feature extrac-

tor becomes explicit—especially for the more challenging
final pass.

Multi-Scale Loss

As discussed in Sect.4.3, we supervise our network via a
multi-scale multi-iteration loss. Table 10 compares our loss
to two other variants for both 3-scale and 4-scale models:
a single-scale multi-iteration loss and a multi-scale single-
iteration loss. As explained in Sect.4.3, in our multi-scale
multi-iteration loss, we apply the loss in each iteration of each
scale with increasing weights for later iterations and finer
scales. In the case of using the single-scale multi-iteration
loss, we apply the loss only to all the iterations of the finest
scale, using increasing weights for later iterations,’ while
for multi-scale single-iteration cases, we consider the loss
only for the last iteration of each scale employing increasing
weights for finer scales.® Interestingly, applying the multi-
scale single-iteration loss yields clearly better results over
the single-scale multi-iteration loss, while it is still inferior
compared to our multi-scale multi-iteration supervision.

Finest Scale

In Table 11 we investigated ending at different resolution
scales. Importantly, all the models used the same sum of
recurrent iterations over all scales during training. For the 2-
scale to 5-scale cases, weused 8+12,4+7+9,4+5+5+6
and 4 + 4 + 4 4 4 4 4 recurrent iterations from the coarsest
to the finest scale, respectively. Note that for all models, we
applied a shared x2 learned convex upsampler to upsample
the flow between scales for initializing the next finer scale
and additionally once in the last scale. If the resolution of
the final upsampled flow in the last scale was different than
the original resolution, we bilinearly interpolate the flow to
the original resolution. We used this procedure to have the
most comparable architectures and most similar training of
individual components among all cases in Table 11. As can
be observed from the results, the 4-scale variant yields the
highest accuracy. Therefore we chose 1/2 the resolution as
the finest resolution in our 4-scale extended method. Note
that using different recurrent iterations per scale affects the
outcome and typically adding more recurrent iterations—at
least up to some extent—especially at the finer scales might
improve the results. Using more recurrent iterations during
training, however, makes the training process in general time-
and memory-wise more expensive. Therefore we restricted
our investigations to 20 recurrent iterations over all scales.

5 We use the same weights as in our multi-scale multi-iteration loss,
with the difference that all the loss terms except for the ones from the
last finest scale are discarded.

6 Similarly, we use the same weights in this case as our multi-scale
multi-iteration loss at the final iteration per-scale.
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Table 12 Composition of fine-tuning data

Training Data Split (in %)

KITTI VIPER Middlebury
K S A% H T RFK SF  usedin (split)  (validation) (train)
135 71.0 00 20 135 0.0 0.0 RAFT 5.54 70.30 0.186
MS-RAFT
33.0 335 335 00 0.0 0.0 00 - 5.15 81.15 0.211
280 30.0 30.0 20 100 0.0 0.0 MS-RAFT+ 5.07 81.25 0.201
20.0 30.0 30.0 0.0 100 100 0.0 - 5.53 81.08 0.197
26.0 28.0 280 20 8.0 0.0 80 - 5.08 81.05 0.206

K =KITTI 2015. S = MPI Sintel. V = VIPER. H = HD1K. T = FlyingThings. RFK = RealFlow-KITTI. SF = SlowFlow

Table 13 Fine-tuning loss

KITTI VIPER Middlebury
Loss (split)  (validation) (train)
L1 5.68 79.94 0.201
L2 (¢g=1) 5.30 80.66 0.205
L2 Rob (¢=0.55)  5.11 81.06 0.204
L2 Rob (¢=07) 507 81.25 0.201
L2 Rob (¢ = 0.85) 5.06 80.58 0.204

5.4.3 Fine-Tuning Setup

Previously, we ablated our architectural choices. In this sec-
tion, we investigate how to compose a suitable mixed dataset
for fine-tuning to perform well on all four datasets evaluated
in the Robust Vision Challenge. Afterwards, we ablate the
fine-tuning loss function.

Essentially, since we now investigate concepts regarding
fine-tuning, where the MPI-Sintel dataset is included in the
training, the same validation procedure as in the previous
ablations, where a pre-trained model is validated on MPI-
Sintel training data, is not valid anymore. Hence, in the
following, we validate the fine-tuned models on the valida-
tion set of VIPER (every 10th frame), the training dataset
of Middlebury (which is not used for training), and our own
KITTT 2015 validation split making up 25% of the origi-
nal KITTI 2015 training dataset.” In this context, we do not
consider a split of MPI Sintel, as splitting this dataset into a
representative train and validation subset is not trivial.

Please note that there are two different training scenar-
ios when ablating the fine-tuning setup. When validating
on VIPER and Middlebury, we considered the entire KITTI
2015 training data set for training. In this case we fine-tune
the model with 100K iterations. However when validating on
our KITTI 2015 split, we only train with the respective train-
ing subset. In this case, we only fine-tune for 75K iterations

7 Our KITTI 2015 validation split consists of the following 50 samples
from the KITTI 2015 (training) dataset: Sequences 0-29, Sequences
60—69 and Sequences 110-119.

@ Springer

since this subset only contains 75% of the original training
set.

Thereby we make sure that the same relative proportion of
KITTTI 2015 samples compared to the other datasets is used,
in comparison with the case where the whole KITTI 2015
dataset is used. When evaluating our models, we computed
the WAUCS (weighted area under the curve), the Fl error
(percentage of outliers) and the EPE measure to validate the
model on VIPER, KITTI 2015 and Middlebury, respectively.

Finally, due to time-constraints, instead of our 4-scale
MS-RAFT+ model, we used the 3-scale MS-RAFT model to
ablate the fine-tuning settings. Using the settings that were
shown most effective in this model also showed excellent
performance on our extended MS-RAFT+ approach.

Fine-Tuning Dataset

In Table 12, we compare the impact of using different propor-
tions of different datasets on the outcome of the mentioned
validation sets. Experimentation in this case is highly non-
trivial, as introducing a proportion of a dataset means having
less proportion of others. The first row represents the mixed
data proportions used in fine-tuning RAFT (Teed and Deng
2020). Not surprisingly, using this data-mix yields the least
accurate results on VIPER, as no VIPER data was used in
this mixed-set, however it yields the best Middlebury results
among all settings. In the second entry, we investigated a
more uniform distribution of KITTI 2015, MPI Sintel and
VIPER, while in the third entry we also used 10% Things
and 2% HDIK, the latter yielding consistent improvements
of the results. We used this setting to fine-tune our model for
the Robust Vision Challenge. In the fourth entry, we investi-
gated the impact of including less proportions of KITTI 2015
and introducing a percentage of RF-KITTI (Han et al. 2022)
on the results. This setting leads to improvements only on
the Middlebury results. Also using a few percent less of the
other datasets and adding 8% of SlowFlow (Janai et al. 2017)
did not improve the results.

8 We used 100 bins for computing the WAUC measure. Please note
that, in this case, higher values indicate better accuracy.
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Table 14 Delineation of the impact of our fine-tuning setup (dataset mix, robust loss) and our multi-scale strategy

Data mix Robust loss KITTI (split) VIPER (validation) Middlebury (train)
RAFT orig - 6.51 66.87 0.281
RAFT ours - 6.55 78.56 0.285
RAFT ours v 591 78.92 0.296
RAFT ours v 591 78.92 0.296
MS-RAFT ours v 5.07 81.25 0.201
MS-RAFT+ ours v 4.87 81.75 0.142

Fine-Tuning Loss

In the following, we compare different loss functions for
fine-tuning our model. In RAFT, the L1 loss was used as
supervision during both pre-training and fine-tuning (cf.
Sect.3.2). Table 13 shows a comparison between the L1,
the L2 and the robust sample-wise L2 loss with different ¢
values. For all experiments in the table we applied our mixed
set from Table 12. Comparing the top entries, we can observe
the advantage of the L2 loss for the VIPER and KITTI 2015
datasets. Regarding the robust sample-wise L2 loss, using
the value ¢ = 0.85 yields best results for the KITTI 2015
validation split with a small margin. In contrast, considering
g = 0.7, gives the best results for Middlebury and VIPER
datasets. We therefore used the robust sample-wise L2 loss
with ¢ = 0.7 to fine-tune our MS-RAFT+ model.

Discussion on Fine-Tuning

As experiments in Tables 12 and 13 show, both our mixed-
training set and our robust sample-wise loss contribute in
performing well across datasets. In Table 14 we show a com-
parison of RAFT fine-tuned with different settings, including
the tuning on MPI Sintel as discussed in (Teed and Deng
2020) and fine-tuning using our mixed dataset and our robust
sample-wise loss. Based on the experiments, except for Mid-
dlebury which is not used for fine-tuning, using our settings
yields clear improvements. While the use of our mixed
dataset enhances the results for VIPER, exploiting our robust
sample-wise loss yields significant improvements for KITTIL.
Note that the former is not surprising, because VIPER was not
included in the original mixed fine-tuning datasets of RAFT.
Finally, we report the validation results of our MS-RAFT(+)
models. Comparing the validation results of our multi-scale
models to the single-scale RAFT approach shows the signif-
icant improvements for all of the validation sets.

6 Limitations

The proposed approach has also some limitations. On the one
hand, the training and inference time of MS-RAFT+ is com-

9 For this experiment we used the L1 loss for both pre-training and
fine-tuning the model, as in RAFT.

parably large due to the on-demand computation of matching
costs required to reduce the memory footprint at high resolu-
tions and due to operating on high resolutions themselves.
For instance, computing the optical flow for Sintel-sized
images with 436 x 1024 pixels using the mentioned recur-
rent iterations-per-scale takes 0.53 s using an Nvidia A100
GPU. On the other hand, our model does not perform any
form of occlusion handling (see e.g., Zhao et al. 2020; Jiang
et al. 2021). This, however, is not a general problem, since
such concepts are orthogonal to the multi-scale ideas of our
approach and hence can be integrated to further improve its
performance.

7 Conclusion

In this paper we have shown that multi-scale concepts are
still useful when it comes to improving both the accu-
racy and the robustness of recent recurrent optical flow
approaches. To this end, we have presented MS-RAFT+,
a RAFT-based high-resolution multi-scale recurrent neural
network that combines four hierarchical concepts in a single
estimation framework. It complements (i) RAFT’s original
correlation pyramid that considers non-local cost information
in the matching process by (ii) a coarse-to-fine estimation
strategy that exploits valuable initializations from coarser
resolutions, (iii) a multi-scale feature extractor that intro-
duces higher-level information from coarser scales, as well
as (iv) a multi-scale multi-iterations loss with sample-wise
robustification that allows to downweight particularly dif-
ficult samples during training. In this way, we obtained a
method that not only achieves state-of-the-art results on sev-
eral benchmarks, but also allows to obtain these results with
a single parameter setting, clearly demonstrating its robust-
ness. In this context, also the benefits of the high resolution
estimation became apparent. In contrast to other approaches
our method shows much more structural details and performs
favourably in matched regions and for small displacements,
while still being sufficiently robust due to its multi-scale
nature.
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