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Abstract This paper considers the task of image search
using the Bag-of-Words (BoW) model. In this model, the pre-
cision of visual matching plays a critical role. Conventionally,
local cues of a keypoint, e.g., SIFT, are employed. However,
such strategy does not consider the contextual evidences of
a keypoint, a problem which would lead to the prevalence of
false matches. To address this problem and enable accurate
visual matching, this paper proposes to integrate discrimina-
tive cues from multiple contextual levels, i.e., local, regional,
and global, via probabilistic analysis. “True match” is defined
as a pair of keypoints corresponding to the same scene loca-
tion on all three levels (Fig. 1). Specifically, the Convolutional
Neural Network (CNN) is employed to extract features from
regional and global patches. We show that CNN feature is
complementary to SIFT due to its semantic awareness and
compares favorably to several other descriptors such as GIST,
HSYV, etc. To reduce memory usage, we propose to index
CNN features outside the inverted file, communicated by
memory-efficient pointers. Experiments on three benchmark
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datasets demonstrate that our method greatly promotes the
search accuracy when CNN feature is integrated. We show
that our method is efficient in terms of time cost compared
with the BoW baseline, and yields competitive accuracy with
the state-of-the-arts.
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1 Introduction

In this paper, we devote our effort in the task of large scale
image search. Our goal is to search in a large database for
all the similar images with respect to the query. Over the last
decade, considerable efforts have been devoted to improving
image search performance. One milestone was established by
the introduction of SIFT (Lowe 2004) feature. The state-of-
the-art methods in image search mostly employ this low-level
feature, which forms the basis of the Bag-of-Words (BoW)
model.

Visual matching is an essential issue in BoW model. A
pair of keypoints are considered as a match if the respec-
tive local features are quantized to the same visual word.
But visual word based matching is too coarse and leads to
false matches. An effective solution to this problem is to
use local cues to determine matching strength. An exam-
ple of this idea includes Hamming Embedding (Jegou et al.
2008), which refines this process by computing the Hamming
distance between binary signatures (as in Fig. 2a). Previous
works (Wengert et al. 2011; Zhang et al. 2014) propose to use
color features as a local contextual cue. But these methods
are generally heuristic for the lack of theoretical interpreta-
tion. Moreover, important aspects still remain to be settled:
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Fig. 1 An example of true match between keypoints (from the Holi-
days (Jegou et al. 2008) dataset). In this paper, the true match of a given
keypoint is required to be positioned in the same scene location on three
levels, i.e., local, regional, as well as global

L

Y
-

Fig. 2 Example of false matches. a Two keypoints are of the same
visual word but have a large SIFT Hamming distance. b Keypoints are
similar in SIFT feature, but dissimilar in regional contexts. ¢ Keypoints
are similar in both local and regional features, but belong to irrelevant
images (global)

how contexts on larger scales can be incorporated within the
current framework.

For this issue, this paper proposes an end-to-end solu-
tion to leveraging contextual evidences on multiple levels to
improve matching accuracy. Departing from Wengert et al.
(2011) and Zhang et al. (2014), our work employs regional
and global contexts. As is shown by Fig. 2b, c, contextual
evidences on different scales can be used to filter out false
matches. In this paper, two keypoints are defined as a true
match if and only if (iff) they are located in the same scene
spot on all three feature levels, i.e., local, regional, and global
(Fig. 1). Starting with this assertion, a probabilistic model is
constructed to model the visual matching process. We show
that the matching confidence can be implicitly formulated as
the product of matching strengths on three levels respectively,
thus providing a principled framework on how multi-level
features can be combined in the BoW model.
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Specifically, to describe regional and global characteris-
tics, the convolutional neural network (CNN) (LeCun et al.
1998) is employed. Several recent works (Babenko et al.
2014; Gong et al. 2014) are devoted in the field of image
search, in which few focus on how CNN feature can be
adapted in the BoW model. In this paper, regional and global
CNN features are fused under a probabilistic model. We show
that, CNN feature is very effective in providing semantic
information to SIFT, and that it outperforms other descrip-
tors such as color histogram, GIST (Oliva and Torralba 2001),
and CENTRIST (Wu and Rehg 2011).

Overall, this paper claims two major contributions. First,
by probabilistic analysis, complementary features at mul-
tiple contextual levels are integrated with the SIFT-based
BoW model, enabling accurate visual matching. Second,
we show that CNN feature compares favorably with several
other descriptors, and yielding state-of-the-art performance
on three benchmarks.

2 Related Work

Generally, current image search methods can be categorized
w.r.t the feature (combination), i.e., local feature, regional
and global features, and various fusion strategies. Below, we
will provide a brief review.

2.1 Local Feature and Its Refinement Strategy

In the BoW model, due to the ambiguity nature (Van Gemert
et al. 2010) of visual word, it is important to inject discrim-
inative power to the final representation. One solution to
this problem includes modeling spatial constraints (Philbin
et al. 2007; Shen et al. 2012). For example, in the post-
processing step, RANSAC (Philbin et al. 2007) is employed
to refine a short list of the top-ranked images at a cost of
increased computational complexity. In parallel, it is effec-
tive to preserve binary signatures from the original descriptor.
Examples include Hamming Embedding (Jegou et al. 2008)
and its variants (Qin et al. 2013; Tolias et al. 2013), which
compute a Hamming distance between signatures to further
verify the matching strength. Similar to HE, local features
can be aggregated into a global signature as the case in
Fisher Vector (Perronnin et al. 2010) and VLAD (Jégou et al.
2012). Both methods have advantages in improving retrieval
efficiency by PCA and hashing techniques. Since they use
a relatively small codebook, the matching precision is still
inferior to BoW with a larger codebook and inverted index.
So current literature typically witness higher retrieval accu-
racy on benchmark datasets (Zhang et al. 2014; Jegou et al.
2008). Moreover, since VLAD and Fisher Vector are explicit
global representations, the integration of multi-level features
may result in memory overload. For these reasons, our work
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thus mainly focuses on BoW model with larger codebooks
and inverted indices.

2.2 Regional and Global Features

Traditionally, global features are commonly used, such as
color and texture (Manjunath and Ma 1996; Manjunath et al.
2001), etc. The advantage of global features includes their
high efficiency for both feature extraction and similarity com-
putation. The major disadvantage, however, associates with
the sensitivity to illumination changes or image transforma-
tions. With the advance of CNN-based models, Babenko
et al. (2014) find that retraining global CNN descriptor on
a dataset of similar content with test dataset yields improve-
ment. On the regional level, Chen and Wang (2002) employ
color, texture, and shape properties to describe regions pro-
duced by segmentation. Carson et al. (1999) exploit a similar
idea but indexing regional features using either a tree struc-
ture. Recently, Gong et al. (2014) pool patch CNN features on
various scales into a global signature, and use linear scan for
nearest neighbor search. Xie et al. (2015) extract CNN fea-
tures from multiple orientations and multiple scales to fully
describe an image. Instead of treating it as a global/regional
vector, in this paper, we show how the CNN can be integrated
in the BoW structure to improve the matching accuracy of
local features.

2.3 Fusion Strategies on Different Levels

On the local level, Ge et al. (2013) employ alternative detec-
tors and descriptors to capture complementary cues. Scores
of different features are added to produce final results. To aug-
ment the SIFT feature with color, the bag-of-color method
Wengert et al. (2011) embeds binary color signatures. On the
regional level, the bag-of-boundary approach Arandjelovi¢
and Zisserman (2011) partitions an image into regions. Sim-
ilar with Souvannavong et al. (2005), regions are described by
multiple features. In another case, Fang et al. (2013) analyze
geo-informative attributes in each region using a latent learn-
ing framework for location recognition. On the global level,
Zhang et al. (2015) propose a score fusion routine exploiting
the profile of the score curves. This method assigns weight to
features according to each query, and does not depend on the
test dataset. On the other hand, methods on the combination
of features from various levels are less developed. Features
such as color histogram, spatial layouts, or attributes can be
integrated with BoW using graph-based fusion by Jaccard
similarity of k-nn image sets (Zhang et al. 2012; Deng et al.
2013), co-indexing (Zhang et al. 2013), or semantic hierar-
chies (Zhang et al. 2013). These works typically fuse local
and global features. In our previous works, we have shown
in the coupled Multi-Index (c-MI) (Zhang et al. 2014) that
incorporating color descriptor through the 2-D inverted index

brings about improvement in search accuracy. In our work
of query-adaptive late fusion (Zhang et al. 2015), we have
proposed a score fusion method via product rule exploit-
ing the profiles of the score curves produced by multiple
search systems based on local or global features. This paper
departs from previous works by exploring the integration of
all three levels of features under a probabilistic framework.
Specifically, compared with Zhang et al. (2014), this work (1)
exploits multi-scale CNN features to investigate its comple-
mentary ability to SIFT, instead of the local color descriptor
in Zhang et al. (2014), and (2) learns the similarity measure-
ment from a held-out dataset. Compared with Zhang et al.
(2015), (1) this paper basically introduces a single system
which fuses features from three scales, while Zhang et al.
(2015) combines the result of multiple search systems based
on two feature scales, so the query time of Zhang et al. (2015)
is longer; (2) we propose an index-level fusion method based
on empirical analysis, while Zhang et al. (2015) focuses on
score-level fusion; (3) while Zhang et al. (2015) uses prod-
uct rule to fuse the scores from multiple global systems, this
paper takes the product of the similarity on multiple scales to
determine the local matching strength. In the experiment, we
show that regional and global CNN features with soft match-
ing scores help improve the discriminative power of SIFT.

3 Feature Design
3.1 Image Partitioning

In the framework of spatial pyramid matching (SPM) (Lazeb-
nik et al. 20006), features are extracted and then pooled over
multiple scales. Our work starts with a similar idea: features
are extracted at increasing scales, so that multi-scale infor-
mation is captured. To this end, an image is partitioned into
regions of three scales.

Specifically, the first scale covers the whole image, cor-
responding to the global level context. The second and third
scales both encode regional context. For the second scale,
each window is of size i /4 x w /4, where h and w denote the
height and width of the whole image, respectively. Similarly,
the third scale is half the size of the second one: the window
size is h/8 x w/8. The second and third scales encode scale
invariance to some extent.

In this partitioning strategy, for each image, a fixed number
of partitions are generated, i.e., | + 16 + 64 = 81. The
number of extracted CNN features per image is moderate,
and it takes less than 2 s for feature extraction using GPU
mode. Hessian-Affine keypoint detector is employed, and the
SIFT descriptor is calculated from a local patch around this
keypoint. It is possible that a local patch may fall in several
regions; in this work, when we mention the position of a
local patch, the position of its center keypoint is referred to.
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On the computation of the regional feature of a keypoint, we
consider the patches containing the keypoint. In our work,
each keypoint is located within one global image, and two
regions of different scales.

3.2 Feature Extraction

We extract a 4096-D feature vector from a partitioned region
or the entire image. We use the pre-trained Decaf framework
(Donahue et al. 2013). Decaf takes as input an image patch
of size 227 x 227 x 3, with the mean subtracted. Features are
calculated by forward propagation through five convolutional
layers and two fully connected layers. We will provide a
comparison of features from the last two layers in Sect. 5.3.

3.3 Signed Square Normalization (SSR)

The original CNN feature has a large variation in its value
distribution. In this work, following Razavian et al. (2014),
we employ Signed Square Normalization (SSR) (Perronnin
etal. 2010) to produce more uniformly distributed data. To be
specific, we exert on each dimension the following function:

J(x) = sign(x)lx|*, ey

where sign(-) denotes the signum function and @ € [0, 1]
is the exponent parameter. Finally, the feature vector is £>-
normalized. Originally, SSR (or its variants) is used in Fisher
Vector (Perronnin et al. 2010) and VLAD (Jégou et al. 2012).
The difference between CNN and VLAD (or Fisher) lies in
that the latter is the accumulation of local residuals, while the
former is the activation response of neurons. Therefore, while
SSR serves to suppress the burstiness problem (Jégou et al.
2009), it deals with over-activation (or -suppression) of neu-
rons in our case. In Sect. 5.3, the parameter o will be tuned.

3.4 Binary Signature Generation

A 4096-dim CNN vector is quite high-dimensional. On one
hand, when indexed as floating point values in the inverted
file, a 1 million dataset consumes more than 1200 GB mem-
ory. On the other hand, for each pair of matched SIFT visual
words, we compute the distance between the correspond-
ing CNN features. For floating-point vectors, the distance
calculation is expensive. Considering both the memory and
time efficiency, we transform the floating-point vector into
a binary signature. In this step, we employ the well-known
locality-sensitive hashing (LSH) (Charikar 2002) algorithm.
We speculate that other state-of-the-art hashing models are
useful as well. We refer readers to (Wang et al. 2014) for a
comprehensive survey. Here, a hash key is obtained based on
rounding the output of the product with arandom hyperplane,
sampled from a zero-mean multi-variate Gaussian N (0, 1)
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of the same dimension with x. For each CNN vector x, a total
of b hash keys are generated with b hash functions. In our
experiment, we set b = 128, thus producing a 128-bit binary
signature for each CNN descriptor. When matching two
keypoints, we calculate four Hamming distances between
their two regional features, and take the minimum Hamming
distance to calculate the regional matching strength. This
endows some extent of scale invariance.

4 Our Method
4.1 Model Formulation

Given a query keypoint x in image ¢ and an indexed keypoint
y in image d, we want to estimate the likelihood that y is a
true match of x. In this paper, we define true match as a pair of
keypoints corresponding to the same scene location on local,
regional, and global levels. This probability can be modeled
as follows,

f&x,y) =pQyeT), @

where T is the set of keypoints which are true matches to
query keypoint x. We denote T, as the joint match of three
contextual levels, i.e., Ty = (T., T/, T.), where T/, T!, and
T)f encode that y is true match of x on local, regional, and
global levels, respectively. For convenience, in the follow-
ing, we denote p(y € Ty) as p(Ty). Then, with conditional

probabilities, we have,

p (T = p (7.7, 7F)

3)
= p (LT TE) (1] 1 TE) - p ()

In Eq. 3, there involves three random variables to estimate,
ie, p(TL|TI, TE) (Term 1), p (T} | T) (Term 2), and
)4 (Txg ) (Term 3). In Sect. 4.2, the estimation of the three
terms will be investigated.

4.2 Probability Estimation
4.2.1 Estimation of Term 1

In Eq. 3, Term 1 represents the likelihood of y being a true
match of query x on the local level, given that they describe
the same scene location on regional and global levels. This
requires to label keypoints located in matched regions and
global images.

To this end, we have collected and annotated a new dataset
of similar images. This dataset contains 1390 images cap-
tured from 108 unique scenes, where extensive variations
in scale, views, and illumination exist. Images of the same
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Fig. 3 Examples of the newly collected dataset. Two groups of relevant images (left) and some selected matching regions (right) are shown. This

dataset is used to estimate term 1, 2, and 3
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Fig. 4 Euclidean distance distribution of local (a), regional (b), and global (¢) matches in Eq. 3

scene are annotated as relevant. Figure 3 shows two groups
of relevant images in this dataset depicting the same scene
location. With this dataset, we first collect 500 pairs of
matched regions that belong to images of the same scene.
From these patches, we have manually labeled 1812 pairs of
keypoints (Hessian-Affine detector) that are visually similar
(true matches); meanwhile, a number of 3610 pairs of false
local matches are also labeled. Then, we plot the Euclidean
distance distribution of local true matches and false matches
in Fig. 4a. The probability distribution of Term 1 is presented
in Fig. 5a, which can be approximated as follow,

s'(x. y) = exp (—dE (choch )4 /04) ’ )

where ci and cly are SIFT local features of keypoints x and
y, respectively, o is a weighting parameter (set to 230 as in
Fig. 5a), and dg (+) is the Euclidean distance.

4.2.2 Estimation of Term 2

Term 2 encodes the probability distribution of y being x’s
regional match given that the corresponding images are glob-
ally similar. In our method, this distribution is modeled as a
function of the Euclidean distance between similar regions
located in similar images.

For empirical analysis, we manually select regions depict-
ing the same (or different) scenes (generated by the partition-
ing rule in Sect. 3.1) from image pairs that corresponding to
the same scene location. Then, Euclidean distances between
CNN features of these regions are computed, from which the
distribution can be drawn. Note that, an image itself is also
viewed as a relevant image and the data are collected in some
pairs of identical images as well. In total, we have selected
2935 pairs of true matches (500 are used to estimate term
1) and 4100 pairs of false matches. Some examples of the
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regional true matches are also shown in Fig. 3. We plot the
Euclidean distance distribution of regional true matches and
false matches in Fig. 4b. The probability distribution of Term
2 is presented in Fig. 5b.

From Fig. 4a, we find that two distributions are separated
to some extent, with true regional matches on the left and
false matches on the right. Therefore, we are able to softly
calculate the probability of a region being a true match to
the query region. Figure 5 demonstrates the feasibility of this
argument: given the Euclidean distance between two regions,
the matching strength is determined automatically by the y-
axis. We can approximate the distribution in Fig. 5b with an
exponential function,

3
$"(x,y) = exp (—dE (et et) /y3), )

where ¢} and ¢} denote the regional CNN features for local
points x and y, respectively, and y is a weighting parameter
(set to 0.7 as in Fig. 5b). Note that, dg(-) is taken as the
minimum value of the four Euclidean distances between two
pairs of two-scale regions.

4.2.3 Estimation of Term 3

Term 3 encodes the probability that two images which con-
tain x and y respectively are relevant ones. To measure
this probability, global CNN feature is employed. Similar
to the estimation process of Term 2, with the newly collected
dataset, we have collected 3000 pairs of relevant image and
6000 pairs of irrelevant images. We plot the Euclidean dis-
tance distribution and the probability distribution in Fig. 4c
and 5Sc, respectively. The profiles of these curves are similar
to those of Term 2. Therefore, the similarity measurement
can be written in a similar format. Assume that the global
CNN vectors are c; and cf , corresponding to two images,
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respectively. Their similarity, or p(£§ = &%), is defined
as,

¢, ) = exp (—di (c5, ) /6%) ©)

where 0 is a weighting parameter (set to 0.5 as in Fig. 5c¢).

In the estimation of Term 1, Term 2, and Term 3, origi-
nal SIFT and CNN vectors are used as an example. In this
paper, when other types of features are used, the same esti-
mation process is conducted. Note that, when binary vector
is employed in place of floating-point one, we view it as a
new feature and repeat the estimation. In the experiments,
we will present results obtained by both full and binarized
vectors.

With the estimated probabilities, an explicit representation
of the similarity model (Egs. 2 and 3) can be written as,

Fo,y) =5, y) s (x,y) - s8(x, ), 7

where f(x, y) is the matching strength of features x and y;
s'(-), and s”(-), and s8(-) are estimated similarity on local,
regional, and global levels, respectively. For image search,
we do not want to calculate all feature pairs in two images, so
we adopt the Bag-of-Words (BoW) model for acceleration.
In this scenario, Eq. 7 can be modified as follows,

FBow (X, ¥) = @pow (x, y) - s' (x, y) - " (x, y) - s8(x, y),
(8)

where ® p,w (x, y) indicates whether x and y belong to the
same visual word, so that only those keypoint pairs which
are quantized to the same visual words are checked and their
similarity are summed. Equation 8 describes the feature-level
similarity. When computing image-level similarity, we sum
all the feature-level similarities between two images. This
process is accelerated by the inverted index.
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Fig. 6 The proposed indexing Global
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4.3 Indexing Structure

The inverted file is employed in most image search systems.
In essence, each inverted list corresponds to a visual word in
the codebook. Methods such as HE use a word-level inverted
file, where the inverted list stores many “indexed keypoints”
that are featured by the same visual word. An indexed key-
point contains related metadata, such as image ID, Hamming
signature, etc.

Our method also uses a word-level inverted file. A brute-
force indexing strategy is to store all three levels of binary
signatures for an indexed keypoint, as illustrated in Fig. 6a.
The drawback of this strategy is clear: the regional and global
features do not have a one-to-one mapping with local key-
points, but in a one-to-many way. The strategy in Fig. 6a thus
consumes more memory than actually needed.

Figure 6b present the proposed indexing structure to
reduce memory overload. For each indexed keypoint, its
image ID and local binary signatures are left unchanged. For
the regional features, we use two small pointers to encode
their location in the image. For example, if two regional fea-
tures of a keypoint are extracted from the 12th and 41th ones
of the 4 x 4 and 8 x 8 windows, their regional pointers would
be 12 and 41, respectively. Because the value of the regional
pointers is no larger than 2* = 16 and 2° = 64, their mem-
ory usage is 0.5 byte and 0.75 byte, respectively. As with
the global feature, it can be represented simply by image ID
which is already indexed, so it does not require additional
memory. During online query, the regional features can be
accessed by a combination of image ID and their pointers,
while global features are pointed by their image ID. In this
manner, the proposed indexing structure greatly reduces the
memory usage.

5 Experiments

5.1 Implementation and Experimental Setup

For the BoW baseline, we employ the method proposed by
Philbin et al. (2007). For Holidays and Ukbench, keypoints

are detected by Hessian-Affine detector. For OxfordSk, the
modified Hessian-Affine detector (Perd’och et al. 2009) is
applied, which uses gravity vector assumption to fix rota-
tion uncertainty. Keypoints are locally described by the SIFT
feature. The SIFT descriptor is further processed by £i-
normalization followed by component-wise square rooting
(Arandjelovi¢ and Zisserman 2012). The codebook is trained
by approximate k-means (AKM) (Philbin et al. 2007). For
Holidays and Ukbench, the training SIFT features are col-
lected from the Flickr60k dataset (Jegou et al. 2008), while
for Oxford5k, the codebook is trained on Paris6k dataset
(Perd’och et al. 2009). We use a codebook of size 65k for
Oxford5k following (Tolias et al. 2013), and of size 20k
for Holidays and Ukbench. Moreover, we employ multiple
assignment (MA) (Jegou et al. 2008) on the query side. We
also integrate the intra-image burstiness solution (Jégou et al.
2009) by square-rooting the TF of the indexed keypoints. We
refer to the burstiness weighting as Burst in our experiments.

5.2 Datasets

Our method is tested on three benchmark datasets, i.e., Hol-
idays (Jegou et al. 2008), Oxford5k (Philbin et al. 2007),
and Ukbench (Niester and Stewenius 2006). The Holidays
dataset contains 1491 images, collected from personal holi-
day photos. 500 query images are annotated, most of which
have 1-3 ground truth matches. Mean Average Precision
(mAP) is employed to measure the search accuracy. The
Oxford5Sk dataset consists of 5063 building images among
which 55 are selected as queries. The query images are trun-
cated with the pre-defined Region-Of-Interest (ROI). This
dataset is challenging since its images undergo extensive
variations in illumination, angle, scale, etc. mAP is again
used for OxfordSk. The Ukbench dataset has 10,200 images,
manually grouped into 2550 sets, with 4 images per set. For
each set, the images contain the same object or scene, and the
10,200 images are taken as queries in turn. The accuracy is
measured by N-S score, i.e., the number of relevant images in
the top-4 ranked images. To test the scalability of our system,
the MirFlickr1M dataset (Huiskes et al. 2010) is added to

@ Springer
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Fig. 7 The impact of & on image search accuracy. Results on Holidays
and Ukbench datasets are reported

the benchmarks. It contains 1 million images crawled from
Flickr.

5.3 CNN as Global Feature

Using SSR described in Sect. 3.3, we first test the impact of
parameter « on the performance of CNN as a global feature.
Results of linear search are shown in Fig. 7. We observe
that SSR results in consistent improvements over the original
feature in terms of linear search. From the two SSR curves,
we set « to 0.5 considering the performance of both datasets.
Features are extracted from the fully-connected layer 6 (fc6)
in DeCAF (Donahue et al. 2013), which has been shown to
yield superior results to other convolutional layers (fc layers
are special cases of the convolutional layers) (Babenko et al.
2014).

5.4 Evaluation
5.4.1 Contribution of the Three Levels

In our method, visual matching is checked on local, regional,
and global levels. Here, we analyze the contribution of each
part as well as their combinations.

The accuracy using CNN with different scales is shown in
Table 1. When used alone, the three levels of features produce
mAP of 80.04, 61.19, and 75.21 % on Holidays, respec-
tively. The integration of regional or global features with
local HE obtains an mAP of 82.89 % (+2.85 %) or 86.68 %
(+6.64 %), respectively. When three levels of evidences are
jointly employed in the proposed framework, compared
with the BoW baseline, we obtain N-S=3.864 (+0.755),
mAP=287.93% (+37.83 %), and mAP = 81.50 % (+28.49 %)
on the Ukbench, Holidays, and Oxford5k datasets, respec-
tively. These results strongly prove that the contextual cues
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of CNN features are perfectly complementary to the local
features.

Moreover, we find that the regional features somewhat
have less positive impact than global features on Holidays
and Ukbench, but work better on Oxford5k instead. The rea-
son is that, images in the Oxford5Sk dataset vary intensively in
illumination and view changes, while images in the Holidays
and Ukbench datasets are more consistent in appearance.
Therefore, the global CNN descriptor is less effective on
Oxford5k than on Ukbench and Holidays.

5.4.2 Effectiveness of the Fusion Model

In order to validate the fusion of complementary features
to SIFT proposed in this paper, we compare “Local + other
features” with “Local”. In Fig. 8, the dashed line represents
results of “BoW + Local”. We observe that the fusion of
local, regional, and global features at least yields a compet-
itive performance with “Local”. For example, GIST is not a
good discriminator for image search, so it is estimated as less
important during training. The inclusion of GIST thus has
minor effect on search accuracy. For another example, HSV
is a good feature on the training set, Holidays, and Ukbench
dataset, so the fusion of HSV feature produces improvement
over “Local”. In summary, our fusion scheme estimates fea-
tures importance during offline training, and yields superior
result to BoW if the feature is effective on both training set
and test set.

5.4.3 Comparison of CNN and Other Descriptors

After showing that the framework is effective in incor-
porating contextual evidences, we seek to evaluate the
effectiveness of CNN features in its descriptive power. To this
end, we compare the results obtained by CNN feature and
three other descriptors, i.e., HSV histogram, GIST (Oliva
and Torralba 2001), and CENTRIST (Wu and Rehg 2011)
on the three datasets. Specifically, the dimension of the three
descriptors are 1000-D, 512-D, and 256-D respectively. All
features are £>-normalized.

We can clearly see that for all methods, i.e., “Local
+ Regional”, “Local + Global”, and “Local + Regional
+ Global”, the CNN feature outperforms the other three
descriptors. This can be attributed to the fact that CNN
describes both texture and color features which is deter-
mined by its training process. This property brings additional
descriptive power that single HSV, GIST, or CENTRIST
descriptor lacks. Moreover, GIST and CENTRIST descrip-
tors are not invariant to rotation, but CNN has invariance
to some extent (LeCun et al. 2004). The advantage of CNN
over HSV is more obvious on Oxford5k dataset, where color
feature loses its power due to the large illumination changes.
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Table 1 Image search accuracy on three datasets with various methods

Methods Local Regional Global Ukbench, N-S Holidays, mAP(%) Oxford5k, mAP(%)

CNN* CNN CNN* CNN CNN* CNN
BoW 3.109 3.109 50.10 50.10 53.01 53.01
BoW X 3.601 3.555 80.04 78.95 77.20 73.60
BoW X 3.390 3.335 61.19 59.78 58.42 55.23
BoW 3.628 3.530 75.21 72.23 56.64 54.66
BoW X 3.771 3.688 86.68 83.99 78.50 73.10
BoW X X 3.688 3.660 82.89 81.50 80.33 75.88
BoW X X 3.864 3.783 87.93 84.90 81.50 78.05
+ MA + Burst X X 3.879 3.778 89.12 86.23 83.45 79.87
+ Post-process X X 3.891 3.860 89.26 88.36 88.95 85.40

Numbers in bold will be compared with the state-of-the-arts, while those in italic are obtained by re-ranking methods specified in the text
* Denotes the case where floating-point CNN vector is used. Otherwise, binary CNN feature is referred to
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Fig. 8 Comparison of CNN, HSV, GIST, and CENTRIST features. For each image patch, a 1000-D HSV histogram, a 512-D GIST descriptor, or
a 256-D CENTRIST descriptor is extracted and replace CNN features in the fusion framework. The dashed line represents “BoW + Local”

Reranking is effective in boosting search performance.
In our work, for Ukbench and Holidays datasets, Graph
Fusion (Zhang et al. 2012) with global CNN feature is
employed; for OxfordSk, we use Query Expansion (Chum
et al. 2007) on the top-ranked 200 images. We achieve N-
S=3.89, mAP=89.3%, and mAP=88.9% on the three
datasets, respectively.

5.4.4 Large-Scale Experiments

To test the scalability of the proposed method, we populate
Holidays and Ukbench with the MirFlickrIM dataset. We
plot accuracy against varying database sizes, as shown in
Fig. 9.

From Fig. 9, we observe that our method yields consis-
tently higher performance over both the baseline and HE
methods. Moreover, as the database gets scaled up, the per-
formance gap is getting larger, too. For example, on Holidays
+ 1M dataset, our method achieves an mAP of 74.7 %, while
BoW and HE obtain 24.3 and 56.3 %, respectively.

The memory cost of our method is calculated in Table 2.
Each keypoint consumes 22.25 bytes memory, and each
image 12.17 KB. For the MirFlickrIM dataset, the total
memory consumption arrives at 11.61 GB. We also com-
pare the memory usage of our method with the baseline
and HE methods in Table 3. The BoW baseline uses 1.87
GB memory. 128-bit HE consumes a memory of 9.35 GB,
and our method exceeds 128-bit HE by 2.26 GB. The dif-
ference mainly consists of the storage of TF (which can be
discarded since Burstiness does not bring much improve-
ment) and the regional binary signatures. In comparison with
prior arts, Zhang et al. (2014) report 14.75 bytes usage per
feature; Jégou et al. (2010) use 12 bytes per feature and 6 KB
per image (assuming 502 features in average in an image).
Comparing with holistic features such as CNN, a 4,096-dim
floating-point descriptor (Razavian et al. 2014; Babenko et al.
2014) consumes 16 KB memory per image, while a 512-
dim descriptor after PCA (Gong et al. 2014) costs 2 KB per
image.

@ Springer
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Fig. 9 Large-scale experiments on Holidays and Ukbench datasets

Table 2 Memory cost

Components  Per keypoint ~ Per image?® IM dataset
(bytes) (bytes) (GB)
ImgID 4 4 x 502 1.87
TF 1 1 x 502 0.47
Local 16 16 x 502 7.48
Regional 0.5+0.75 16 x 80 + 1.25 x 502 1.78
Global 0 16 0.01
Total 22.25 12.17 KB 11.61

2 An image has 502 keypoints on average in MirFlickr1M dataset

Table 3 Memory cost and query time for different approaches on Hol-
idays + MirFlickr1 M dataset

Methods BoW 64-bit HE 128-bit HE Ours
Memory cost (GB) 1.87 5.61 9.35 11.61
Query time (s) 2.61 1.60 1.62 2.26

On the other hand, Table 3 also compares the query time
for the three methods. On the Holidays + 1M dataset, the
BoW baseline costs 2.61 s on average for a query, while
our method consumes 2.26 s. Hamming Embedding (HE)
requires 1.60 and 1.62 s per query for 64-bit and 128-bit
variants, respectively. In comparison, it takes more time for
our method than HE. The major computation overhead con-
sists two aspects. First, our method involves more Hamming
distance calculation. Second, the regional matching strength
is determined by finding the minimum Hamming distance
among two pairs of binary regional signatures. These two
steps bring about 0.64 s increase in query time. There are
two possible strategies to tackle this problem. First, a larger
codebook will shorten the inverted lists in correspondence

@ Springer
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to each visual word, so the time for inverted index traver-
sal can be greatly reduced. For example, Jégou et al. (2010)
report that the query time of HE under 20 and 200 k code-
books is 1.16 and 0.20 s, respectively. The second strategy
is distributed storage and processing of very large datasets.
The inverted index can be accessed in parallel possibly by
Hadoop framework (White 2012) through which files are
splitted into blocks and distributed across nodes in computer
clusters.

5.4.5 Comparison with State-of-the-Arts

We compare our results with state-of-the-art methods in
Table 4. The presented results indicate that the proposed
method yields competitive search accuracy. Notably, we
achieve N-S = 3.88 on Ukbench, mAP = 89.1 % on Holidays,
and mAP=283.4% on Oxford5k, respectively. Compared
with our recent work (Zhang et al. 2014), the system pro-
posed in this paper is higher in accuracy, indicating that
the proper usage of CNN features brings more benefit than
using color. In comparison with other CNN-based works
(Gong et al. 2014; Babenko et al. 2014), this paper sug-
gests that incorporating CNN in the traditional BoW model
yields better mAP or N-S score. Our method is also slightly
higher than our previous work (Zhang et al. 2015) on the
three small datasets. Nevertheless, the result reported in
Zhang et al. (2015) on Holidays + 1M dataset is 75.0 %,
which is higher than this paper by 0.3% in mAP. We
speculate that fusing multiple search systems (Zhang et al.
2015) is robust against the inclusion of distractor images.
In Fig. 10, two search examples are provided. Since the
CNN feature is trained on labeled data, semantic cues can
be preserved, so our method (the third row) returns chal-
lenging candidates which are semantically related to the

query.



11

Int J Comput Vis (2016) 120:1-13

0} PALIdJaI ST 2INJEaY NN ATeUIq ‘9SIMIdYIQ "Pasn ST 103024 NN Iutod-Suneop a1eym ased ay) s9)oud( 4

€LL 819 - - €¢9 9L - - "oy - - g8 069 0'sL LvL - WI+sdopijoy
88 88 6'8L 81°08 608 TI9L 018 €98 6’18 L'8L 1'88 768 098 - 798 168 sdopijoy
§89  LYL LSS - L'89 TSL  ¥08 089 059 O°LL €18 L'EL - 0'88 6'6L V€8 ¥SpAofxO
¥9°¢  SS¢ L9¢ - 09°¢ e - - e - - - ILe ¥8'¢ 8L'E 88'¢ youaqyn
(6002) (0102) (T100) (€100 (¥100)
™ W T 19 ($107) T8I (¥100) (€100 T 119 Te 1©  (F107) eI w1000 w100 (S100)  (S10Q) T8 W (S100)
noSor nogr  oyuaqeg ‘e 10 Suon ‘e 10 Sueyz  udyS SeIoL ueraezey ‘[e 30 Sueyz ‘[eooe] e WS ‘e P 17 Sueyz ‘e 10 Sueyyz SINQ SN0 SPOYIOIN

SPOY)OU 1Ie-3Y}-JO-A)e)s 1M uosLieduwod aoueuIofod  d[qeL

pringer

As



12

Int J Comput Vis (2016) 120:1-13

Fig. 10 Sample search results on Holidays dataset. The query image is on the /eft. Three methods are compared, i.e., BoW (first row), HE (second

row), and our method (third row)
6 Conclusions

In this paper, we stick to the idea that, when matching pairs
of keypoints, contextual evidences should be integrated with
local cues, namely, the regional and global descriptions. Here
we employ CNN features to describe regional and global
patches, which provides a feasible solution to CNN usage.
Our method is built on the probabilistic analysis of an indexed
keypoint being a true match of a given query keypoint. Exper-
iments on three benchmark datasets show that CNN feature is
well complementary to SIFT and improve significantly over
the baseline. When combined, we are capable of producing
competitive accuracy to the state-of-the-art methods. Visual
examples show that CNN integrates semantic information
which is absent in the classic BoW model.

This paper demonstrates the effectiveness of CNN feature
in image search as auxiliary cues to the BoW model. A future
direction is to use CNN feature as the major component,
and build effective and efficient patch-based image search
systems.
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