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Abstract Recently, region based methods for estimating
the 3D pose of an object from a 2D image have gained
increasing popularity. They do not require prior knowl-
edge of the object’s texture, making them particularity
attractive when the object’s texture is unknown a priori.
Region based methods estimate the 3D pose of an object
by finding the pose which maximizes the image segmen-
tation in to foreground and background regions. Typically
the foreground and background regions are described using
global appearance models, and an energy function measur-
ing their fit quality is optimized with respect to the pose
parameters. Applying a region based approach on standard
2D-3D pose estimation databases shows its performance
is strongly dependent on the scene complexity. In simple
scenes, where the statistical properties of the foreground
and background do not spatially vary, it performs well.
However, in more complex scenes, where the statistical
properties of the foreground or background vary, the per-
formance strongly degrades. The global appearance models
used to segment the image do not sufficiently capture the spa-
tial variation. Inspired by ideas from local active contours,
we propose a framework for simultaneous image segmen-
tation and pose estimation using multiple /ocal appearance
models. The local appearance models are capable of cap-
turing spatial variation in statistical properties, where global
appearance models are limited. We derive an energy func-
tion, measuring the image segmentation, using multiple local
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regions and optimize it with respect to the pose parame-
ters. Our experiments show a substantially higher probability
of estimating the correct pose for heterogeneous objects,
whereas for homogeneous objects there is minor improve-
ment.

Keywords Local region-based 3D pose estimation -
Three-dimensional pose estimation

1 Introduction

2D-3D pose estimation aims to determine the pose of a
known 3D object from a single 2D image relative to a cal-
ibrated camera. For the case of a rigid body, its pose may
be described by a 6 DOF (degrees of freedom) transforma-
tion, consisting of 3 displacement parameters and 3 rotation
parameters. 3D pose estimation is commonly used as a basis
for 3D tracking. 3D tracking has many applications among
them—visual servoing of robotic arms, augmented reality
applications such as medical visualization, entertainment and
target tracking, see Lepetit and Fua (2005) for a complete
survey (Fig. 1).

1.1 Motivation

Recently, Prisacariu and Reid (2012) presented the PWP3D
algorithm for simultaneous 2D-3D pose estimation and
image segmentation using a known 3D model. Following
the assumption that the 3D pose of the object corresponds
with the optimal segmentation of the image into foreground
and background, Prisacariu and Reid (2012) define an energy
function which measures the quality of fit of global appear-
ance models used to describe each one of the regions. In this
context the foreground region is the projection of the object
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Fig. 1 Summarized performance of analysis: probability of estimating the correct pose of homogeneous and heterogeneous objects

on to the image plane, the background is the complementary
region and the segmentation is a measure of the statistical
fit of the pixels within each region. The appearance models,
are adopted from the generative pixel-wise model presented
by Bibby and Reid (2008), where the appearance models are
described using posterior probability functions, rather than
commonly used likelihood probability functions. Next, ana-
lytic expressions for the energy gradients with respect to the
object’s pose parameters are derived, and standard gradient-
based minimization is applied.

The PWP3D algorithm (Prisacariu and Reid 2012)
achieves state of the art performance, while keeping a low
computation cost. Using a Geforce GPU with paralleliz-
ing the code, the algorithm runs at real-time. However,
running the algorithm in complex scenes, containing het-
erogeneous objects or a cluttered background reveals a
significant degradation in performances. In this context we
define heterogeneity, as spatial variation in statistical proper-
ties. We demonstrate this with two examples, where the 3D
pose of an object is estimated in a complex scene. In both
examples the object’s pose parameters are initialized to the
ground truth, i.e., the algorithm begins when the object is at
the correct pose, in order to avoid possible dependency on
the optimization algorithm.

1. The scene in the first example (Fig. 2a) is synthetic, com-
prising anon-homogeneous duck and a non-homogeneous
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Fig. 2 Pose estimation in complex scenes using global appearance
models

background. Most of the duck’s pixels are light colored,
however the top of its head has a small dark region. The
background too is mostly light colored, with dark distant
regions. The object’s pose estimated by the algorithm is
depicted by the green contour in Fig. 2a. The incorrect
pose is a result of the global appearance models, used by
the PWP3D algorithm, which associate the dark regions
of the scene with the background, causing the duck to
shift away from dark regions, placing the object in light-
pixel areas.

2. In the second example (Fig. 2b) there is a heterogeneous
driller object from the ACCV database (Hinterstoisser
et al. 2012). The driller is mostly green, however its head
is black. The background is mostly cluttered, with a sig-
nificant black region at the bottom of the image. Once
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Fig. 3 Single local region

again the black pixels are associated with the background,
causing the object to drift away from the correct pose. The
object’s estimated pose is depicted by the green contour
in the image.

Theses examples show that describing complex scenes,
containing significant spatial variation of statistical proper-
ties, using global appearance models does not give a sufficient
description of the scene, leading to an incorrect pose estima-
tion. We suggest applying ideas from local active contours
(Lankton and Tannenbaum 2008) to develop appearance
models which will capture the spatial variation in the fore-
ground and background regions. We define multiple local
regions centered around the 2D contour points. Each local
region comprises a local foreground and a local background
region, as illustrated in Fig. 3. In this figure a single local
region, centered at one of the contour points, is shown with
its separation to local foreground and local background. For
each local region we define a local energy function measuring
the segmentation quality within that region. Next, we define
an energy function which fuses together the local energies,
and which we optimize, with respect to the pose parame-
ters. We applied the localized algorithm to the scenes in
Fig. 2, where the PWP3D failed. The results using the local-
ized appearance are shown in Fig. 4a, b. As depicted by the
objects’ contours the localized algorithm successfully esti-
mates their correct pose. The local regions used are circles
with aradius of 30 pixels, which are shown along the objects’
contours.

We demonstrate our algorithm’s improvement over the
PWP3D algorithm, by measuring the basin of attraction of
the rotation angle across all axes, translation in X and Y and
scale across multiple homogeneous and heterogeneous mod-
els (Fig. 1). In each experiment the algorithms are applied
after initializing the object’s pose to a random initial error.
Success is defined as a final rotational error of not more than

(a) (b)

Fig. 4 Pose estimation in complex scenes using local appearance mod-
els

10 degrees and 10% of object size in translation. The prob-
ability of error, per initial error bin, is defined as the ratio
between the number of cases where the pose is estimated
successfully out of the total number of cases in that bin. The
full details of the experiment are provided in Sect. 5. This fig-
ure shows a dramatic improvement when using the localized
algorithm for heterogeneous objects, and little improvement
for homogeneous objects both in translation, rotation and
scale experiments.

1.2 Relation to 2D-3D Pose Estimation Approaches

The 3D pose estimation and tracking literature is very exten-
sive, and exceeds the scope of this paper, we present a short
review of the existing methods. We follow the approach of
Lepetit and Fua (2005) and divide the approaches into two
major types:

1. Edge based methods—these methods match the 3D
object’s projected edges with those in the image.

2. Methods which rely on information inside the object’s
projection.

The edge based methods may rely on strong gradients
in the image without explicitly extracting contours e.g., the
RAPID tracker of Harris and Stennet (1990) or on explicit
contours of the objecte.g., Lowe (1987). The main drawback
of this approach is numerous local minima (Brox et al. 2010),
and sensitivity to noise or missing information (Dambreville
et al. 2010).

Methods which rely on information inside the object’s
projection include:

— Methods which rely on local interest points—e.g., SIFT
(Scale Invariant Feature Transform) points of Lowe
(2004).SIFT points possess very important attributes:
they are invariant to scale, rotation and constant illumina-
tion changes. The majority of 3D pose estimation and 3D
object recognition work (e.g. Arie-Nachimson and Basri
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2009; Savarese and Li 2007) performed today relies on
these features. However, these features capture mostly
the texture of the scene. This could be problematic in
several scenarios: in the case where the object’s texture
is not known a-priori or changes in the scene (e.g. due to
dirt), or in the case of a texture-less object.

— Region-based approaches, which is the focus of this
paper, assume that the object’s pose corresponds with the
optimal segmentation into foreground and background.
Using a known 3D model the foreground region is defined
as the object’s silhouette and the complementary region
as the background. Region based methods are well proven
for active contour segmentation of the foreground from
the background (e.g., Chan and Vese 2001). The fore-
ground is referred to as the interior of a contour, whereas
the background is the exterior of the contour. Typically,
an energy functional is defined, comprising the quality
of fit of each of the regions and a penalty term, limiting
the contour length. The contour is found by iteratively
propagating each point in the direction which optimizes
the energy functional.

More recently, with the increased availability of cameras
capable of depth measurement, several methods have been
proposed (Tan and Ilic 2014; Brachmann et al. 2014) using
depth information.

1.3 Region Based 2D-3D Pose Estimation

Several approaches have been suggested in the context of
combined image segmentation and 3D pose estimation or
3D tracking.

Rosenhahn et al. (2007) extend the classical region-based
segmentation energy by a 2D shape similarity term, which
measures the distance between the evolved curve and the
projection of the 3D shape onto the image plane. This term
restricts the contour propagation to the vicinity of the object’s
contour. Every iteration comprises two main stages:

1. The curve is propagated in the direction which optimizes
the energy function.

2. A correspondence between the 3D model and the curve
is estimated, in terms of a 6 DOF transformation. The
transformation is applied to the 3D model and the curve
is reinitialized according to the 3D projected curve.

In a later version, Schmaltz et al. (2007) simplify the
calculations by eliminating the contour propagation stage
and performing the optimization directly with respect to the
pose parameters. The energy functional is computed based
on classical region based terms, without the shape similar-
ity term. Every point along the contour is assigned a force
in the direction normal to the curve. The sign of the force,

@ Springer

exterior or interior to the curve, is determined according to
the region achieving a better energy value. Using 2D-3D
point correspondences the 2D force is translated to a 3D
force direction, which results in a rigid body transforma-
tion. Later, Schmaltz et al. (2009) suggested an integrated
tracking system comprising the region based approach from
Rosenhahn et al. (2007), complemented by a 2D SIFT
tracker and optical flow for motion estimation between
frames.

Dambreville et al. (2010) define an energy function in
terms of the 3D surface model, which is assumed to be
known, and its pose parameters. In contrast to Schmaltz et al.
(2007), Dambreville et al. (2010) use differential geometrical
tools to calculate the gradient of the energy with respect to
the pose parameters, and propagate the object’s pose in this
direction. This approach has a strong advantage as it allows
propagating the pose parameters in the direction of the opti-
mal segmentation. Their algorithm consists of the following
steps:

1. Initialize pose parameters.
2. For each iteration:

(a) Project 3D surface onto the image plane.

(b) Estimate the PDFs of the foreground and background
regions, defined by the object’s silhouette.

(c) Calculate the gradient of the segmentation energy
functional in terms of the pose parameters.

(d) Propagate pose parameters in the direction of the opti-
mal energy.

The PWP3D algorithm of Prisacariu and Reid (2012) fol-
lows an approach similar to Dambreville et al. (2010), while
simplifying the calculations using level set functions. In con-
trast to Dambreville et al. (2010), who formulate the energy
function using of two separate surface integrals over the
foreground and the background, Prisacariu and Reid (2012)
formulate the energy functions in terms of to sums over, using
a Heaviside function evaluated over the embedding function,
used to delineate each region. This step simplifies the energy
gradient with respect to the pose parameters—the integral
over the 3D occluding curve, is replaced with a sum over the
2D contour. Additionally, Prisacariu and Reid (2012) fol-
low Bibby and Reid (2008), and define appearance models
using posterior probability functions, instead of likelihood
functions used by Dambreville et al. (2010). Bibby and Reid
(2008) show that appearance models which rely on poste-
rior probability functions are advantageous over likelihood
functions. The PWP3D algorithm achieves similar results to
those of the integrated approach suggested by Schmaltz et al.
(2009), while running at real-time.

However, as we showed in Fig. 2 the global appearance
models may be insufficient in capturing spatial variations in
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the foreground and background. Hence, a more sophisticated
model which takes into account local variations is required.
Thus, we suggest to apply ideas from local active contours
(Lankton and Tannenbaum 2008) in order derive appearance
models which capture the spatial variation in the foreground
and background regions.

1.4 Localized 2D Image Segmentation

The idea of localizing segmentation calculations has been
proposed in the past in different contexts. Rosenhahn et al.
(2007) model the regions using varying local Gaussian prob-
abilities. For each pixel they define a small window which is
used to estimate the mean and standard deviation.

Schmaltz et al. (2009) concentrate on a free form surface
consisting of rigid parts interconnected by predefined joints.
Each part has its own appearance model, and the background
is separated into multiple sub-regions, modeled using mix-
ture models. They assume the background is static or slowly
varying. They propose two algorithms for segmenting the
background— K Means, which requires knowing the model
order, or a level set algorithm which optimizes the number
of regions. Assigning localized region models to different
parts, could indeed have many advantages, when such a divi-
sion is known a-priori. However, selecting the correct model
order for the background segmentation could be a difficult
task.

Horbert et al. (2011) combines the Implicit Shape Model
Leibe et al. (2004) with a localized version of the poste-
rior pixel-wise appearance models shown by Bibby and Reid
(2008), focused on segmentation and tracking of pedestrians.
This work attempts to capture the spatial variability using
two appearance models for the foreground, one for the upper
body parts and the second lower body parts, and two appear-
ance models for the background. While separating the object
into two regions seems like an adequate approach, modeling
the background in terms of two appearance models may be
insufficient in cluttered scenes.

Lankton and Tannenbaum (2008) present a framework
for localizing active contours, i.e., propagating the active
contour based on local region appearance models. For each
point along the curve a local region is defined, and is split
into a part interior and a part exterior to the curve. A
local energy measuring the segmentation match between
the two regions is defined. Each point is propagated in the
direction that maximizes the segmentation, independently
from other local decisions. This approach is very suitable
to this segmentation problem as it addresses the spatial
variation both in the foreground and in the background, with-
out assuming any prior knowledge of the foreground and
background. In contrast to Rosenhahn et al. (2007), where
localized Gaussian distributions are defined, no assump-
tions are made regarding the probability functions. A key

issue when using local region statistics is the size of the
local regions. While Gaussian models are sufficient for very
small regions, as the region sizes increase Gaussian mod-
els become insufficient and a more complex model must be
considered.

1.5 Contribution

We propose a framework for simultaneous 3D pose estima-
tion and image segmentation using local region statistics,
instead of the global region statistics used in standard for-
mulation. Local region statistics are capable of capturing
spatial variation in image statistics. Thus we improve the 3D
pose estimation in scenes containing heterogeneous objects
or cluttered backgrounds.

We present the framework on the basis of the PWP3D
algorithm (Prisacariu and Reid 2012), however it can be
applied to other global region based methods, e.g., Dambre-
ville et al. (2010).

We define a local energy function, which measures the
segmentation quality within a local region. We fuse together
the local energy functions into a single energy function and
optimize it with respect to the pose parameters.

Finally, we present extensive experiments performed
using the ACCV database (Hinterstoisser et al. 2012)
comparing our algorithm’s performance with the PWP3D
algorithm (Prisacariu and Reid 2012). Pose estimation
algorithms, such as PWP3D, may be applied as a first
stage in more advanced algorithms (e.g., Dame et al.
2013). Enriching the basic algorithm by considering non
homogeneous objects directly enriches each such advanced
algorithm.

Structure of the paper—in Sect. 2 we present our approach
to local region based pose estimation. Next, in Sect. 3
we discuss local region size selection. In Sect. 4 we dis-
cuss the implementation details. In Sect. 5 we present our
results compared with the PWP3D algorithm. In Sect. 6
we make concluding remarks and give direction to future
research.

2 Proposed Approach

In this section we present our proposed framework for
extending the PWP3D algorithm (Prisacariu and Reid 2012)
using local region statistics, instead of global region statis-
tics. This section is divided into three parts—In Sect. 2.1
we present the formulation of the problem. In Sect. 2.2 we
review the main steps of the PWP3D algorithm. In Sect. 2.3
we present our localized extension, highlighting the differ-
ences between our algorithm and the PWP3D.

We assume we are given a 3D surface model of an object
located in an input image from a known calibrated camera.
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Our objective is to find the transformation parameters that
map the object’s model and the object in the image.

Our algorithm relies an initialization of the pose para-
meters, and iteratively propagates the pose parameters using
the gradients with respect to the pose parameters. The out-
line of our algorithm may be described using the following
steps:

1. Initialize pose parameters. A = Aq
2. For each iteration:

(a) Apply 3D transformation to object.
(b) Project 3D model on to image plane.
(c) For each local region:
(i) Estimate local region statistics.
(i) Calculate local energy gradient with respect to
pose parameters, VE),.
(d) Fuse local region gradients, VE = f (VE}).
(e) Find optimal step size, s.
(f) Update pose parameters A = A — sV E.

Where f is a function which fuses the local gradients, s is the
step size and A is the pose parameters vector. These steps are
explained in depth throughout this section. Steps 2(a)-2(b),
applying the 3D transformation and projecting the object on
to image, are illustrated using the driller model in Fig. 5. Step
2(c), estimating the local region statistics, is shown for two
different local regions in Fig. 6 and in Fig. 8. Their corre-
sponding local foreground probability functions are shown
in shown in Figs. 7b and 9b. Their corresponding local back-
ground probability functions are shown in shown in Figs. 7a
and 9a. Each local region is affected by different elements—
the background of the first local region is strongly affected
by the blue bench vise, whereas the background of the sec-
ond local region is strongly affected by the red ape model.
These examples demonstrate the problem of describing the
background and foreground regions using single appearance
models when there is a strong spatial variation. This variation
in statistical properties within each one of the regions makes
it unreasonable to use a single appearance model to describe
the entire region.

Transformation

X=RXo+T

3D Surface Model

Image (I)

Fig. 5 Driller object projection onto the image plane
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Fig. 6 Example of a local region extraction, divided into the local
foreground (red) and local background (blue) (Color figure online)
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Fig. 7 Probability density functions of local region

Fig. 8 Example of a local region extraction, divided into the local
foreground (red) and local background (blue) (Color figure online)

2.1 Model

We begin by defining the rigid body transformation, which
maps points from the object coordinate frame to the camera
coordinate frame. A 3D point in the camera coordinate frame
is denoted by X = [X, Y, Z]' = RXo + T € R3. Where:
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(a) (b) W(x, p) Warp with parameters p
: . ) . ) C Contour segmenting foreground from background
Fig. 9 Probability density functions of Local region . .
D (x) Shape kernel, level set embedding function
- Xo = [Xo, Yo, Zo]T is the corresponding point in the P(y | My) PDF of a pixel values y, belonging to the foreground
object coordinate frame. P(y | Mp) PDF of a pixel values y, belonging to the background
— T = [, M2, 23]7 denotes the translation vector in the — He(2) Smoothed Heaviside function
X, y, z directions respectively. 8¢(2) Smoothed delta function
zZ Photometric variable domain

— R is arotation matrix represented in canonical exponen-
tial coordinates. It can be shown (Ma et al. 2003) that for
any rotation matrix R € SO (3) (Lie group) there exists
aw e R3, ||lw|| =1andr € R such that:

R = exp(wi) (1)

Where, W is the skew symmetric matrix of the unit vector
w. The unit vector w is the rotation axis and ¢ is the
rotation size in radians. We define the rotation vector as
[A4, A5, Ag] = wt, and a skew symmetric matrix:

0 —X¢ AXs
A=| 2% 0 —Xg (2)
—A5 A4 0

The rotation matrix is given by :
R = exp(A) 3

The choice of exponential coordinates is merely due to their
simplicity. Intrinsic camera parameters:

- ( S fy) are the focal distance in the x, y axes.
— (ug, vo) the principal points of the camera.

2.2 Global Region Based Pose Estimation

In this subsection we review the PWP3D global region based
pose estimation framework developed by Prisacariu and Reid
(2012), we reference the relevant equation numbers from the
original work. In the following subsection present our exten-
sion of itto local region based 2D-3D pose estimation. Table 1
defines the notation that will be used in the context of global
region framework: In Fig. 10 we illustrate the problem in
terms of global regions properties.

Prisacariu and Reid (2012) showed that assuming pixel-
wise independence the posterior probability of the shape of
the contour, given the image data (Eq. 4):

Fig. 10 Global region model

P@ 1) =[][Pr» He (@)

xef2
+Py (y) (1 = H, (@ (x)))] (4)

Equation 4 describes the probability of the shape kernel
@, defined by the constant and known 3D model, and the
unknown pose parameters given the image data. Hence, it
can be thought of as the posterior pose parameters probabil-
ity given the image data. Where (Eqgs. 7, 8):

Pr(y) = P(yIMs)ns

P = Py M)+ P My
P M,

) = o | My) s

P(y | Ms)ns+P(y| Mp)np
np= D He(®(x), np= Y [1—H (®(x))]

xes2 xes2
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Distance Transform of the Driller
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Fig. 11 Distance transform applied to driller

@ is the distance transform defined as:

—d for x inside the silhouette

d for x outside the silhouette

D (x) = [
Where d is the shortest distance between the pixel location
x and the object’s 2D contour. An example of a distance
transform applied to the driller model is presented in Fig. 11,
along with the 2D contour. The color bar to the side indicates
the distance transform value, i.e., the signed minimal distance
to object’s contour from every pixel.

The energy function is defined as the negative log posterior
probability (Egs. 5, 6):

E=—logP (& | I) )
=~ log[P/H. (®) + Py (1 — H, ()]

xes2

The conditional probability functions may be estimated using
a smoothed histogram, of the photometric variable chosen to
perform the segmentation. We follow the choice of Prisacariu
and Reid (2012) and use the photometric intensity of the
RGB channels. A more sophisticated selection could be the
usage of texture features, which could be important for tex-
tured objects (e.g., Zebra) as performed by Rosenhahn et al.
(2007). Next, the energy function derivatives are calculated
with respect to the pose parameters (Eqgs. 11, 12):

Py — Py 0H, (D)

IE >
ki S PrHe (@) + Py (1— He (@) 3

(6)

This equation is comprised of two components—the first (left
hand part), relies on statistical properties estimated. The sec-
ond, is a function of the objects geometry, independent of the
statistical properties. Applying the chain rule we get:
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9H, (®) 9H, () [0P du I v -
or 3D du dr; v I
AP du  dD v
=0 (P)| — o+
du oA; v IA;
Substituting the camera model (Egs. 13, 14):
|:u:| [ 5 S Huo
v %fy + vo
du 3 X 1 X dZ
— =fi—==fi=|z2—-x—= 8
EYY f"a)\iz f"zz( EYY a,\i) ®
dv Y 1 Y 4z
— =fi——=fi—=Z— -Y— 9
EYy fya,\iz fyz2( EYY axi) ©)

The differentials with respect to the translation parameters
(A1, X2, A3 ) are given by:

IX;

s
ar; nJ

i,j=1273

The differentials with respect to the rotation parameters
(X4, As, Ag) are given by:

) 9 Xo

FYPR YO I

J J Zo
Where:

0 —8j6 9dj5

d
BTR = exp(A) 8]"6 0 _8]”4 s ] = 41 57 6
J —b8j5 0j4 0
(10)
Finally arriving at:
3 0 —8j6 b5 Xo
aTX:R 8j’6 0 —8]"4 YO ,j=45576
J —8js5 bj4 0 Zo
(11)

2.3 Local Region Based Pose Estimation

In this subsection we present our localized region based 3D
pose estimation model. We define the notation that will be
used in the context of local region framework in Table 2. The
notation defined in the scope of global region segmentation
remains unaffected.

We illustrate the local region parameters in Fig. 12. Fol-
lowing the approach used by Lankton and Tannenbaum
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Table 2 Local region notation

B, Binary mask of the n’th local region
d Local region radius size in pixels
P(y | My,) PDF of a pixel values y, belonging to the foreground

in the n’th region

P(y | My,) PDF of a pixel values y, belonging to the
background in the n’th region.

2, n’th local region domain

2y, $2p, Foreground and background regions in the n’th local

region

Fig. 12 Local region model

(2008) we define a characteristic function, B, (x;), which
masks local regions. The subscript n denotes the local region
index:

1 x; €2
Byy=1 Yo

0 X ¢ .Qn
Specifically, we select B, (x;, x.) as a circular binary mask
centered at x., with a radius size d:

1 P — d
B, (x;, x.) = [ i — el <

0 else

Next, we must determine how to divide the image domain
into local regions. We recall from Sect. 2.3 that although the
probability functions rely on statistical data collected over
the entire image domain, the actual gradient calculation is
performed using probability functions evaluated along the
object’s edge. This is depicted by the delta function mul-
tiplying the probability functions in Eq. (7). Hence, it is
sufficient to define the local regions only along the con-
tour. Specifically, we define a local regions around every
point along the object’s contour. We extend the generative
posterior-pixelwise model of Bibby and Reid (2008), used

by Prisacariu and Reid (2012) to define the global appear-
ance models, to a localized pixel-wise posterior model. The
full derivation is presented in Appendix. The expression we
arrive at for the local energy of the n’th region is given
by:

E, = — Z log [P, He ((x;))

xie.Q,,

+ Py, (1 = He ((x1)))] 12)

Equivalently, this may be written using the characteristic
function, B, (x;), as:

E, =— ) log[Ps, He (P(xi))
X €2
+Py, (I = He (@(x:))] By (x7) (13)

where Py, , Py, are the localized posterior probabilities of the
n’th local region, which replace the global posterior proba-
bilities of Py, Pp. By replacing Py, P, with Py, , Py, werely
on the local statistical properties of each region, rather than
global region statistics of the entire image. Py, , Pp,are given
by:

b P(y| M)

I PGy M)+, P(y | Mp,)
P M,

P, — (y | Mp,)

"o Py | My) +np, P(y | Mp,)
> Bu(xi)He(®(x:))

x; €82

> He(@(x))

X €82,

D Bu(xi)(1 — Ho(@(x;)))

X, €
> (1= He(@(xi)))
x,-e.Q,,

Nn = Nf, + b,

Nt

b,

The energy function which fuses the N local regions is
defined as:

1 N
E=— HZ:; E, (14)
1 N
E=-— > log| Py, He (@ (xi))
n=1xie.Q
+Pp, (1 — He (®(x:)))] By (x;) (15)

This equation shows the crucial difference between our
method and the PWP3D. The PWP3D energy, shown in
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Glabal Region Energy Contributions

Fig. 13 Energy function evaluation over heterogeneous object

Eq. 2.2 relies on a single appearance model for the entire
image domain, while our algorithmrelies on N different local
regions. In the PWP3D algorithm all the points considered in
the summation rely on the same appearance model, while in
our algorithm every point considered has its own appearance
model, based on its local surroundings. The gradients of the
energy function with respect to the pose parameters are given
by:

LIS D S et
o N - Py H, (P) + Pp, (1 — H (P))
0H, (®)
x#lsn(xo (16)
The term BF{{;_A(?) depends strictly on the geometry of the

object, they can be interpreted as the geometric differen-

tials of the object with respect to the pose parameters. The
P, — Py,

' Py, Ho(®)+ Py, 1—H (@) . el

applied to the geometrical differentials, based on the statisti-

cal fit. In the PWP3D, Eq. 2.2, this element was determined
based on the fit of the global appearance model to a given
point. Whereas our extension, Eq. (16), weighs the geomet-
rical differentials based on the fit of the local appearance
model’s fit at the given point.

We illustrate the impact of the localized energy func-
tion on the basis of the glue object from the ACCV
2012 database (Hinterstoisser et al. 2012). The image in
Fig. 13a shows the glue object, which we consider as
heterogeneous—its body is white, however its tip is black
and it has black texture on the body. We evaluate the term
log [PfHe (®)+ P, (1 — H, (QD))] from Eq. 2.2 over the
entire image, in Fig. 13b. This term is the contribution of each
pixel in the foreground and background to the energy func-
tion. The figure illustrates the problem of using global appear-
ance models—the black area adds a penalty on the energy
function causing the object avoid such areas. Next, we eval-

term can be interpreted as the weight
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Single Local Region Energy Contributions

uate the term log [ Py, He (P (xi)) + Py, (1 — He (@(x)))]
from Eq. 12 over a single local region in Fig. 13c. This figure
shows that the penalty due to including the glue’s black tip
is considerably lower with respect to the global appearance
models.

3 Local Region Size Selection

A key issue in the framework of local region segmentation is
the selection of the region’s sizes on which the local statistics
will be estimated. We use circular local regions and determine
their size by setting their radius size. By adjusting the regions’
sizes we determine to what extant we use global or local
region statistics:

1. As the region’s sizes increases the local regions become
more correlated, with less variation between regions, thus
leaning towards global region statistics. When the regions
sizes exceed the size of the image, they will be identical,
arriving at the original global model.

2. As the radius’s sizes decrease the local regions become
less correlated, the variation between regions change
more swiftly, allowing them to better capture the spatial
variation.

The region size selection offers a basic trade off between
robustness and the capability to capture the spatial variation—
Using large sized regions, the region statistics will be more
robust to the initialization of the object’s pose. Changes in
the objects pose will have a lower impact on the statis-
tical models. However, as we demonstrated in Fig. 2 the
large region was insufficient in capturing the varying fore-
ground and background variation in statistical properties.
Using small sized regions, the ability to capture variations
in the region’s statistics increases, as shown in Fig. 4a, b.
The downfall of a small radius size is the loss of robust-
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Fig. 14 Example of over-fitting due to small radius selected
(radius = 10)

ness. Small changes in the objects pose may strongly affect
the region’s statistics to the extant of over-fitting. In this
case the local foreground and local region’ statistics will
not capture the true statistical properties of the foreground
and background but rather the statistics of the region. The
algorithm will optimize the pose of the object using the
statistics of the local regions, rather than the true fore-
ground and background. Consider for example the duck
object in Fig. 14. Due to a poor scale selection the local
region, shown as a circle, contains only foreground statis-
tics. In this case the algorithm is likely to keep the object
in the same location, as the energy will indicate a good
segmentation.

The radius selection is directly related to the well known
trade off of model order selection. The model order is
inversely proportional to the radius size—a small radius
will result in many statistically independent regions, hence
a high order model, whereas selecting a large radius will
result in a higher correlation between the regions, restricting
the model order. The trade-offs in region size is between
descriptiveness, which increases with the model order, at
the cost of robustness, which increases the model order
decreases. Lankton and Tannenbaum (2008) studied the
problem of radius size selection for localized active con-
tour segmentation. They suggest selection of the parameter
based on the scale of the object. A small object or a clut-
tered background require a small radius to correctly capture
the variation between regions, whereas for a large object
and a slowly varying background, a large radius is pre-
ferred. Their results are applicable to our problem as well,
with a few subtle differences. In the active contours prob-
lem each point is free to move independently from the other
points, whereas in our problem, the 3D model imposes a
geometric constraint on the possible pose parameter propa-
gation. This constraint is depicted in the gradient calculation,

driller Pr(Err < 10°)
;

T
*Init Err = 0"

¥ Init Err = 10°
“©-Init Err = 20°
% 4
173
@
Q 4
o
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[2) 4
@
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Fig. 15 Probability for a correct pose estimation as a function of radius
size, for various rotation error sizes

Eq. (16). In this equation a summation over the local regions
is performed, hence the power of a single local region is
limited.

We explored the impact of the radius size by examining
the probability of an error as a function of radius size for
various initial rotation errors. We defined a correct pose as a
final error of less than 10 degrees. We performed this experi-
ment using two objects—one a heterogeneous driller object,
and the second a homogeneous ape object. The results of the
experiments are presented in Fig. 15. A strong improvement
is shown for the non-homogeneous driller, where the global
model is insufficient, and little improvement for the homo-
geneous ape model, where the global model is expected to
be sufficient.

The results demonstrate several issues discussed earlier:

1. Robustness—The performance of the algorithm is rela-
tively stable for a wide range of radius sizes, from a radius
of 40-120 pixels.

2. Over-fit—Selecting a very small radius (10 pixels) results
in an over-fit, the performance is very good for small
initial errors, and degrades as the initial error increases.

3. Global model insufficiency—for large radius sizes the
performance is severely impacted. This is due to the
insufficient model described earlier.
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4 Implementation Details
4.1 Local Region Dilution

Defining a set of local regions on which the statistical cal-
culations are performed has serious run time implications.
In order to reduce run time we define a parameter Dilution
Factor as the distance between local region where the local
statistics are actually performed. In the intermediate local
regions the statistics are estimated by performing a linear
interpolation between the nearest regions. In our work we
selected a dilution factor d = 0.05R.

4.2 Run Time

An important parameter in determining the feasibility of
applying an algorithm in a realistic systems is its run time.
The global PWP3D presented run time at the order of sev-
eral milliseconds by parallelizing the computations using
the CUDA framework on a Geforce video card. Applying
the localized algorithm requires computation of the statis-
tical properties on multiple local regions, in contrast to the
global algorithm where the computation is performed in a sin-
gle region. The run time required for histogram calculation
may increase by a factor of O(N), N being the of num-
ber of regions, due to the independent calculation required
for each region. In practice this run time is expected to be
considerably lower, as the region size on which each local
histogram is performed is considerably smaller. The total run
time is a function of many parameters—the 3D model com-
plexity, code efficiency, hardware, etc. In order to compare
the run time of the two algorithms we measured the aver-
age run time of each iteration for various local region sizes.
We performed this experiment with two objects—the driller
model and the ape model. We implemented both algorithms
using the MATLAB Parallel Computing Toolbox MathWorks
(2014) applied to CPU calculations, without GPU optimiza-
tion. The run time ratio we arrived at was between 400 for
a very small radius and 10 for radius sizes of approximately
20 pixels and above. This dependency on the radius size is a
result of our selection of the dilution parameter as a factor of
the radius size—as the radius size increases the number of
actual calculations performed reduces.

Despite the increase in run time relative to the PWP3D, our
algorithm’s run time may be significantly improved by par-
allelizing the histogram calculation within each local region.
Additionally, using local appearance models requires esti-
mating the regions statistics only over a smaller region of
the image, rather than over the entire image. By using appro-
priate hardware (e.g., multi-processor GPU) and software
language we estimate our algorithm will achieve similar run
time performance as the PWP3D.
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Recently, Prisacariu et al. (2013) presented a frame-
work for joint 3D tracking and reconstruction on a mobile
phone. The framework used for tracking is based on the
global PWP3D of Prisacariu and Reid (2012), however by
applying several optimizations the are able to present a
mobile phone applicable algorithm. The run time optimiza-
tion is applied to the three most time costly procedures—(i)
Rendering—the projection of the 3D object onto the image is
performed using a hierarchical binary rendering scheme. (ii)
Efficient calculation of the Signed Distance Transform (SDF)
derivatives—the computation of the (SDF) @ derivatives is
approximated only in a narrow band around the objects edge
instead of over the entire object. (iii) Optimization—they
apply Levenberg-Marquardt algorithm to find the optimal
pose parameters from the energy function gradients. These
steps are applicable to our framework as well in order to
improve the run time.

4.3 Conditional Probabilities Estimation

The conditional PDFs are estimated by calculating the his-
tograms (256 bins) of each color space and smoothing them
using a Gaussian kernel. For simplicity we assumed the RGB
channels are independent, therefor:

P (yrG | M) =P (yr | M) P (yc | M) P (yp | M) (17)

However, using more realistic color models could be consid-
ered for better segmentation.

4.4 Optimization

In order to find the pose parameters which minimize the
energy function we apply a simple first order gradient based
optimization scheme. This iterative scheme requires finding
the optimal step size selection in every iteration. We start by
normalizing the rotation gradient and the translation gradient
each to unit pixel and unit rotation size. We restrict our step
sizes such that all translation components share the same step
size, and all rotation components share another step size. This
is required in order to keep the gradient of the rotation vector
in the correct direction. The result is a 2D search for optimal
rotation and translation step sizes, where the optimal value
selected is the one which achieves the minimal energy value.
We employ a coarse to fine search method—we reduce or
increase the search region as the optimal step size decreases
or increases.

5 Results

In order to demonstrate the strengths of our method, we
performed a series of experiments, comparing the basin of
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Fig. 16 Illustration of the maximal offsets of the rotation, translation and scale parameters where the algorithm may estimate the correct pose

attraction of our algorithm (labeled as local PWP3D) and
the original PWP3D algorithm (Prisacariu and Reid 2012)
(labeled as global PWP3D). The basin of attraction is defined
in dynamical systems as the set of initial conditions lead-
ing to long-term behavior. In our case, it is used to measure
the range of initial pose errors (angular or transnational) for
which the algorithm converges to the correct pose. Based
on the region size, a sampling scheme of initial guesses can
be constructed in order to reliably estimate the pose of an
object. We performed these experiments using the ACCV
2012 database of Hinterstoisser et al. (2012). The database
comprises 15 different objects, with different levels of het-
erogeneity in a highly cluttered background. We selected a
representative subset of objects (Fig. 17) which we divided
into homogeneous and heterogeneous, and performed the fol-
lowing experiments:

(a) Rotation angle basin of attraction—in this experiment,
the object’s pose was initialized to some erroneous
rotation around it’s center of mass and measured the
probability of convergence to the correct pose. The axis
of rotation is selected randomly, hence the rotation value
is unsigned. The results of this experiment for each object
are shown in the second column of Fig. 17. We illustrate
the edge of the convergence region for the driller object
(30 degrees) in Fig. 16a.

(b) Translation parameters basin of attraction in the X and Y
directions—we performed a similar experiment to com-
pare the translation parameters basin of attraction. In
this experiment we initialized the object’s pose to some
erroneous translation in the x and y directions and mea-
sured the probability of estimating the correct pose.The
results of this experiment for each object are shown in
the third column of Fig. 17. We illustrate the edge of the
convergence region for the ape object (60 % degrees) in
Fig. 16b.

(c) Scale parameter basin of attraction by setting the Z
offset—in this experiment we measured the basin of
attraction of the scale parameter by selecting offsets in

the Z axis and measuring the probability of estimating
the correct pose. The results of this experiment for each
object are shown in the fourth column of Fig. 17. We
illustrate the edge of the convergence region for the lamp
object (40 % degrees) in Fig. 16c.

The success criteria defined in these experiments was a
rotation error of at most 10 degrees and 10% of object size in
translation. In all experiments we set the local region’s radius
size to 30 pixels for all objects, despite their variability in
size and shape. The consistent results across various objects
achieved, despite the non optimal radius selected, indicates
good robustness to radius size. The results for all three exper-
iments show similar trends: For fairly homogeneous objects
(Ape, Cat, Duck, Iron) the performance of the local PWP3D
and the global PWP3D is very similar—the global appear-
ance models are sufficient in order to describe the object.
However, for heterogeneous models (Driller, Phone, Lamp,
Glue) our algorithm shows significant improvement. Some
of the objects in the heterogeneous group are more heteroge-
neous (e.g., glue, phone, lamp) than others (driller) and thus
a more severe degradation is observed. We emphasize that
the differences in performance are independent of the opti-
mization algorithm selected. This is depicted by the results
at a rotation angle of O degrees. An incorrect pose estimated
at an initial error of 0 degrees indicates a minimum which is
below the energy level of the ground truth. Hence, using the
global model for heterogeneous object the optimal segmen-
tation does not correspond to the correct pose.

5.1 Impact of Local Region Radius Size on Rotation
Angle Basin of Attraction

In this section we present results of the rotation angle basin
of attraction for various radius sizes. The experiment is an
extension basin of attraction of the rotation angle parame-
ter, to various local region radius sizes. We performed this
experiment on the homogeneous Ape model and heteroge-
neous Driller model. As discussed in Sect. 3 the radius size
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Fig. 17 Performance analysis:
probability of estimating the
correct pose of each object.
Homogeneous objects: Ape,
Duck, Cat, Iron; heterogeneous
objects: Driller, Glue, Lamp,
Phone
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Fig. 18 Rotation angle basin of attraction for various local region
radius sizes. R is the radius size in pixels of the local region

selection is a tradeoff problem. Selection of too large a radius
doesn’tallow to properly capture the statistics, whereas selec-
tion of too small a radius leads to over-fitting. This is apparent
in the results presented in Fig. 18.

— Ape—The basin of attraction of the ape model remains
unaffected for most radius size selections, with the excep-
tion of the radius size of 10 pixels. This behavior is due to
the homogeneity which does not require a more complex
model. The exceptional case, where a radius size of 10
pixels is selected shows good behavior for small initial
errors and decreases as the initial error grows. This type
of behavior is typical of over-fitting.

— Diriller—For this object we observe three different behav-
iors:

1. R = 10—In this case we observe the over-fitting
once again.

2. 10 < R < 100—TFor this range of radiuses the local-
ized algorithm behaves fairly well.

3. R > 100—TFor this range of radiuses, which includes
global PWP3D, the performance degrades, as the
model cannot capture the spatial variability of the
driller object.

6 Conclusions

In this manuscript we have presented a novel framework for
simultaneously estimating the 3D pose of an object and 2D
image segmenting using a localized region based approach.
Inspired by ideas shown for local active contours, we extend
the PWP3D algorithm such that the segmentation is per-
formed using local region statistics rather than global region
statistics. This crucial difference allows us to extend the
PWP3D algorithm to a new domain of objects, which are
not homogeneous. We formulate our extension by defining
multiple local energy functions, measuring the segmentation
within each local region, and fusing them into a single energy
function measuring the overall segmentation quality. Next we

derive the gradients of the energy function with respect to the
pose parameters. We experimented with our localized region
based framework, comparing it with the recent PWP3D and
showed a dramatic improvement for heterogeneous objects.
Furthermore we show a considerable improvement in the
performance for a wide range of radius sizes selected for the
local regions. The measured basin of attraction indicates our
algorithm could be suitable for a pose estimation scheme, and
not only for 3D tracking, where a narrow basin of attraction
is required due to small frame by frame variation.

Appendix: Localized PWP3D Energy Functional

In this appendix we present the formulation of our energy
function, using local region statistics, in contrast to the energy
function shown by Bibby and Reid (2008), which uses global
region statistics.

The key difference between the two energy functions lies
in the statistical assumption, used in order to fuse the infor-
mation from different pixels in the image. Bibby and Reid
(2008) apply a logarithmic opinion pool (LOP), equivalent
to assuming that the pixels within each global region may
be treated as statistically independent and identically dis-
tributed. The assumption that all pixels, within each global
region, are identically distributed leads to global appearance
models. In contrast, we assume the assumption that pixels
are identically distributed and independently distributed is
valid only within small regions. Our assumption leads to the
derivation of local appearance models, used to describe small
parts of the image. Instead of describing the foreground and
background regions using global appearance models, we use
multiple local appearance models. Consequently, the energy
function used to measure the segmentation quality relies on
multiple local regions, rather than global appearance models.

For ease of comparison with the global region model,
we briefly review the main stages used in the global model
derivationin Appendix 1.In Appendix 2 we derive our energy
function which relies on local region statistics.

Following the notation of Prisacariu and Reid (2012) we
define the energy function as:

E = —log (P(® | I)) (18)

However, @ is a direct function of the known 3D model
and the pose parameters. Thus, it is simply the posterior prob-
ability of the pose parameters given the image data.

Appendix 1: Global Region Formulation

Bibby and Reid (2008) show that the joint distribution for a
single pixel is given by (eq (1) in ref):
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P(x,y,®,p, M)
=P(x,y| P, p, M)P(D, p, M))
=Px|D,p, M)P(y | M)P(®)P(p)P(M)

=Px | P, p, M)P(y, M)P(P)P(p) (19)
Where:
M e {M¢, My} (20)

Dividing by P(y) = 2 (s P(y | M;j)P(M;) leads to
(eq. (2) in ref):

P(x,®,p,M|y)=Px|®, p,M)P(M|y)P(P)P(p)

Next, they apply Bayes rule (eq(3) in ref):

P(y| Mj)P(Mj)

PMj |y = F={f.b} (21
I = s e mran Y
and marginalize over the models M :
P(x,®,ply)
= P(®)P(p) Z Px|®@,p,Mj)PM;ly  (22)
j=rb
Dividing by P (x) leads to (eq (4) in ref):
P(®@,ply x)=P(@)P(p) :
) , X) = I
Py p P(x)
x > P(x|®,p,Mj)P(M; | y)

j=rb

The term 1/P(x) can be dropped as it is constant for
all pixel locations. Finally, arriving at the probability of the
shape and the location p given pixel {x, y}

Next, a logarithmic opinion pool is applied in order to fuse
together the pixel-wise posteriors:

K
P@,pl2)=P@®Pp[]
i=1
X D P(xi| @, p, Mj)P(M;|y) (23)
./=fab

In this step lies the main difference between our approach—
we do not assume that all pixels are identically distributed,
but only within a local region.

Next, the term P (p), which is constant for all pixels, and
the term P (@), which is unnecessary as @ is known from
the 3D surface model, are dropped.
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The first term, P(x; | @, p, M;), may be written as:

H(@()
Pai| @, p.Mpy=1 " !
i s s J 1—He (P (x;)) i
SACTS Ry

The second term, P(M; | y), can be calculated using
Eq. (21). The term P(y | M) is simply the likelihood func-
tion calculated based on the statistics of each region.

no
P(Mj)zln’i i=f
wo=b

K

K

Ny =D Ho(@x), mp= > (I — H(P(x:))),
i=1 i=1

n=ng+mn =K,

Summing to :

K
P(@,p|2) =[][Pri)He(@(xi) + Py(yi)

i=1

(1 — He (@ (x))) ]

Where:
. P(y | My)
FZ 0PI M) +npP(y | Mp)
P(y | M)

NPy | Myg)+npP(y | Mp)

The energy is defined as minus the log-posterior proba-
bility:

(24)
(25)

E = —logP (& | )

= — > log[PrH, (@) + P, (1 = H (#))]
xes2

Appendix 2: Local Region Framework

We now present the derivation of our energy function which
relies on local statistics. The main difference lies in Eq. (23).
Instead of assuming that the pixels’ distributions are identical
and independent we apply this assumption only within local
regions, i.e., we assume that within each local region they
are distributed identically and independently. Local regions
are assumed to be independent one from another. We begin
by deriving the framework for a single local region. This
derivation is essentially equivalent to the derivation of the
global model, as it follow the same assumptions. Next, we
fuse together the local region statistics and arrive at the local-
ized energy function.
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Appendix 2(a) Posterior Probability of a Single Local Region

We begin by defining the posterior probability of a local
region as P(®, p | §2,). Within each local region we assume
that the pixels may be assumed to be treated as indepen-
dent and identically distributed. Hence, for the calculation of
P(D, p | £2,) we apply the global region model developed
in the previous section. For all x € £2, the joint probability
can be written as:

P(x,y, @, p, My)
=Px,y| P, p, My)P(P, p, Mp))
=P(x| P, p, My)P(y | My)P(P)P(p)P(Mpy)
= P(x | @, p, My)P(y, Mp) P(®)P(p)

The posterior model probability given a pixels value
becomes:

P(y | M;,)P(My))
Zi:f,b P(y | My,)P(My,)
J=1{f.0} ,xi € 2y (26)

P(Mnj |J’)=

The joint probability of the pixel location, embedding
function and warping parameter becomes:

P(xv@sva)’l | y)
=P(x [P, p, My)P(M, | y)P(P)P(p) xi € §2,

Applying the logarithmic opinion pool across the local
region pixels we obtain:

P(@, p | $2)
= [I > P&xi®.p.My)P(My; | )P@)P(p)
X €2y j=1.b
27)

We define a binary mask, which will facilitate in explicitly
selecting the local region pixels:

1 Xi G.Qn
B,(x) =
0 Xi ¢~Qn
P(@,p| Q)= HBn(xo D P(x1®.p M)
J=fb
xP( My, | y) - P(®)P(p) (28)

Where K is the total number of pixels in the image. Once
again we may omit P(®), P(p), arriving at:

P@.pl2)= [] D PxI|® p.M)P(M,, | y)
X €2, j:fvb
(29)
Where:
He@(:’c;?n)Bn(x,-) =7
Pl @ Mu) =1 iom@wnibue ; _
Nby, ] =
Applying Eq. (26):
P(y | My,)
P(My, | y) = - = Py,
ﬂAfnP(y | Mnf) +77an(J’ | Mnb)
P(y | My,)
P(My, | y) = - = Py,
ngPy | Mu,) +npP(y | My,)
Finally arriving at:
K,
P(®,p|82,) = H [Pf, He (P (x;)) By (x;) (30)
i=1
+ Py, (1 = He (P (x))) Bu(x)]

En=— Y log[Py,He (®(x) + Py, (1 — He (0(x))]

X €82,

(€29

Appendix 2(b) Fusing Multiple Local Regions

Next we must fuse together the local region posteriors. We
assume that the different local regions are independent, and
apply the logarithmic opinion pool once again. We note this
assumption is an approximation as local regions are not nec-
essarily independent.

N
P@.pl2)=[]P@ pl)

n=1

where N is the number of local regions. In order to remove
possible influence of the number of local regions we divide
by the number of local regions. We apply minus the logarithm
we get:

N

1
—leg [ P@. pisn

n=1

1
E=——logP(®,p| Q)=
N 10gP (@, p|£2)

(32)

N K
= —%logHH Z Px | @, p, My;)P(My; | y)

n=li=1j=f.b
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1 N K
=-5 D> log [Py, He(® (x;) By (x:)
n=1i=1
+ Py, (1 = He(®(x:)) By (x:)] (33)

Equivalently, this may written as:

1 N
EZNZEn (34)

n=1

N
E = _% Z Z log [P, He (P (x7))

n=1x;€2
+Pp, (1 — He (<P(xi)))] B, (x;) (35)
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