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Abstract Regression analysis is a powerful tool for the
study of changes in a dependent variable as a function of
an independent regressor variable, and in particular it is
applicable to the study of anatomical growth and shape
change. When the underlying process can be modeled by
parameters in a Euclidean space, classical regression tech-
niques (Hardle, Applied Nonparametric Regression, 1990;
Wand and Jones, Kernel Smoothing, 1995) are applicable
and have been studied extensively. However, recent work
suggests that attempts to describe anatomical shapes us-
ing flat Euclidean spaces undermines our ability to rep-
resent natural biological variability (Fletcher et al., IEEE
Trans. Med. Imaging 23(8), 995–1005, 2004; Grenander and
Miller, Q. Appl. Math. 56(4), 617–694, 1998).

In this paper we develop a method for regression analy-
sis of general, manifold-valued data. Specifically, we extend
Nadaraya-Watson kernel regression by recasting the regres-
sion problem in terms of Fréchet expectation. Although this
method is quite general, our driving problem is the study
anatomical shape change as a function of age from random
design image data.

We demonstrate our method by analyzing shape change
in the brain from a random design dataset of MR images
of 97 healthy adults ranging in age from 20 to 79 years.
To study the small scale changes in anatomy, we use the
infinite dimensional manifold of diffeomorphic transforma-
tions, with an associated metric. We regress a representative
anatomical shape, as a function of age, from this population.
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1 Introduction

An important area of medical image analysis is the develop-
ment of methods for automated and computer-assisted as-
sessment of anatomical change over time. For example, the
analysis of structural brain change over time is important
for understanding healthy aging. These methods also pro-
vide markers for understanding disease progression.

A number of longitudinal growth models have been de-
veloped to provide this type of analysis to time-series im-
agery of a single subject (e.g., Beg 2003; Clatz et al. 2005;
Miller 2004; Thompson et al. 2000). While these methods
provide important results, their use is limited by their re-
liance on longitudinal data, which can be impractical to ob-
tain for many medical studies. Also, while these methods
allow for the study of an individual’s anatomy over time,
they do not apply when the average growth for a population
is of interest.

Random design data sets, which contain anatomical data
from many different individuals, provide a rich environment
for addressing these problems. However, in order to de-
tect time-related trends in such data, two distinct aspects
of anatomical variation must be separated: individual vari-
ation and time effect. For measurements that naturally form
Euclidean vector spaces, this separation can be achieved by
regressing a representative value over time from the data.

For example, in Fig. 1 we apply kernel regression to mea-
surements reported in a study by Mortamet et al. (2005)
on the effect of aging on gray matter and ventricle volume
in the brain. The regression curves demonstrate the aver-
age volume, as a function of patient age, of these struc-
tures. These trends—on average there is a loss of gray matter
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Fig. 1 (Color online) Illustration of univariate kernel regression: the
effect of aging on gray matter (a) and ventricle volume (b) in the brain.
Circles represent volume measurements relative to total brain volume.

Kernel regression is used to estimate the relationship between patient
age and structure volume (filled lines)

Fig. 2 Brain image database. To demonstrate the extent of natural
brain shape variability within a population of healthy subjects, a mid-
axial slice is presented for a sample of images used in this study. The
images are arranged in order of increasing patient age from 30 (top

left) to 60 (bottom right). Because of the complexity of the shapes and
the high level of natural shape variability, it is extremely difficult to
visually discern any patterns within these data

and expansion of the ventricles—have been widely reported
in the medical literature on aging (Guttmann et al. 1998;
Matsumae et al. 1996; Mortamet et al. 2005). While volume-
based regression analysis is important, it does not provide
any information about the detailed shape changes that oc-
cur in the brain, on average, as a function of age. This has
motivated us to study regression of shapes.

Recent work has suggested that representing the geome-
try of shapes in flat Euclidean vector spaces limits our abil-
ity to represent natural variability in populations (Fletcher
et al. 2004; Grenander and Miller 1998; Miller 2004). For
example, Fig. 2 demonstrates the amazing non-linear vari-
ability in brain shape among a population of healthy adults.
The analysis of transformation groups that describe shape
change are essential to understanding this shape variabil-
ity. These groups vary in dimensionality from simple rigid
rotations to the infinite-dimensional group of diffeomor-
phisms (Miller and Younes 2001). These groups are not gen-

erally vector spaces and are instead naturally represented as
manifolds.

A number of authors have contributed to the field of sta-
tistical analysis on manifolds (see Pennec 2006 for a more
detailed history). Early work on manifold statistics includes
directional statistics (Bingham 1974; Jupp and Mardia 1989)
and statistics of point set shape spaces (Kendall 1984;
Le and Kendall 1993). The large sample properties of sam-
ple means on manifolds are developed in Bhattacharya and
Patrangenaru (2002, 2003). Jupp and Kent (1987) describe
a method of regression of spherical data that ‘unwraps’ the
data onto a tangent plane, where standard curve fitting meth-
ods can be applied. In Fletcher et al. (2004), Joshi et al.
(2004), Pennec (2006), statistical concepts such as aver-
aging and principal components analysis were extended to
manifolds representing anatomical shape variability. Many
of the ideas are based on the method of averaging in metric
spaces proposed by Fréchet (1948).
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In this paper we use the notion of Fréchet expecta-
tion to generalize regression to manifold-valued data. We
use this method to study spatio-temporal anatomical shape
change in a random design database consisting of three-
dimensional MR images of healthy adults. Our method gen-
eralizes Nadaraya-Watson kernel regression in order to com-
pute representative images of this population over time. To
determine the shape change in the population over time, we
apply a diffeomorphic growth model (Miller 2004) to this
time-indexed population representative image.

2 Methods

2.1 Review of Univariate Kernel Regression

Univariate kernel regression (Hardle 1990; Wand and Jones
1995) is a non-parametric method used to estimate the rela-
tionship, on average, between an independent random vari-
able T and a dependent random variable Y . The estimation
is based on a set of observations {ti , yi}Ni=1 drawn from the
joint distribution of T and Y . This relationship between T

and Y can be modeled as yi = m(ti)+εi , where εi describes
the random error of the model for the ith observation and m

is the unknown function that is to be estimated.
In this setting, m(t) is defined by the conditional expec-

tation

m(t) ≡ E(Y |T = t) =
∫

y
f (t, y)

fT (t)
dy (1)

where fT (t) is the marginal density of T and f (t, y) is the
joint density function of T and Y . For random design data,
both f (t, y) and fT (t) are unknown and so m has no closed-
form solution. A number of estimators for m have been pro-
posed in the kernel regression literature.

One such estimator—the Nadaraya-Watson kernel re-
gression estimator (Nadaraya 1964; Watson 1964)—can be
derived from (1) by replacing the unknown densities with
their kernel density estimates

f̂ h
T (t) ≡ 1

N

N∑
i=1

Kh(t − ti ) and

f̂ h,g(t, y) ≡ 1

N

N∑
i=1

Kh(t − ti )Kg(y − yi). (2)

In these equations, K is a function that satisfies
∫

R
K(t) dt =

1. Kh(t) ≡ 1
h
K( t

h
) and Kg(t) ≡ 1

g
K( t

g
) are kernel functions

with bandwidths h and g respectively.
Plugging these density estimates into (1) gives

m̂h,g(t) =
∫

y

1
N

∑N
i=1 Kh(t − ti )Kg(y − yi)

1
N

∑N
i=1 Kh(t − ti )

dy. (3)

Finally, assuming that K is symmetric about the origin, in-
tegration of the numerator leads to

m̂h(t) =
∑N

i=1 Kh(t − ti )yi∑N
i=1 Kh(t − ti )

. (4)

Intuitively, the Nadaraya-Watson estimator returns the
weighted average of the observations yi , with the weighting
determined by the kernel. Note that f̂ h,g(t, y) is factored out
of the estimator—the weights only depend on the values ti .

In Fig. 1 we illustrate univariate kernel regression by
applying it to demonstrate the effect of aging on ventri-
cle volume and gray matter volume in the brain. This il-
lustration is based on data collected by Mortamet et al.
(2005). Each point represents a volume measurement, rel-
ative to total brain volume, for a particular patient. These
measurements were derived from 3D MR images of 50
healthy adults ranging in age from 20 to 72 using an
expectation-maximization based automatic segmentation
method (Leemput et al. 1999). We used kernel regression
to estimate the relationship, on average, between volume
and patient age (filled lines). A Nadaraya-Watson kernel es-
timator with a Gaussian kernel of width σ = 6 years was
used.

2.2 Kernel Regression on Riemannian Manifolds

In this section we consider the regression problem in the
more general setting of manifold-valued observations. Let
{ti , pi}Ni=1 be a collection of observations where the ti are
drawn from a univariate random variable T , but where pi are
points on a Riemannian manifold M. The classical kernel
regression methods presented in Sect. 2.1 are not applicable
in this setting because they rely on the vector space structure
of the observations. In particular, the addition operator in (4)
is not well defined.

The goal is to determine the relationship, on average, be-
tween the independent variable T and the distribution of the
points {pi} on the manifold. This relationship can be mod-
eled by

pi = Expm(ti )
(εi) (5)

where m : R → M defines a curve on M. The error term
εi ∈ Tm(ti )M is a tangent vector that is interpreted as the dis-
placement along the manifold of each observation pi from
the curve m(t). The exponential mapping, Exp, returns the
point on M at time one along the geodesic flow beginning
at m(ti) with initial velocity εi .

Following the univariate case, we define the regression
function m(t) in terms of expectation. However, in this case
we generalize the idea of expectation of real random vari-
ables to manifold-valued random variables via Fréchet ex-
pectation (Fréchet 1948; Karcher 1977). Let f (p),p ∈ M
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Fig. 3 Manifold kernel
regression schematic. (a) For
any value of the predictor
variable t , the manifold-valued
observations pi are summarized
by the weighted Fréchet mean
point m̂h(t). (b) As in the
univariate case, the weights are
determined by the predictor
values ti and the kernel Kh

be a probability density on the manifold. The Fréchet expec-
tation is defined as

Ef [p] ≡ argmin
q∈M

∫
M

d(q,p)2f (p)dp (6)

where d(q,m) is the metric on the manifold M. This de-
finition is motivated by a minimum variance characteriza-
tion of the mean, where variance is defined in terms of the
metric. Note that Fréchet expectation might not be unique
(Karcher 1977). Using the above definition, an empirical es-
timate of the Fréchet mean, given a collection of observa-
tions {pi, i = 1 . . .N} on a manifold M, is defined by

μ = argmin
q∈M

1

N

N∑
i

d(q,pi)
2. (7)

Motivated by the definition of the Nadaraya-Watson esti-
mator as a weighted averaging, we define a manifold kernel
regression estimator using the weighted Fréchet empirical
mean estimator as

m̂h(t) = argmin
q∈M

(∑N
i=1 Kh(t − ti )d(q,pi)

2

∑N
i=1 Kh(t − ti )

)
. (8)

This estimator is illustrated in Fig. 3. Notice that when the
manifold under study is a Euclidean vector space, equipped
with the standard Euclidean norm, the above minimization
results in the Nadaraya-Watson estimator.

2.3 Bandwidth Selection

It is well known within the kernel regression literature that
kernel width plays a crucial role in determining regression
results (Wand and Jones 1995). In particular, it is important
to select a bandwidth that captures relevant population-wide
changes without either oversmoothing and missing relevant
changes or undersmoothing and biasing the results based on
individual noisy data points. The ‘Goldie Locks’ method of
tuning the bandwidth until the results are most pleasing is a

common subjective method for bandwidth selection. How-
ever, non-subjective methods may be required, for example,
when kernel regression is part of a larger statistical study.
A number of automatic kernel bandwidth selection tech-
niques have been proposed for this purpose (Wand and Jones
1995; Jones et al. 1996; Loader 1999).

One classic method for automatic bandwidth selection is
based on least squares cross-validation. This method is eas-
ily extended to the manifold regression setting in the fol-
lowing way. For observations {ti , pi}Ni=1, with ti ∈ R and
pi ∈ M, the least squares cross-validation estimate for the
optimal bandwidth h is defined as

ĥLSCV ≡ argmin
h∈R+

1

N

N∑
i=1

d(m̂i−
h (ti),pi)

2 (9)

where

m̂i−
h (t) ≡ argmin

q∈M

(∑N
j=1,j �=i Kh(t − tj )d(q,pj )

2

∑N
j=1,j �=i Kh(t − tj )

)
(10)

is the manifold kernel regression estimator with the i-th ob-
servation left out.

It is important to note that (9) may achieve multiple lo-
cal minima; this is true even in Euclidean space (Hall and
Marron 1991).

2.4 Regression of Rotational Pose (SO(3))

Before we present results of the study of brain growth,
we exemplify the methodology in detail on the finite-
dimensional Lie group of 3D rotations, SO(3).

Following the approach in Buss and Fillmore (2001), we
solve the weighted averaging problem in (8) by a gradient
descent algorithm. The tangent space of SO(3) at the identity
is the Lie algebra of 3×3 skew-symmetric matrices, denoted
so(3). We equip SO(3) with the standard bi-invariant metric,
given by the Frobenius inner product on so(3). The tangent
space at an arbitrary rotation R ∈ SO(3) is given by either
left or right multiplication of so(3) by R.
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The Lie group exponential map and its inverse, the log
map, are used to compute geodesics and distances. The ex-
ponential map for a tangent vector X ∈ so(3) is given by

exp(X) =
{
I, θ = 0,

I + sin θ
θ

X + 1−cos θ

θ2 X2, θ ∈ (0,π),
(11)

where θ =
√

1
2 tr(XT X). A geodesic γ (t) starting at a point

R ∈ SO(3) with initial velocity RX is given by γ (t) =
R exp(tX). The Lie group log map for a rotation matrix
R ∈ SO(3) is given by

log(R) =
{
I, θ = 0,

θ
2 sin θ

(R − RT ), |θ | ∈ (0,π),
(12)

where tr(R) = 2 cos θ + 1. The distance between two rota-
tions R1,R2 ∈ SO(3) is given by d(R1,R2) = ‖ log(R−1

1 R2)‖.
Now consider the weighted averaging problem with ro-

tation data Ri ∈ SO(3) and corresponding weights wi =
Kh(t − ti )/

∑N
j=1 Kh(t − tj ). The regression problem in (8)

minimizes the weighted sum-of-squared distance function
of the form f (R, {Ri,wi}) = (1/2)

∑
i wid(R,Ri)

2. The
gradient for this function at a point R ∈ SO(3) is given by
∇Rf = −∑

i wiR log(R−1Ri). Therefore, given the esti-
mate R̂k for the weighted average, the gradient descent up-
date to solve (8) is given by R̂k+1 = R̂ exp(−R−1∇

R̂k
f ).

2.5 Kernel Regression for Populations of Brain Images

In this section we apply our shape regression methodology
to study the effect of aging on brain shape from random de-
sign image data. We have observations of the form {ti , Ii}Ni=1
where ti is the age of patient i and Ii is a three-dimensional
image that we identify with the anatomical configuration of
patient i. We seek the unknown function m that associates
a representative anatomical configuration, and its associated
image Î , with each age.

Let � ⊂ R
3 be the underlying coordinate system of the

observed images Ii . Each image I ∈ I can be formally de-
fined as an L2 function from � to the reals. However, it is
important to point out that we cannot rely on the natural L2

structure of the images themselves for our analysis. While
images can be added voxel-wise, the result is a loss of any
identification with the anatomical configuration.

Instead, we represent anatomical differences in terms of
transformations of the underlying image coordinates. This
approach is common within the shape analysis literature
(Grenander and Miller 1998; Miller et al. 1997). Because we
are interested in capturing the large, natural geometric vari-
ability evident in the brain (cf. Fig. 2), we represent shape
change as the action of the group of diffeomorphisms, de-
noted by H. In the rest of this section, we formalize this no-
tion and define a distance between shapes that is valid in this

setting and will allow us to apply our regression methodol-
ogy.

Let H be the group of diffeomorphisms that are isotopic
to the identity. Each element φ : � → � in H deforms an
image according to the following rule

Iφ(x) = I (φ−1(x)). (13)

We apply the theory of large deformation diffeomor-
phisms (Beg et al. 2005; Dupuis and Grenander 1998;
Joshi and Miller 2000; Miller and Younes 2001) to gen-
erate deformations φ that are solutions to the Lagrangian
ODEs d

ds
φs(x) = vs(φs(x)) for a simulated time parameter

s ∈ [0,1]. The transformations are generated by integrating
the time-varying velocity fields vs forward in time.

We introduce a metric on H using a Sobelev norm via a
partial differential operator A applied to v where ‖vs‖2

V ≡∫
�
〈Avs, vs〉dx. Let e ∈ H be the identity transformation.

We define the squared metric dH(e,φ)2 as

dH(e,φ)2 = min
v:φ̇s=vs(φs)

∫ 1

0
‖vs‖2

V ds (14)

subject to

φ(x) = x +
∫ 1

0
vs(φs(x)) ds for all x ∈ �. (15)

The distance between any two diffeomorphisms is de-
fined by

dH(φ1, φ2)
2 = dH(e,φ−1

1 ◦ φ2)
2. (16)

This distance satisfies all of the properties of a metric: it is
non-negative, symmetric, and satisfies the triangle inequal-
ity (Miller et al. 2002).

Using this metric on H, we can define the distance be-
tween two images as

dI (I1, I2)
2

≡ min
v:φ̇s=vs(φs)

[∫ 1

0
‖vs‖2

V ds + 1

σ 2
‖I1(φ

−1) − I2‖2
L2

]

(17)

where the second term accounts for the noise model of the
image (Joshi et al. 2004). While this construction is moti-
vated by the metric on H, it does not strictly define a Rie-
mannian metric on the space of anatomical images (because
of the second term). In the future we plan to define distance
in terms of the elegant construction described in Trouvé and
Younes (2005).

Having defined a metric on the space of images that ac-
commodates anatomical variability, we can apply that met-
ric to regress a representative anatomical configuration, with
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associated image, from our observations {ti , Ii}

Îh(t) = argmin
I∈I

(∑N
i=1 Kh(t − ti )dI (I, Ii)

2

∑N
i=1 Kh(t − ti )

)
. (18)

Equation (18) expresses the following intuitive idea: For
any age t , the population can be represented by the anatom-
ical configuration that is centrally located, according to dI ,
among the observations that occur near in time to t . As in the
univariate case, the weights are determined by the kernel K .

2.6 Diffeomorphic Growth Model

Having regressed a population representative anatomical im-
age, as a function of age, we can now study the local shape
changes evident—for the population—as a function of age.
We use the manifold kernel regression estimator to extend
a single-subject longitudinal growth model in order to study
population-average geometric change. In particular, we es-
timate the age-indexed diffeomorphism that quantifies the
fine scale anatomical shape change of the population repre-
sentative Î .

2.6.1 Single-Subject Growth Model

The dynamic growth model described in Miller (2004) as-
sociates a single subject with a collection of image obser-
vations Jt ∈ I , which are acquired over a period of time
t ∈ [0,1]. The goal is to determine the diffeomorphic flow gt

that deforms an exemplar image Jα through time in such a
way that it matches these image observations. In practice J0

is used as the exemplar image. This methodology has been
applied, for example, to measure growth or atrophy of struc-
tures within the brain.

The formalization of the growth problem is similar to the
definition of the image metric dI (cf. (17)) in that it is de-
fined as a minimization problem that seeks to find a solution
gt that requires the least amount of deformation according
to the metric dH on the space of diffeomorphisms:

argmin
v:ġt=vt (gt )

[∫ 1

0
‖vt ‖2

V dt + 1

σ 2

∫ 1

0
‖Jα(g−1

t ) − Jt‖2
L2

dt

]
.

(19)

A primary difference between this equation and (17) is that
in the case of the growth model the second term is integrated
over time. This enforces the requirement that the deform-
ing exemplar image Jα(g−1

t ) match the observed imagery
Jt throughout the growth period.

It has been shown using the calculus of variations (Miller
et al. 2002) that the solution to (19) satisfies

Avt = − 1

2σ 2
∇(Jα ◦ g−1

t )

∫ 1

t

(Ju(gu ◦ g−1
t )

− Jα(g−1
t ))|D(gu ◦ g−1

t )|du (20)

where ∇(Jα ◦g−1
t ) is the gradient of the deformed exemplar

image and D(gu ◦ g−1
t ) is the Jacobian of the diffeomor-

phic transformation that maps the anatomical configuration
at time t to the configuration at time u. The discrete version
of this equation is used to construct an iterative solution for
vt . gt is initially set to the identity map for all t . At each
iteration vt , t ∈ [0,1] is updated according to the observed
images Jt and the current estimate of gt , t ∈ [0,1].

2.6.2 Population Growth Model

In order to extend this growth model to apply to a popula-
tion of subjects, we replace the subject-specific collection of
observed imagery Jt with the expected observed imagery,
as a function of time, for the population (cf. Fig. 4). This is
achieved by combining the manifold kernel regression esti-
mator (see (18)) with the growth model (see (19)):

argmin
v:ġt=vt (gt )

∫ 1

0
‖vt ‖2

V dt + 1

σ 2

∫ 1

0

∥∥∥∥∥Iα(g−1
t )

− argmin
I∈I

(∑N
i=1 Kh(t − ti )dI (I, Ii)

2

∑N
i=1 Kh(t − ti )

)∥∥∥∥∥
2

L2

dt. (21)

In this way the population representative images serve as a
collection of population average time-sequence imagery.

In order to solve (21) we first solve the interior mini-
mization problem for a discrete collection of time points.
This is legitimate since this problem does not depend on the
growth deformation gt . Once these population representa-
tive images are computed, the time-indexed deformation gt

is computed using the iterative method based on (20). We
use Iα ≡ Î (0) as our population exemplar image. In order
to speed convergence, we apply the growth model within
a three-level multi-resolution framework where initial solu-
tions at coarser scale levels are used to initialize the opti-
mization procedure at finer scale levels.

Once gt is computed, it can be analyzed to determine lo-
cal, age-indexed geometric change for the population. For
example, instantaneous local growth and atrophy can be
measured via the log-determinant of the Jacobian of the ve-
locity field defined by

log

∣∣∣∣∣∣∣∣∣∣

∂ġ1
t

∂x1 (x)
∂ġ1

t

∂x2 (x)
∂ġ1

t

∂x3 (x)

∂ġ2
t

∂x1 (x)
∂ġ2

t

∂x2 (x)
∂ġ2

t

∂x3 (x)

∂ġ3
t

∂x1 (x)
∂ġ3

t

∂x2 (x)
∂ġ3

t

∂x3 (x)

∣∣∣∣∣∣∣∣∣∣
. (22)

Values of the log-Jacobian greater than zero indicate local
expansion; values less than zero indicate local contraction.
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Fig. 4 (Color online) Population growth model schematic. (a) The dif-
feomorphism gt quantifies the geometric change of Î throughout the
growth period. (b) The velocity field that is identified with the tangent
vector vt = ġt is overlaid on the underlying anatomical image Î (t). The

arrows indicate instantaneous shape change at age t . (c) This colormap
identifies regions of local expansion and contraction of the underlying
anatomy at time t . Red indicates expansion; blue indicates contraction.
See text for details

2.6.3 Algorithm

In summary, the algorithm for computing a population
growth model for a collection of age/image pairs, {ti , Ii}Ni=1,
consists of two steps.

1. Compute the kernel regression. Choose a bandwidth pa-
rameter, h, and a discrete sampling of the age range,
s1, . . . , sT , and compute the corresponding regressed im-
ages, Îh(sk), as the weighted average given in (18). For
the results in this paper we approximate solutions to (18)
using an iterative greedy algorithm that is similar to the
method described in Joshi et al. (2004).

2. Compute the population growth model. Solve the growth
model (21), plugging in the regressed images, Ih(sk), as
the data. This is done using the gradient descent given
by (20). The result is a time-varying deformation repre-
sented by a set of age-indexed vector fields vsk . Changes
in shape over time can be quantified using these vector
fields, for instance, by analyzing the log of the deforma-
tion Jacobian.

3 Results

3.1 Synthetic Data Experiment

Before describing the anatomical study, we present a proof
of concept experiment based on synthetic data. In this ex-
periment, we apply our manifold regression method to a
database of synthetic 2D images that were generated from a
known, underlying geometric process. Or goal is to recover,
from the imagery alone, the underlying geometric change.

The database consists of two cohorts that each contain
100 256×256 2D bulls-eye images. The cohorts, B1 and B2,
differ by the amount of random geometric variation present.
Each image is associated with a particular value of the syn-
thetic predictor variable t ∈ [0,1]; the values of t for the

database were drawn from a uniform random distribution on
[0,1]. For the i-th image there are three disks which inde-
pendently change in radii according to

r1(ti) = f1(ti) + εi + εi,1

r2(ti) = f2(ti) + εi + εi,2

r3(ti) = f3(ti) + εi + εi,3

(23)

subject to

r1(t) < r2(t) < r3(t) for all t ∈ [0,1]. (24)

The functions f1, f2, and f3 are known; they define
the noise-free, ground-truth geometric change as a func-
tion of t . Noise is added to these radius functions via
the zero mean Gaussian random variables εi, εi,1, εi,2 and
εi,3. For cohort B1, εi ∼ N(μ = 0, σ 2 = 4 pixels) and
εi,1, εi,2, εi,3 ∼ N(μ = 0, σ 2 = 1 pixels). For cohort B2,
εi ∼ N(μ = 0, σ 2 = 16 pixels) and εi,1, εi,2, εi,3 ∼ N(μ =
0, σ 2 = 4 pixels). Once the image geometries are fixed i.i.d
Gaussian noise is added to the image intensities. Figure 5
contains a schematic of the image generation process. Fig-
ure 6 displays a sample of the images from this database.

For each cohort, we applied our algorithm in order to
regress a population representative bulls-eye image for 8
equally spaced values of t . A kernel bandwidth of σ = 0.045
was used. For this experiment, the solutions to (17) were
computed using MATLAB codes based on the LDDMM al-
gorithm described in Beg (2003), Beg et al. (2005).

Figure 7 contains the results of this experiment. The re-
gressed images are shown in the background. The ground
truth radii values, f1, f2, and f3, are depicted as colored
overlays. The close agreement with the regressed images
and the overlays indicates that the underlying geometric
process was recovered from the image database—that is, the
underlying time effect was separated from the random geo-
metric variation. Comparing the results for the two cohorts,
the regression of the geometries is rather robust to level of
the geometrical noise. Only a slight degradation in accuracy
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Fig. 5 (Color online) Synthetic bulls-eye data set construction. The
bulls-eye database contains 200 total 2D images; each images is asso-
ciated with a value of t drawn from a uniform distribution on [0,1].
(a) Images are generated from three independent, noisy radius values:
r1, r2, and r3. (b) Cohort B1: each observed radius value (markers)

is a function of t and is determined by adding random noise to the
ground truth functions f1, f2, and f3, which are depicted by the solid
curves. (c) The second cohort, B2, was generated using a higher level
of random geometric variation

Fig. 6 Random design database
of 2D bulls-eye images. These
images are taken from
cohort B2. Associated time
measurements increase from left
to right and from top to bottom.
Inner, middle, and outer disk
radii are generated by adding
noise to the underlying curves
depicted in Fig. 5(b) and (c)

of the estimate is seen with a four-fold increase in the radii
noise variance.

3.2 Regressing Average Change of the Healthy Brain
from 3D MR Images

To demonstrate our method for estimating cross-sectional
growth, we applied the algorithm to a database of 3D
MR images. The database contains MRA, T1-FLASH, T1-
MPRAGE, and T2-weighted images from 97 healthy adults
ranging in age from 20 to 79 (Lorenzen et al. 2006). For this
study we only utilized the T1-FLASH images; these images
were acquired at a spatial resolution of 1 mm × 1 mm ×
1 mm using a 3 Tesla head-only scanner. The tissue exte-
rior to the brain was removed using a mask generated by a
brain segmentation tool described in Prastawa et al. (2004).

This tool was also used for bias correction. In the final pre-
processing step, all of the images were spatially aligned to
an atlas using affine registration.

We applied our algorithm separately for males and fe-
males. We selected only patients for which T1-Flash data
was available. The final size of the male cohort is 38 subjects
ranging in age from 22 to 72; the final size of the female co-
hort is 46 subjects ranging in age from 20 to 66. Midaxial
slices for a sample of these subjects are shown in Fig. 2.

We applied the manifold kernel regression estimator (18)
to compute representative anatomical images for each co-
hort. Images were computed for ages 30 to 60 at increments
of 1 year using a Gaussian kernel with σ = 6 years. This
bandwidth was subjectively determined. Figures 8 and 9
contain slices from these representative images.

We applied the diffeomorphic growth estimation algo-
rithm described in Sect. 2.6 to determine the anatomical
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Fig. 7 (Color online)
Regression results for synthetic
bulls-eye database. These
images show the regression
results for the bulls-eye database
at 8 equally-spaced time points
for cohorts B1 and B2. Colored
overlays denote the ground truth
radii as determined by the
underlying curves in Fig. 6(b)
and (c)

shape change over time for each cohort. Figure 10 illustrates
the instantaneous change in the deformation at 8 different
ages. More precisely, the figure shows the log-determinant
of the Jacobian of the time-derivative of the deformation. In
these images, red pixels indicate expansion of the underly-
ing tissue, at the given age, while blue pixels indicate con-
traction. According to these determinant maps, expansion
of the ventricles is evident for each age group. However, the
expansion is accelerated for ages 50 to 60. Note that this
finding agrees well with volume-based regression analysis
from Fig. 1.

3.2.1 Computational Strategy

For this study we approximate solutions to (18) using an
iterative greedy algorithm that is similar to the method de-
scribed in Joshi et al. (2004). Results were computed us-
ing a multithreaded C++ implementation on an 8 proces-
sor (16 core) 3 GHz system with approximately 64 giga-
bytes of RAM. Processing time averaged 116 minutes per
256 × 256 × 256 regressed image volume.

When computing each representative image Î (x), we use
a multi-resolution approach that generates images at pro-
gressively higher resolutions, where each level is initialized
by the results at the next coarsest scale. This strategy has the
dual benefits of (a) addressing the large scale shape changes
first and (b) speeding algorithm convergence.

The dominating computation at each iteration is a Fast
Fourier Transform. The order of the algorithm is MNn logn

where M is the number of iterations, N is the number of im-
ages, and n is the number of voxels along the largest dimen-
sion of the images. Therefore, the complexity grows linearly
with the number of observations, making this algorithm suit-
able for application to large data sets.

4 Conclusion and Future Work

We have proposed a method for population shape regression
that enables novel analysis of population shape and growth
from random design data when the underlying shape model
is non-Euclidean. While the method is quite general, in this
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Fig. 8 Regressed brain images.
Representative anatomical
images for each cohort at
ages 30 (left) and 60 (right).
These images were generated
from the random design 3D MR
database using the shape
regression method described in
Sect. 2

Fig. 9 The average, aging
brain. These images show the
average brain shape as a
function of age for the female
(top) and male (bottom) cohorts.
These are not images from any
particular patient—they are
computed using the regression
method proposed in this
paper (18). Noticeable
expansion of the lateral
ventricles is clearly captured in
both the image data and the
determinant maps (Fig. 10). All
2D slices are extracted from the
3D volumes that were used for
computation

paper we apply this method to study the effect of aging on
the brain. We regress a population representative shape, in-
dexed by age, from a database of MR brain images. Finally,

we apply a longitudinal growth model to these representative
images to study the detailed local shape change that occurs,
on average, as a function of age.
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Fig. 10 (Color online)
Age-indexed local expansion
and contraction. Illustration of
the local brain shape change as a
function of age for the female
(top) and male (bottom) cohorts.
These data were generated by
applying a diffeomorphic
growth 21 model to the
representative images that were
computed using manifold
regression. Red voxels indicate
local expansion; blue voxels
indicate local contraction

The regression approach presented in this paper produces
purely descriptive trends of brain shape trajectories. Future
work will investigate methods for quantifying these result-
ing trends. One question that one would like to ask is if the
shape changes in a population are statistically significant.
This can be answered using permutation tests, where the
ages of the subjects are reassigned randomly. This tests the
null hypothesis that there is no relationship between the in-
dependent variable (age) and the dependent variable (brain
shape). The difficulties with this approach are designing an
appropriate test statistic. Since this is a nonparametric re-
gression method, there is no single “slope” to test. There-
fore, we have to either design a statistic that tests the overall
trend or use statistics that test the local slopes within par-
ticular age ranges. Another question that one would like to
investigate is whether two populations have significantly dif-
ferent brain shape trajectories. Again, permutation tests can
be used in this case, and test statistics must be developed
that test the differences between the population trends.

Acknowledgements We thank Bénédicte Mortamet for providing
tissue volume data and Peter Lorenzen for image preprocessing. We
gratefully acknowledge our funding sources including NIH grants R01
EB000219-NIH-NIBIB, and R01 CA124608-NIH-NCI.

References

Beg, M., Miller, M., Trouvé, A., & Younes, L. (2005). Computing large
deformation metric mappings via geodesic flows of diffeomor-
phisms. International Journal of Computer Vision, 61(2).

Beg, M. F. (2003). Variational and computational methods for flows of
diffeomorphisms in image matching and growth in computational
anatomy. PhD thesis, The Johns Hopkins University.

Beg, M. F., Miller, M. I., Trouvé, A., & Younes, L. (2005). Comput-
ing large deformation metric mappings via geodesic flows of dif-
feomorphisms. International Journal of Computer Vision, 61(2),
139–157.

Bhattacharya, R., & Patrangenaru, V. (2002). Nonparametric estima-
tion of location and dispersion on Riemannian manifolds. Journal
of Statistical Planning and Inference, 108, 23–36.

Bhattacharya, R., & Patrangenaru, V. (2003). Large sample theory of
intrinsic and extrinsic sample means on manifolds I. Annals of
Statistics, 31(1), 1–29.

Bingham, C. (1974). An antipodally symmetric distribution on the
sphere. The Annals of Statistics, 2(6), 1201–1225.

Buss, S. R., & Fillmore, J. P. (2001). Spherical averages and applica-
tions to spherical splines and interpolation. ACM Transactions on
Graphics, 20(2), 95–126.

Clatz, O., Sermesant, M., Bondiau, P. Y., Delingette, H., Warfield, S.
K., Malandain, G., & Ayache, N. (2005). Realistic simulation of
the 3D growth of brain tumors in MR images coupling diffusion
with mass effect. IEEE Transactions on Medical Imaging, 24(10),
1334–1346.

Dupuis, P., & Grenander, U. (1998). Variational problems on flows of
diffeomorphisms for image matching. Quarterly of Applied Math-
ematics, LVI(3), 587–600.

Fletcher, P. T., Joshi, S., Ju, C., & Pizer, S. M. (2004). Principal geo-
desic analysis for the study of nonliner statistics of shape. IEEE
Transactions on Medical Imaging, 23(8), 995–1005.

Fréchet, M. (1948). Les elements aleatoires de nature quelconque dans
un espace distancie. Annales de L’Institut Henri Poincare, 10,
215–310.

Grenander, U., & Miller, M. I. (1998). Computational anatomy: An
emerging discipline. Quarterly of Applied Mathematics, 56(4),
617–694.

Guttmann, C., Jolesz, F., Kikinis, R., Killiany, R., Moss, M., Sandor,
T., & Albert, M. (1998). White matter changes with normal aging.
Neurology, 50(4), 972–978.

Hall, P., & Marron, J. S. (1991). Local minima in cross-validation func-
tions. Journal of the Royal Statistical Society, Series B, 53(1),
245–252.

Hardle, W. (1990). Applied nonparametric regression. Cambridge:
Cambridge University Press.

Jones, M. C., Marron, J. S., & Sheather, S. J. (1996). A brief survey of
bandwidth selection for density estimation. Journal of the Ameri-
can Statistical Association, 91(433), 401–407.

Joshi, S., Davis, B., Jomier, M., & Gerig, G. (2004). Unbiased dif-
feomorphic atlas construction for computational anatomy. Neu-
roImage, 23, S151–S160. (Supplemental issue on Mathematics in
Brain Imaging).

Joshi, S. C., & Miller, M. I. (2000). Landmark matching via
large deformation diffeomorphisms. IEEE Transactions on Image
Processing, 9(8), 1357–1370.

Jupp, P., & Mardia, K. (1989). A unified view of the theory of di-
rectional statistics, 1975–1988. International Statistical Review,
57(3), 261–294.

Jupp, P. E., & Kent, J. T. (1987). Fitting smooth paths to spherical data.
Applied Statistics, 36(1), 34–46.

Karcher, H. (1977). Riemannian center of mass and mollifier smooth-
ing. Communications on Pure and Applied Mathematics, 30, 509–
541.



266 Int J Comput Vis (2010) 90: 255–266

Kendall, D. G. (1984). Shape manifolds, Procrustean metrics, and com-
plex projective spaces. Bulletin of the London Mathematical So-
ciety, 16, 18–121.

Le, H., & Kendall, D. (1993). The Riemannian structure of Euclidean
shape spaces: A novel environment for statistics. The Annals of
Statistics, 21(3), 1225–1271.

Leemput, K. V., Maes, F., Vandermeulen, D., & Suetens, P. (1999).
Automated model-based tissue classification of mr images of the
brain. IEEE Transactions on Medical Imaging, 18(10), 897–908.

Loader, C. R. (1999). Bandwidth selection: Classical or plug-in? The
Annals of Statistics, 27(2), 415–438.

Lorenzen, P., Prastawa, M., Davis, B., Gerig, G., Bullitt, E., & Joshi,
S. (2006). Multi-modal image set registration and atlas formation.
Medical Image Analysis, 10(3), 440–451.

Matsumae, M., Kikinis, R., Mórocz, I., Lorenzo, A., Sándor, T., Sán-
dor, T., Albert, M., Black, P., & Jolesz, F. (1996). Age-related
changes in intracranial compartment volumes in normal adults as-
sessed by magnetic resonance imaging. Journal of Neurosurgery,
84, 982–991.

Miller, M. (2004). Computational anatomy: shape, growth, and atrophy
comparison via diffeomorphisms. NeuroImage, 23, S19–S33.

Miller, M., & Younes, L. (2001). Group actions, homeomorphisms, and
matching: A general framework. International Journal of Com-
puter Vision, 41, 61–84.

Miller, M., Banerjee, A., Christensen, G., Joshi, S., Khaneja, N.,
Grenander, U., & Matejic, L. (1997). Statistical methods in com-
putational anatomy. Statistical Methods in Medical Research, 6,
267–299.

Miller, M. I., Trouve, A., & Younes, L. (2002). On the metrics and
Euler-Lagrange equations of computational anatomy. Annual Re-
view of Biomedical Engineering, 4, 375–405.

Mortamet, B., Zeng, D., Gerig, G., Prastawa, M., & Bullitt, E. (2005).
Effects of healthy aging measured by intracranial compartment
volumes using a designed mr brain database. In Lecture notes in
computer science (LNCS): Vol. 3749. Medical image computing
and computer assisted intervention (MICCAI) (pp. 383–391).

Nadaraya, E. A. (1964). On estimating regression. Theory of Probabil-
ity and its Applications, 10, 186–190.

Pennec, X. (2006). Intrinsic statistics on Riemannian manifolds: Ba-
sic tools for geometric measurements. Journal of Mathematical
Imaging and Vision, 25, 127–154.

Prastawa, M., Bullitt, E., Ho, S., & Gerig, G. (2004). A brain tumor
segmentation framework based on outlier detection. Medical Im-
age Analysis, 8(3), 275–283.

Thompson, P. M., Giedd, J. N., Woods, R. P., MacDonald, D., Evans,
A. C., & Toga, A. W. (2000). Growth patterns in the developing
brain detected by using continuum mechanical tensor maps. Na-
ture, 404(6774), 190–193. doi:10.1038/35004593.

Trouvé, A., & Younes, L. (2005). Metamorphoses through lie group
action. Foundations of Computational Mathematics, 5(2), 173–
198.

Wand, M. P., & Jones, M. C. (1995). Kernel smoothing: Vol. 60. Mono-
graphs on statistics and applied probability. London: Chapman &
Hall/CRC.

Watson, G. S. (1964). Smooth regression analysis. Sankhya, 26, 101–
116.

http://dx.doi.org/10.1038/35004593

	Population Shape Regression from Random Design Data
	Abstract
	Introduction
	Methods
	Review of Univariate Kernel Regression
	Kernel Regression on Riemannian Manifolds
	Bandwidth Selection
	Regression of Rotational Pose (SO(3))
	Kernel Regression for Populations of Brain Images
	Diffeomorphic Growth Model
	Single-Subject Growth Model
	Population Growth Model
	Algorithm


	Results
	Synthetic Data Experiment
	Regressing Average Change of the Healthy Brain from 3D MR Images
	Computational Strategy


	Conclusion and Future Work
	Acknowledgements
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 1.30
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 1.30
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e5c4f5e55663e793a3001901a8fc775355b5090ae4ef653d190014ee553ca901a8fc756e072797f5153d15e03300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc87a25e55986f793a3001901a904e96fb5b5090f54ef650b390014ee553ca57287db2969b7db28def4e0a767c5e03300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c00200073006b00e60072006d007600690073006e0069006e0067002c00200065002d006d00610069006c0020006f006700200069006e007400650072006e00650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e00200065006e002000700061006e00740061006c006c0061002c00200063006f007200720065006f00200065006c006500630074007200f3006e00690063006f0020006500200049006e007400650072006e00650074002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000640065007300740069006e00e90073002000e000200049006e007400650072006e00650074002c002000e0002000ea007400720065002000610066006600690063006800e90073002000e00020006c002700e9006300720061006e002000650074002000e0002000ea00740072006500200065006e0076006f007900e9007300200070006100720020006d006500730073006100670065007200690065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f9002000610064006100740074006900200070006500720020006c0061002000760069007300750061006c0069007a007a0061007a0069006f006e0065002000730075002000730063006800650072006d006f002c0020006c006100200070006f00730074006100200065006c0065007400740072006f006e0069006300610020006500200049006e007400650072006e00650074002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF753b97624e0a3067306e8868793a3001307e305f306f96fb5b5030e130fc30eb308430a430f330bf30fc30cd30c330c87d4c7531306790014fe13059308b305f3081306e002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c306a308f305a300130d530a130a430eb30b530a430ba306f67005c0f9650306b306a308a307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020d654ba740020d45cc2dc002c0020c804c7900020ba54c77c002c0020c778d130b137c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor weergave op een beeldscherm, e-mail en internet. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f007200200073006b006a00650072006d007600690073006e0069006e0067002c00200065002d0070006f007300740020006f006700200049006e007400650072006e006500740074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200065007800690062006900e700e3006f0020006e0061002000740065006c0061002c0020007000610072006100200065002d006d00610069006c007300200065002000700061007200610020006100200049006e007400650072006e00650074002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e40020006e00e40079007400f60073007400e40020006c0075006b0065006d0069007300650065006e002c0020007300e40068006b00f60070006f0073007400690069006e0020006a006100200049006e007400650072006e0065007400690069006e0020007400610072006b006f006900740065007400740075006a0061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f6007200200061007400740020007600690073006100730020007000e500200073006b00e40072006d002c0020006900200065002d0070006f007300740020006f006300680020007000e500200049006e007400650072006e00650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for on-screen display, e-mail, and the Internet.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200037000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300031003000200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToRGB
      /DestinationProfileName (sRGB IEC61966-2.1)
      /DestinationProfileSelector /UseName
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing false
      /UntaggedCMYKHandling /UseDocumentProfile
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice


