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Abstract This article formulates a near-lighting shape-
from-shading problem with a pinhole camera (perspective
projection) and presents a solution to reconstruct the Lam-
bertian surface of bones using a sequence of overlapped en-
doscopic images, with partial boundaries in each image.
First we extend the shape-from-shading problem to deal
with perspective projection and near point light sources that
are not co-located with the camera center. Secondly we
propose a multi-image framework which can align partial
shapes obtained from different images in the world coordi-
nates by tracking the endoscope. An iterative closest point
(ICP) algorithm is used to improve the matching and recover
complete occluding boundaries of the bone. Finally, a com-
plete and consistent shape is obtained by simultaneously re-
growing the surface normals and depths in all views. In order
to fulfill our shape-from-shading algorithm, we also cali-
brate both geometry and photometry for an oblique-viewing
endoscope that are not well addressed before in the previous
literatures. We demonstrate the accuracy of our technique
using simulations and experiments with artificial bones.
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1 Introduction

One of the main goals of orthopedic surgery is to enable
minimally invasive procedures. As a key tool, endoscope is
attracting increasing attention for its potential role in com-
puter aided surgeries. Besides visualizing the interior of the
anatomy, its capability can be significantly enhanced by
tracking the endoscope in conjunction with surgical navi-
gation systems.

Figure 1 shows an endoscope illuminating and observ-
ing an artificial spine. The endoscope uses one or more
point light sources placed at its tip for illumination. Due
to the small distance between the sources, camera and the
scene, the endoscopic images are very different from the
images we experience of natural scenes under distant light-
ing such as from the sun or the sky. Since the field of
view of the endoscope is small and the bone is usually
a few millimeters away, we only observe a small part of
the bone. As a result, it can be difficult even for a skilled
surgeon to infer bone shape from a single endoscopic im-
age. Better visualizations are achieved by overlaying endo-
scopic images with 3D surfaces obtained from CT (Com-
puted Tomography) scanned images (Clarkson et al. 1999;
Dey et al. 2002). However, this technique requires us to
solve a complex registration problem between the CT and
endoscopic images during the surgery. Thus, there is an im-
mediate need for explicit computer reconstruction of bone
shapes from endoscopic images.

Since bone surfaces have few identifiable features, sur-
face shading is the primary cue for shape. Shape-from-
shading has a long and rich history in computer vision
and biological perception (Zhang et al. 1999; Durou et al.
2008), with most of the work focusing on distant lighting,
orthographic projection and Lambertian surfaces (Horn and
Brooks 1989; Kozera 1998; Zhang et al. 1999). Few papers
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Fig. 1 Illustration of an
endoscope (a) and endoscopic
images of an artificial spine (b,
c, d) (It is difficult to perceive
the shape of the object in the
images because of small field of
view, distortion, lack of texture,
partial boundaries, and shading
caused by near-field lighting.)

have considered the more realistic scenarios. Real materi-
als can be non-Lambertian model (Lee and Kuo 1997). With
a pin-hole camera, the projection is perspective instead of
orthographic (Penna 1989; Lee and Kuo 1994; Hasegawa
and Tozzi 1996; Okatani and Deguchi 1997; Samaras and
Metaxas 1999; Tankus et al. 2004). Considering the spe-
cial imaging devices such as endoscopes, the light sources
are not located at infinity (Okatani and Deguchi 1997;
Prados and Faugeras 2005), thus 1/r2 attenuation term of
the illumination need to be taken into account (Prados and
Faugeras 2005). Three papers have established the equations
for the perspective projection (Prados and Faugeras 2003;
Tankus et al. 2003; Courteille et al. 2004). A variety of math-
ematical tools have been utilized to solve the perspective
shape from shading (PSFS) problem (Kimmel and Sethian
2001; Courteille et al. 2004; Tankus et al. 2004, 2005; Pra-
dos and Faugeras 2005). Most relevant to this work, shape-
from-shading under a near point light source and perspective
projection for an endoscope has been addressed in Okatani
and Deguchi (1997), Forster and Tozzi (2000), Mourgues
et al. (2001) and Tankus et al. (2004). But all these works
assume the light source and camera center are co-located.
Note that this assumption is inaccurate in our setting since
the scene is 5–10 mm away from the endoscope and the
source and camera separation distance (3.5 mm) is of the
same magnitude as the distance to the scene. In this pa-
per we consider the perspective projection and near-point
lighting without assuming that the light source is located at
the center of the projection. Other works like photometric
stereo can be used to estimate surface orientation (Wood-
ham 1980; Kozera 1991, 1992) but it requires the switch of
two light sources. However it is hard to achieve with a con-
ventional endoscope since the light sources are designed to
be switched on or off at the same time. Structured light has
also been used to recover the bone shape (Fuchs et al. 1998;
Iyengar et al. 2001) but the system requires specialized se-
tups that are expensive and cumbersome to use in the oper-
ating room.

Due to the small field of view of the endoscope, only a
partial shape from a single image can be obtained. By cap-
turing image sequences as the endoscope is moved, it is pos-
sible to cover a larger part of the shape that can be more eas-
ily perceived (Seshamani et al. 2006). Once again, there is a
long and rich history of shape-from-motion in vision (both
calibrated and uncalibrated) (Poelman and Kanade 1997;
Pollefeys et al. 1999; Hartley and Zisserman 2004). In the
context of anatomical reconstruction, the heart coronary
(Mourgues et al. 2001) and tissue phantom (Stoyanov et
al. 2005) have been reconstructed using motion cues (im-
age features and correspondences). However, it is difficult
to establish correspondences for textureless (or featureless)
bones.

Neither shape-from-shading nor shape-from-motion can
individually solve the problem of bone reconstruction from
endoscopic images. The key idea in this work is to utilize
both strengths to develop a global shape-from-shading ap-
proach using multiple partial views. There are two contribu-
tions in this paper.

1. We establish the reflectance function R for a perspective
projection and near-point light sources, without assum-
ing that the light sources are located at the center of the
projection. We solve an image irradiance equation based
on this reflectance function. In our near-lighting perspec-
tive SFS problem, we explicitly include depth z in the re-
flectance function R, image irradiance equation and later
as an unknown in the minimization function. In order to
compute the reflectance map, we also calibrate the pho-
tometry of endoscope including camera response func-
tion, light source intensity and spatial distribution in ad-
vance.

2. We present a multi-image shape-from-shading frame-
work. Given the global boundary constraints obtained
from aligned individual contours in the world coordi-
nates, by tracking the endoscope when capturing a se-
quence of images. As a clarification, note that our global
shape-from-shading framework is not really merging
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Fig. 2 Perspective projection model for endoscope imaging system
with two near point light sources: �O is the camera projection center.
�s1 and �s2 are two light sources. We assume the plane consisting of �O ,
�s1 and �s2 is parallel to the image plane. The camera coordinate system
(X–Y–Z) is centered at �O and Z-axis is parallel to the optical axis and
pointing toward the image plane. X-axis and Y-axis are parallel to the

image plane. F is the focal length. a and b are two parameters related to
the position of the light sources. Given a scene point �P = (x, y, z), the
projected image pixel is �p = (x̃, ỹ,F ), where (x̃, ỹ) are image coordi-
nates. Assuming a Lambertian surface, the surface illumination there-
fore depends on the surface albedo, light source intensity and fall-off,
and the angle between the normal and light rays

shape-from-shading and shape-from-motion in the clas-
sical sense of the terms. We perform the shape-from-
shading for all images simultaneously and use global
boundary constraints in each iteration. Meanwhile, in or-
der to align the individual shapes, we calibrate the geo-
metric parameters of endoscopes as well.

2 Shape-from-Shading under Near Point Sources
and Perspective Projection

Given the special design of endoscopes, we formulate the
shape-from-shading under near point lighting and a perspec-
tive projection, where the light sources are not located at
the projection center. As Fig. 2 shows, given two point light
sources �s1 and �s2, we can compute the scene radiance emit-
ted by the surface point �P according to the Lambertian co-
sine law and inverse square distance fall-off law of isotropic
point sources (Horn and Sjoberg 1979):

R = I0ρ

(
cos θ1

r2
1

+ cos θ2

r2
2

)
(1)

where I0 is the light intensity of �s1 and �s2, ρ is the surface
albedo. We use the unit vector �n to represent the surface
normal at �P , �l1 and �l2 are two light rays incident at �P , and r1

and r2 are the distances from each light source to the surface,
and we have

cos θ1 = �n · �l1
‖�l1‖

, �l1 = �s1 − �P , r1 = ‖�l1‖

cos θ2 = �n · �l2
‖�l2‖

, �l2 = �s2 − �P , r2 = ‖�l2‖
(2)

According to Horn and Brooks (1989), surface normal �n can
be represented in terms of partial derivatives of depth z w.r.t.
x and y ((x, y, z) are camera coordinates):

�n =
[
− ∂z

∂x
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Note that for the orthographic projection ∂z/∂x̃ and ∂z/∂ỹ

are used to represent surface normals, where (x̃, ỹ) are im-
age coordinates. Under the perspective projection we have

x = x̃
z

F

y = ỹ
z

F

(4)

where F is the focal length and z < 0. We take the derivative
of both sides of (4) w.r.t. x and y and obtain
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)
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We take the derivative of both sides of (4) w.r.t. x̃ and ỹ and
obtain

∂x

∂x̃
= 1

F

(
z + x̃

∂z

∂x̃

)

∂y

∂ỹ
= 1

F

(
z + ỹ

∂z

∂ỹ

) (6)

Let p = ∂z/∂x̃ and q = ∂z/∂ỹ, from (5) and (6) we have

∂z

∂x
= Fp

z + x̃p

∂z

∂y
= Fq

z + ỹq

(7)

Given two light sources s1 = [−a, b,0] and s2 = [a, b,0]
(calibration of a, b, F will be discussed later in Sect. 3.1),
we can explicitly write light source vectors as follows:

�l1 =
[
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z

F
, b − ỹ

z

F
,−z

]

�l2 =
[
a − x̃

z

F
, b − ỹ

z

F
,−z

] (8)

Combine (1, 2, 3, 7) and (8), we obtain the reflectance
map R as a function of x̃, ỹ, z,p, q:

R(x̃, ỹ, z,p, q) = I0ρ

(
�n(x̃, ỹ, z,p, q) · �l1(x̃, ỹ, z)

r1(x̃, ỹ, z)3
+ �n(x̃, ỹ, z,p, q) · �l2(x̃, ỹ, z)
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Equation (9) is similar to (2) in Tankus et al. (2004) and
(2) in Prados and Faugeras (2003), but we consider the 1/r2

fall-off since the light sources are very close to the bone sur-
face. Equation (9) can be easily extended to multiple point
light sources as follows (M is the number of sources):

R(x̃, ỹ, z,p, q) = I0ρ

M∑
i

( �n(x̃, ỹ, z,p, q) · �li (x̃, ỹ, z)

ri(x̃, ỹ, z)3

)

(10)

2.1 Solve Image Irradiance Equation

Given the image irradiance function I (x̃, ỹ), the image irra-
diance equation (Horn and Brooks 1989) is

R(x̃, ỹ, z,p, q) = I (x̃, ỹ) (11)

According to Durou et al. (2008), different mathematical
methods have been proposed to solve the equation for PSFS,
including methods of resolution of PDEs (Tankus et al.
2004, 2005; Kimmel and Sethian 2001; Prados and Faugeras
2005) and methods using optimization (Courteille et al.
2004). The optimization methods based on the variational
approach can work in most general case of PSFS and there
is no need to set values to the singular and local minimum

points (Durou et al. 2008), so we adopt the optimization
method and plug it in the multi-image framework described
later in Sect. 3. Specifically, we solve (11) by minimizing
the error between the image irradiance I (x̃, ỹ) and the re-
flectance map R(x̃, ỹ, z,p, q) given in (9). Image irradiance
is obtained from the image intensity using the camera re-
sponse function (see details in Sect. 2.2). Different from the
previous optimization methods (Ikeuchi and Horn 1981),
depth z is explicitly included in R. The error can be com-
puted as:

e(z,p, q) = λei(z,p, q) + (1 − λ)es(z,p, q) (12)

and

ei(z,p, q)

=
∫ ∫

image

[I (x̃, ỹ) − R(x̃, ỹ, z,p, q)]2dx̃dỹ

es(z,p, q)

=
∫ ∫

image

[(z2
x̃ + z2

ỹ ) + (p2
x̃ + p2

ỹ ) + (q2
x̃ + q2

ỹ )]dx̃dỹ

(13)

where ei(z,p, q) is the irradiance error and es(z,p, q) is the
smoothness constraint for z, p and q . λ is a Lagrange multi-
plier. We find a solution to (z,p, q) by minimizing the error
e(z,p, q) (Leclerc and Bobick 1991):
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[z∗,p∗, q∗] = arg
z,p,q

min(λei + (1 − λ)es) (14)

Similar to Horn and Brooks (1986), we discretize (12) and
obtain:
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∑
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∑
l
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Combing (15) to (16), yields the update functions for pk,l ,
qk,l and zk,l in each iteration (Horn and Brooks 1986):
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p̄n
k,l , q̄n

k,l and z̄n
k,l are local 8-neighborhood mean of values

around pixel position (k, l). Detailed derivation can be found
in Appendix A. The value for the (n + 1)th iteration can be
estimated from the nth iteration. During the iteration, the
Lagrange multiplier λ is gradually increased such that the
smoothness constraint is reduced as well. In our experiment
the setting of Lagrance multiplier is empirical. We set it to
0.005 at the beginning and increase it by 0.02 whenever the
error in (15) is reduced by 1%.

Given initial values of p, q and z on the boundary, we
can compute a numerical solution to the shape. Variational
methods usually rely on good initial guesses, so we man-
ually label the boundaries of each images. After that, z is
set to 0 for each pixel in the image. p and q are set to 0
for pixels that are not on the occluding boundaries. p and q

at each pixel on the occluding boundaries are computed by
performing the cross product of the viewing vector (starting
from the optical center) and edge vector. Since it is difficult
to estimate the initial values of z, we recompute z values
by integrating the normals using the method in Frankot and
Chellappa (1988), after several iterations when the error in
(15) is reduced by 10%. We keep performing this adjustment
until the algorithm converges. Results for real endoscopic
images are showed in Fig. 3. It is still challenge to recover
the entire shape of the spine from the individual reconstruc-
tions due to the small field of view.

2.2 Photometric Calibration of Endoscope for Image
Irradiance

In order to compute the image irradiance I (x̃, ỹ), we need to
calibrate the photometry of the endoscope, which is seldom
addressed in the literature. We propose a method to com-
pute the radiometric response function of the endoscope,
and also simultaneously calibrate the directional/spatial in-
tensity distribution of the near light sources (the camera and
the sources are “on/off” at the same time) and light intensi-
ties, inspired by Litvinov et al.’s (2005) work.

The image irradiance I (x̃, ỹ) is related to the image in-
tensity or gray level v via the camera response function
H(·):

I (x̃, ỹ) = H−1[v(x̃, ỹ)]
M(x̃, ỹ)

(18)

where, M(x̃, ỹ) represents the anisotropy of the source in-
tensity. The two sources are identical and are oriented in the
same way so we assume their intensity distributions M(x̃, ỹ)

are the same. From (1, 2, 11) and (18) we have:

H−1[v(x̃, ỹ)] = ρ · I0 · M̃(x̃, ỹ) where

M̃(x̃, ỹ) = M(x̃, ỹ) ·
( �n · �l1

r3
1

+ �n · �l2
r3

2

)
(19)

For calibration, we use a Macbeth color chart with the
known albedo for each patch. We capture a set of images
by varying the source intensity for each patch (the exposure
time of the camera cannot be controlled in our endoscope).
We apply log to both sides of (19) to obtain a linear system:

h[vj
i (x̃, ỹ)] = ηi + γj + m̃(x̃, ỹ) (20)

where, i indicates the surface albedo and j indexes the light
intensity. h[vj

i (x̃, ỹ)] = log{H−1[vj
i (x̃, ỹ)]}, ηi = log(ρi),

γj = log(I0j ) and m̃(x̃, ỹ) = log[M̃(x̃, ỹ)]. The unknowns
(h(·), γj , m̃(x̃, ỹ)) can be estimated by solving this lin-
ear system of equations. The cosine term is then estimated
by physically measuring the distance to the chart from the
scope tip and finally M(x̃, ỹ) is recovered. Details of solu-
tions to h(·), γj and m̃(x̃, ỹ) are given in Appendix B.

A series of images of color chart are used for photo-
metric calibration. We use 6 different levels of light inten-
sity (see Appendix B). Figure 11(a), (b) and (c) show the
camera response functions with Red, Green, Blue channels.
Figure 11(d) shows the recovered light intensities in differ-
ent levels and a comparison to the ground truth. Smaller
numbers in x-axis correspond to higher intensities. We ob-
serve a small amount of variation when the light inten-
sity is high, which can be caused by the saturation. Fig-
ure 11(e) shows the original image and Fig. 11(f) shows

M̃(x̃, ỹ). Figure 11(g) shows the cosine term �n· �l1
r3
1

+ �n· �l2
r3
2

and
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Fig. 3 Results of shape from
shading from single image.
(a) Input image. (b) Shape from
shading. (1)–(5) are captured
from different positions

Fig. 11(h) shows the spacial distribution function M(x̃, ỹ) =
M̃(x̃, ỹ)/( �n· �l1

r3
1

+ �n· �l2
r3
2

).

3 Global Shape-from-Shading Using Multiple Partial
Views

As shown in Fig. 3, most images include a small fraction
of visible contours. How do we estimate the complete shape
reliably? An intuitive solution is to merge individual shapes
recovered from different views as shown in Fig. 4.

However, each image is defined in a view dependent local
coordinates. We must first transform them to the world coor-
dinates before we combine individual shapes. We solve this
problem by using a navigation tracking system. We attach
optical markers to the endoscope (as showed in Fig. 10) and
track them to obtain the transformation between the local
and world coordinates for each image.

Consider a 3D-point set [Si]3×Ni
reconstructed from the

image i, where Ni is the number of points in shape Si . If
all the shapes are reconstructed correctly, and without any
errors from the tracking system and the calibration process,
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Fig. 4 Simulation results of
shape from shading from
multiple views.
(a)–(d) Synthesized images of
different parts of a sphere.
(e) Reconstructed sphere

they should be perfectly aligned in the world coordinates.
Let wTmi

denote the transformation from the marker at the
position taking ith image to the world coordinates, and M

denote the transformation from the marker coordinates to
the camera coordinates (image distortion has been corrected
in advance). Thus, any 3D-point set Si in the local camera
coordinates can be transformed to the world coordinates Ŝi

w

by:

Ŝi
w = wTmi

· [M−1 · Si;11×Ni
] (21)

where, Ŝi
w is represented using homogenous coordinates in

the world reference frame. As shown in Fig. 5, each shape
from single image is transformed to the world coordinates.
However, due to the tracking error (less than 0.3 mm) and
calibration error (less than 6 pixels), Ŝi

w are not initially well
matched (e.g. Fig. 5(c) and (d)). Since the bone is rigid, we
use ICP (Besl and McKay 1992) to improve the matching
between different views by ensuring overlapping fields of
view in adjacent images. Then, for Ŝi

w , ICP yields an aligned
shape i−1Ŝi

w with respect to the adjacent shape Ŝi−1
w :

i−1Ŝi
w = i−1Ti ∗ Ŝi

w (22)

where, i−1Ti is the rigid transformation computed from ICP.
Using ICP, we can align all the shapes from one view

with respect to the shape in the reference view, i.e. the shape
Ŝ1

w in the first image. Then, by combining (21) and (22), we
have

1Ŝi
w =

i−1∏
j=1

jTj+1 ·wTmi
· [M−1 · Si;11×Ni

] (23)

where 1Ŝi
w is the aligned shape of Ŝi

w with respect to the
reference shape Ŝ1

w , as shown in Fig. 6(a) and (b).
Once the contours are aligned, we “re-grow” the shape in

the local views but under the global constraints. We compute
the average value in (17) using the neighbors in the world
coordinates. The key idea is to keep the global constraints
updated according to the shape developed in the local view,

Table 1 Global shape-from-shading: key steps

* Loop k = 1: number of images

(1) Compute SFS from single image using (17)

(2) Track endoscope motions

(3) Transform local views to the world coordinates using (21)

(4) Register each shape to the previous shape using ICP using (22)

End loop

* Compute global boundaries using (23)

* Compute global constraints (z,p, q) in the world coordinates

* Loop until converge

(1) Loop k = 1: number of images

(a) Update (z,p, q) in the local views according to the global

constraints

(b) Compute new (z,p, q) by using (17)

End loop

(2) Update (z,p, q) in the world coordinates

End loop

and therefore SFS in the local views are guided towards con-
vergence under global constraints.

We restart the SFS in the local coordinates simultane-
ously for all images. After initializing (z,p, q) in each im-
age, we initialize the values on the corresponding global
boundaries. If there are two or more points from different
views that are mapped to the same point in the world co-
ordinates, (z,p, q) at that point are computed by the aver-
age. In each iteration, we grow each image and update the
global constraints. Compared with the constraints for sin-
gle shape-from-shading (see Fig. 5(a)), we can obtain more
information from global alignments (see Fig. 6(c)). At the
end of each iteration, we update the local (z,p, q) accord-
ing to the global constraints. We proceed this until the con-
vergence. With global constraints, our algorithm converges
quickly though not in real-time (around 5 minutes for 18 im-
ages in Matlab with P4 2.4 Ghz CPU). Table 1 lists the key
steps for global shape from shading.

For comparison, we choose only the points that are on the
surface of the spine. We use a laser range scanner to obtain
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Fig. 5 Illustration of the
problem about directly merging
the individual shapes in the
world coordinates. 18 images
are captured by moving the
endoscope horizontally (only
translation). Four of them are
shown as an illustration.
(a) After removing the
distortion and illumination
effects, the boundaries in each
image are labelled by hand, and
the initial (p, q) are computed
automatically on the boundaries.
(b) Shape from each single
image are reconstructed using
the method described in Sect. 2.
(c) Unaligned shapes in the
world coordinates.
(d) Unaligned 3D contours in
the world coordinates

a ground truth shape of the spine. Then, the maximum, min-
imum, mean and RMS errors are 2.8 mm, 0.0 mm, 1.24 mm
and 1.45 mm respectively. This level of accuracy is practical
for surgery. More views of the reconstructed surface against
the ground truth are shown in Fig. 7. We also compare our
result with the result under the orthographic projection as-
sumption in Fig. 8. Compared with the real shape captured
by a regular camera, we can tell that the shape under the
orthographic projection is over grown near the boundary.

3.1 Geometric Calibration of Endoscope for Aligning
Multi-Views

In order to align the individual shapes, we need to know the
camera parameters. Oblique-viewing endoscopes (oblique
scope) are widely used in computer assisted surgeries. View-
ing direction of an oblique scope can be changed by rotat-
ing the scope cylinder, which extends the field of view, but
makes the scope geometric calibration process more diffi-
cult. An oblique endoscope is illustrated in Fig. 9.
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Fig. 6 Illustration of the
multi-image
shape-from-shading.
(a) Aligned shape in the world
coordinates. (b) Aligned 3D
contours in the world
coordinates. (c) Projection of
the global constraints onto each
image. (d) Final shape are
reconstructed using the method
described in Sect. 3

Unlike regular cameras with the forward viewing di-

rection, most current endoscopes are designed for oblique

viewing with a tilt from the scope axis at the tip (see

Fig. 9(a)). The viewing direction can be changed by simply

rotating the scope cylinder without having to move it. To

increase flexibility of imaging in terms of focus and resolu-
tion, the lens system (in the cylinder) and the CCD plane (in
the camera head) can be rotated with respect to one another
(see Figs. 9 and 10(a)). While they are desirable, these prop-
erties make the geometric calibration harder than in regular
cameras.
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Fig. 7 (Color online) Different
views of the reconstructed
surface (yellow surface) against
the ground truth (red points).
(a) View from the top, (b) view
from the bottom, (c) view from
the left side, (d) view from the
right side

Fig. 8 (a) Real shape captured by a regular camera. (b) Reconstructed
shape under orthographic projection. (c) Reconstructed shape under
perspective projection

Yamaguchi et al. first modelled and calibrated the oblique
scope (Yamaguchi et al. 2004). They formulated the rotation
parameter of the scope cylinder as another external parame-
ters in Tsai’s camera model (Tsai 1987; Zhang 1998). They
used two extra transformations to compensate the rotation θ

of the lens system and still of the camera head. Yamaguchi
et al.’s camera model successfully compensates the rotation
effect but their method requires five additional parameters
and the model is complicated.

Yamaguchi et al.’s camera model is based on Tsai’s
model:

λ �μi = AcTm(θ)mTw
�Pw

cTm(θ) = TR(−θ; �lh(θ))TR(θ; �ls)cTm(0) (24)

where λ is an arbitrary scale factor, �Pw is a 3D point in the
world coordinates, �μi is the corresponding 2D image pixel.
A is the camera intrinsic matrix. mTw is the rigid transfor-
mation from the world coordinates to the optical marker co-
ordinates, cTm(θ) is a rigid transformation from the marker
(camera head) to the camera coordinates. cTm(θ) is depen-
dent on the rotation angle θ . By considering the marker co-
ordinates (camera head) as a reference, only the lens system
rotates while the camera head, i.e., the image plane, remains
fixed irrespective of the rotation. They describe such a trans-
formation due to the rotation by decomposing the one phys-
ical rotation into two mathematical rotations. TR(θ; �ls) is a
rotation of both scope cylinder and the camera head (image
plane) around the axis of cylinder �ls . TR(−θ; �lh(θ)) is an in-
verse rotation of the image plane around the z-axis of lens
system �lh. Both �ls and �lh have two unknown parameters. Al-
though this model works well, it is very complicated.

As Fig. 10(b) shows, in our work, we attach an optical
marker to the scope cylinder instead. Our model is still an
extension of Tsai’s model but much simpler. The geometric
model illustrated in Fig. 10(a) can be written as:

λ �μ′
i = A ·cTm ·mTw · �Pw

�μi = R(θ) · ( �μ′
i − cc) + cc

(25)

where �Pw is a 3D point in the world coordinates, �μ′
i is the

corresponding 2D image pixel without any rotation, �μi is
the image pixel with rotation θ . mTw is the rigid transfor-
mation from world coordinates to the optical marker co-
ordinates (scope cylinder). cTm is the rigid transformation
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Fig. 9 An oblique endoscope
consists of a scope cylinder with
a lens and two point light
sources at the tip (the tip has a
tilt from the scope cylinder) and
a camera head that captures
video. The scope cylinder is
connected flexibly to the camera
head via a coupler. The scope
cylinder or the camera head can
be rotated together or separately

Fig. 10 The geometric model
of endoscope based on a
tracking system. A new coupler
(see Fig. 9(b)) is designed to
mount an optical marker to the
scope cylinder which ensures
that the transformation from
scope cylinder(marker)
coordinates O2 to the lens
system (camera) coordinates O3
is fixed. World coordinates O1
is defined by the optical tracker.
Two optical markers are
attached to the coupler and
camera head separately in order
to compute the rotation θ in
between

from the marker to the camera coordinates and independent
on θ . cc is the principal point which is an intrinsic parame-
ter. R(θ) represents a rotation of the image plane around cc

by θ . Camera intrinsic matrix A and external matrix cTm can
be calibrated by using Zhang’s (1998) method and mTw can
be obtained directly from the tracking system. In our model
we only need to estimate the rotation angle.

Rotation angle can be estimated by using a rotary en-
coder, as Yamaguchi et al. (2004) suggested. When it is not
available, the rotation angle can be estimated by using two
optical markers: one attached to the scope cylinder and the
other one on the camera head, see details in Appendicies C
and D.

We tested our algorithm using two different setups. In

the first experiment, we tested the system in the controlled

environment. We used Stryker 344-71 arthroscope Vista

(70 degree, 4 mm) oblique-viewing endoscope, DYON-

ICS DyoCamTM 750 video camera, DYONICS DYOBRITE

3000 light source, Polaris (Northern Digital Inc., On-

tario, Canada) optical tracker. In the second experiment we

tested it in the operating room. We used Smith & Nephew

video arthroscope—autoclavable SN-OH 272589 (30 de-

gree, 4 mm), DYONICS video camera and light source, OP-

TOTRAK (Northern Digital Inc., Ontario, Canada) optical

tracker.
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For each rotation angle of the endoscope, we computed
the average back projection error for this angle

ε(θ) = 1

M

M∑
i=1

| �μi − �μ( �Pi, θ)| (26)

where �Pi is a 3D point in the world coordinates, �μi is the
corresponding 2D image pixel, �μ( �Pi, θ) is the back pro-
jected 2D image pixel of �Pi computed by using (25). M is
the number of corners on the calibration pattern. We have
used different grid patterns (3 × 4, 4 × 5, 5 × 6, 6 × 7. The
size of each checker is 2 mm × 2 mm). In order to obtain
enough light on the grid pattern, the endoscope needs to be
placed very close to the target (usually 5–15 mm). Smaller
grid cannot capture the radial distortion but the bigger grid
will exceed the field of view. The 5 × 6 grid gave the best
results.

We did many trials by moving and rotating the endoscope
randomly and estimate θ simultaneously. The average back
projection error with respect to different rotation angles are
shown in Fig. 14 (see Appendix D). Figure 14(a) shows
the result using Stryker 344-71 arthroscope Vista (70 de-
gree, 4 mm) and Polaris optical tracker. Figure 14(b) shows
the result using Smith & Nephew video arthroscope—
autoclavable SN-OH 272589 (30 degree, 4 mm) and OPTO-
TRAK optical tracker. The red curve (square mark) repre-
sents the back projection error without taking into account of
the rotation angle, and the blue curve (circular mark) shows
the error with considering the rotation angle. The results
show that including the rotation angle into the camera model
significantly improve the accuracy of the calibration.

Figure 14 shows that two experiments have different ac-
curacy. The reason is that endoscopes have different mag-
nification and optical trackers have different accuracy (ac-
cording to the manufacturer, RMS error is 0.1 mm for
OPTOTRAK and 0.3 mm for Polaris). Yamaguchi et al.
(2004) used an OTV-S5C laparoscope (Olympus Optical Co.
Ltd., Tokyo, Japan) and Polaris optical tracker. They have
achieved a high accuracy of less than 5 mm back projec-
tion error when the rotation angle is within 140 degrees.
Our results show that we can achieve the same level of ac-
curacy when the rotation angle is within 75 degrees. Beyond
this range, due to the bigger magnification, larger radial dis-
tortion and poorer lighting, the back projection error is in-
creased to 13 mm when the rotation angle is 100 degrees.
When given the same quality endoscopes, we should be able
to achieve the same level of accuracy.

4 Conclusion and Discussions

Shape-from-shading and shape-from-motion have been suc-
cessfully used in many vision applications, but both have

difficulties for 3D reconstruction from orthopedic endoscopy
due to the featureless bone surface and partial occluding
boundaries in a small field of view. In this work, we propose
a method to combine the strengths of both approaches to
solve our problem: we formulate the shape-from-shading for
endoscopes under near point light sources and perspective
projection, and develop a multi-image shape-from-shading
framework. To deal with the tracking and calibration errors,
we use ICP to improve the alignment of partial shapes and
contours in the world coordinates. As a result, we can re-
construct the shape of a larger bone area and provide useful
visualizations for surgical navigation in the minimally inva-
sive procedures.

A couple of issues worth further discussion in our frame-
work. We build a near-lighting perspective shape-from-
shading (NLPSFS) model without assuming that the light
sources are located in the optical center. Our contribution is
to present a new model for medical endoscopes, instead of
a new solution to any existing models. We adopt the vari-
ational optimization method since it is effective for most
general cases and no pre-defined values are involved for the
singular and local minimum points. Since our multi-frame
approach is very general, other PSFS solutions such as Pra-
dos et al.’s (2005) and Tankus et al.’s (2004) approach can
be employed to solve the NLPSFS problem as well. We plan
to compare different SFS methods in the future work. In this
paper we focus on the formulation of the NLPSFS model
and multi-image framework.

As mentioned in the previous section, in the real oper-
ating environment, the bone surfaces are usually 5–10 mm
away from the endoscope. The light source and camera sep-
aration distance is 3.5 mm in our case. These two numbers
are in the same magnitude as the distance to the scene. The
approximation becomes inaccurate if we ignore the parame-
ters a and b in (9). However, it is a reasonable approximation
when the endoscope is far away from the scene. In this paper
we attempt to build a general and accurate model to handle
more realistic cases, since we can calibrate all parameters
beforehand.

One advantage of our method is that the computation of
single image SFS in the first step of Table 1 can be paral-
lelized since the error function in (15) uses only one sin-
gle image. Note in the last step of Table 1, the computation
of single image SFS cannot be parallelized because of the
global constraints need updates for each iteration.

By using ICP in our multi-image framework, we are able
to deal with the tracking and calibration errors. Moreover,
we can tolerant some shape errors caused by the single im-
age SFS in the first step of Table 1. Therefore we use an
early stop strategy during the single image SFS optimiza-
tions by terminating the iterations before the error in (15)
reaches zero (we set the threshold to 15% of the initial er-
ror). By this means we significantly speed up the algorithm.
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This is one of the reasons why the result from a single im-
age tends to be flat. Other reasons include partial occluding
boundaries and the smoothness constraints.

The results from multi-image SFS still lack high fre-
quency shape details due to the over smoothing. We are
working on applying shape prior to our multi-image frame-
work and will describe the details in the future work. Deal-
ing with image noise due to blood and tissues (Kozera and
Noakes 2004) will be addressed in the future work as well.
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Appendix A: Iteration of Solutions to Shape
Parameters (z,p,q)

In this appendix we will show the derivation for the update
functions in (17). To minimize the error e, we take the deriv-
ative of e w.r.t. pk,l , where (k, l) is the position of an image
pixel:

∂e
∂pk,l

= ∂

∂pk,l

[(1 − λ)es + λei]

= (1 − λ)
∂es

∂pk,l

+ λ
∂ei

∂pk,l

(A.1)

where for each pixel (k, l) we have

esk,l = (pk+1,l − pk,l)
2 + (pk,l+1 − pk,l)

2

+ (qk+1,l − qk,l)
2 + (qk,l+1 − qk,l)

2

+ (zk+1,l − zk,l)
2 + (zk,l+1 − zk,l)

2

eik,l = [Ik,l − R(k, l, zk,l , pk,l, qk,l)]2

(A.2)

For smoothness constraints:

∂es

∂pk,l

= ∂esk,l

∂pk,l

+ ∂esk−1,l

∂pk,l

+ ∂esk,l−1

∂pk,l

= 2((pk,l − pk+1,l) + (pk,l − pk,l+1))

+ 2(pk,l − pk−1,l) + 2(pk,l − pk,l−1)

= 8

(
pk,l − 1

4
(pk+1,l + pk,l+1 + pk−1,l + pk,l−1)

)

= 8(pk,l − p̄k,l) (A.3)

where p̄k,l is 4-neighbor average and we extend it to 8 neigh-
bors:

p̄n
k,l = 1

5
(pn

k,l−1 + pn
k,l+1 + pn

k+1,l + pn
k−1,l)

+ 1

20
(pn

k−1,l−1 + pn
k−1,l+1 + pn

k+1,l−1 + pn
k+1,l+1)

(A.4)

For brightness error:

∂ei

∂pk,l

= ∂eik,l

∂pk,l

= −2(Ik,l − R(k, l, zk,l , pk,l, qk,l))
∂R

∂pk,l

(A.5)

From (A.3) and (A.5) we have

∂e
∂pk,l

= 8(1 − λ)(pk,l − p̄k,l) − 2λ(Ik,l − Rk,l)
∂R

∂pk,l

(A.6)

and setting it to zero yields:

pk,l = p̄k,l + λ

4(1 − λ)
(Ik,l − R(k, l, zk,l, pk,l, qk,l))

∂R

∂pk,l

(A.7)

In order to make the algorithm robust we also use the av-
erage p̄, q̄ and z̄ when computing the reflectance map
R(x̃, ỹ, z,p, q) in (A.7). We use the same method to derive
the update for q and z and finally we have:

pk,l = p̄k,l

+ λ

4(1 − λ)
(Ik,l − R(k, l, z̄k,l , p̄k,l , q̄k,l))

∂R

∂pk,l

∣∣∣
p̄k,l

qk,l = q̄k,l

+ λ

4(1 − λ)
(Ik,l − R(k, l, z̄k,l , p̄k,l , q̄k,l))

∂R

∂qk,l

∣∣∣
q̄k,l

zk,l = z̄k,l

+ λ

4(1 − λ)
(Ik,l − R(k, l, z̄k,l , p̄k,l , q̄k,l))

∂R

∂zk,l

∣∣∣
z̄k,l

(A.8)

Appendix B: Solutions to Photometric Calibration

In this appendix, we will show how we separate and solve
three unknown photometric parameters (response function,
light intensity and light distribution).

B.1 Solution to h(·)

Given the same light intensity γj and pixel value v(x̃, ỹ) but
two different albedos ηi1 and ηi2 , we have

{
h[vj

i1
(x̃, ỹ)] − γj − m̃(x̃, ỹ) − ηi1 = 0

h[vj
i2
(x̃, ỹ)] − γj − m̃(x̃, ỹ) − ηi2 = 0

(B.1)

Subtract the first line from the second line of (B.1) we obtain

h[vj
i2
(x̃, ỹ)] − h[vj

i1
x̃, ỹ)] = ηi2 − ηi1 (B.2)

We use different pixels in the same image (albedo) or
different images (albedos) to make many equations as (B.2),
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as long as we fix the light intensity for each pair of albedos.
Since v

j
i1
(x̃, ỹ) changes from 0 to 255 (image intensity), we

only need 256 such equations and stack them as:

⎡
⎢⎣

· · · 1∗ −1∗ · · ·
· · · −1# 1# · · ·

· · · · · ·

⎤
⎥⎦ ·

⎡
⎢⎢⎢⎣

h(0)

h(1)
...

h(255)

⎤
⎥⎥⎥⎦

=
⎡
⎢⎣

ηi2 − ηi1

ηi4 − ηi3
...

⎤
⎥⎦ (B.3)

where 1∗ and −1∗ correspond to the column v
j
i2
(x̃, ỹ) + 1

and v
j
i1
(x̃, ỹ)+1, respectively. 1# and −1# correspond to the

column v
j
i4
(x̃, ỹ) + 1 and v

j
i3
(x̃, ỹ) + 1, respectively. There-

fore h(v) is solved from (B.3) and H(·) = {exp[h(v)]}−1.

B.2 Solution to γj

Given the same albedo ηi and pixel value v(x̃, ỹ) but two
different light intensities γj1 and γj2 we have

{
h[vj1

i (x̃, ỹ)] − γj1 − m̃(x̃, ỹ) − ηi = 0

h[vj2
i (x̃, ỹ)] − γj2 − m̃(x̃, ỹ) − ηi = 0

(B.4)

Subtract the first line from the second line of (B.4):

h[vj2
i (x̃, ỹ)] − h[vj1

i (x̃, ỹ)] = γj2 − γj1 (B.5)

We use the minimum light intensity γ1 as a reference, for
other light intensities γj , j = 2, . . . ,Nlight , we have

γj = γ1 + {h[vj
i (x̃, ỹ)] − h[v1

i (x̃, ỹ)]} (B.6)

Given estimated h[v(x̃, ỹ)] and by changing the albedos
and pixels, we compute the average value for each γj as
follows and ¯I0j = exp(γ1) · exp(γ̄j ).

γ̄j = γ1 + 1

Nalbedo

· 1

Npixels

×
Nalbedo∑

i

Npixels∑
x̃,ỹ

{h[vj
i (x̃, ỹ)] − h[v1

i (x̃, ỹ)]} (B.7)

B.3 Solution to m̃(x̃, ỹ)

Again, Given the same albedo ηi and light intensity γj but
two different pixels (x̃p, ỹp) and (x̃q , ỹq) we have

{
h[vj

i (x̃p, ỹp)] − γj − m̃(x̃p, ỹp) − ηi = 0

h[vj
i (x̃q , ỹq)] − γj − m̃(x̃q , ỹq) − ηi = 0

(B.8)

Fig. 11 (Color online) Results of photometric calibration. (a) Cam-
era response function in Red channel. Red dots represents the data
points and magenta line represents the nonlinear fit. x-axis represents
the image irradiance, and y-axis represents the image intensity, same
in (b) and (c). When gray level is equal to 0, the image irradiance
is restricted to 0 no matter what we compute from the nonlinear fit.
(b) Camera response function in Green channel. Green dots represents
the data points and magenta line represents the nonlinear fit. (c) Cam-
era response function in blue channel. Blue dots represents the data
points and magenta line represents the nonlinear fit. (d) Calibrated light
intensity in different level (blue) and ground truth (green). x-axis is
the trail index and y-axis is the relative light intensity. We use level 6
as a reference and plot level 1–5 with the small levels corresponding
to high light intensities. A bit variation in range of the high intensi-
ties may be caused by saturation. (e) Original image of color chart.

(f) M̃(x̃, ỹ). (g) Cosine term �n· �l1
r3
1

+ �n· �l2
r3
2

. (h) Spacial distribution func-

tion M(x̃, ỹ) = M̃(x̃, ỹ)/( �n· �l1
r3
1

+ �n· �l2
r3
2

)

Subtract the first line from the second line of (B.8):

h[vj
i (x̃q , ỹq)] − h[vj

i (x̃p, ỹp)]
= m̃(x̃q , ỹq) − m̃(x̃p, ỹp) (B.9)

For each γj and ηi , instead of using C2
Npixels

different
pairs of pixels, we choose only Npixels = 720 × 480 pairs
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Fig. 12 Illustration of the
relationship between the
rotation angle θ and two
markers’ coordinates. Marker 1
is attached to the scope cylinder
and Marker 2 is attached to the
camera head. “A” indicates the
position of Marker 2 when
θ = 0 and “B” indicates the
position of Marker 2 given a
rotation θ . For any point �Pr in
Marker 2’s coordinates, its trace
with the rotation of the camera
head is a circle in Marker 1’s
coordinates (It moves from
position �P A

r to �P B
r in the

figure). This circle is also on the
plane perpendicular to the axis
of scope cylinder. �O indicates
the center of the circle

and stack the equations like the following:

⎡
⎢⎢⎢⎢⎢⎣

1 −1

1 −1

·
·

−1 1

⎤
⎥⎥⎥⎥⎥⎦

︸ ︷︷ ︸
	

·

⎡
⎢⎢⎢⎢⎣

m̃(x̃1, ỹ1)

m̃(x̃2, ỹ2)

...

m̃(x̃Npixels
, ỹNpixels

)

⎤
⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎣

h[vj
i (x̃1, ỹ1)] − h[vj

i (x̃2, ỹ2)]
h[vj

i (x̃2, ỹ2)] − h[vj
i (x̃3, ỹ3)]

...

h[vj
i (x̃Npixels

, ỹNpixels
)] − h[vj

i (x̃1, ỹ1)]

⎤
⎥⎥⎥⎥⎥⎦

(B.10)

It’s not practical to solve (B.10) using SVD directly since
matrix 	 requires a huge memory. However we notice that
the matrix 	 in (B.10) is a special Npixels by Npixels matrix
such that we could get the inverse directly by using Gauss-
Jordan Elimination:

	−1 =

⎡
⎢⎢⎢⎢⎢⎢⎣

0 0 −1

−1 0 0 −1

−1 −1 0 0 −1
...

...
... · · · 0 −1

−1 −1 −1 · · · −1 −1

⎤
⎥⎥⎥⎥⎥⎥⎦

(B.11)

Thus we can efficiently compute each element of m̃(x̃, ỹ)

independently and again, M̃(x̃, ỹ) = exp[m̃(x̃, ỹ)].

Appendix C: Estimation of Rotation Angle Using Two
Optical Markers

Let the marker attached to the scope cylinder be Marker 1
and the marker to the camera head be Marker 2 (Fig. 10(b)).
As Fig. 12 shows, when we rotate the camera head around
the scope cylinder from the position “A” to “B” by θ , point
�Pr in Marker 2’s coordinates O2 will move along a circle

with respect to a point �O on the axis of the scope cylinder,
in Marker 1’s coordinates O1. We can estimate the center �O
of the circle first and compute θ

θ = arccos
‖ �OP A

r ‖2 + ‖ �OP B
r ‖2 − ‖ �P A

r P B
r ‖2

2‖ �OP A
r ‖ · ‖ �OP B

r ‖
(C.1)

The center of the circle can be represented in terms of the
transformations from the world coordinates Ow to Marker
1’s coordinates O1, and Marker 2’s coordinates O2. At least
3 different positions of Marker 2 (O2) (with different θ ) are
necessary.

Appendix D: Estimation of the Center of Rotation
Circle in 3D

We rotate the camera head around the cylinder to acquire 3
different positions of Marker 2. Let the transformation ma-
trix from the world coordinates Ow to both Marker 1’s coor-
dinates O1 and Marker 2’s coordinates O2 for position i be
(o1Tow

i , o2Tow

i ) (i = 1,2,3). Given any point �Pr in O2, we
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Fig. 13 (Color online) Estimated rotation angles for two endoscopes.
In each trial we rotated the camera head with respect to the scope cylin-
der and captured an image. We captured a few images for the initial
position. After that we took two images for each rotation angle. The
red curves are estimated rotation angles from different RANSAC iter-
ations. The black curve is the average rotation angle

first compute the position �Pi in O1 corresponding to differ-
ent rotations as:

�Pi = o1Tow

i · (o2Tow

i
)−1 · �Pr, i = 1,2,3. (D.1)

�O is the center of the circumcircle of the triangle (
 �P1 �P2 �P3).
Let �R1 = �P1 − �P3, �R2 = �P2 − �P3, the normal of the trian-

gle is �n
 = �R1 × �R2. The perpendicular bisector �L1 of �R1

and �L2 of �R2 can be computed as:

�L1 = �P3 + �R1/2 + λ1 · �n
 × �R1

�L2 = �P3 + �R2/2 + λ2 · �n
 × �R2
(D.2)

where λ1 and λ2 are parameters of the line �L1 and �L2. The
intersection of these two lines is the center of the circle.

Fig. 14 (Color online) Back projection errors with respect to the ro-
tation angles for two systems. (a) Stryker 344-71 arthroscope Vista
and Polaris optical tracker. (b) Smith & Nephew video arthroscope and
OPTOTRAK optical tracker in the operating room. Images in the top
row of (a) and (b) correspond to different rotation angles (the angle is
shown on the top of each image). The red curves in (a) and (b) repre-
sent the errors without a rotation compensation. The blue curves in (a)
and (b) represent errors with a rotation compensation

From (D.2) we can derive the center of the circle

�O = ( �R2 − �R1) · �R1/2

| �R1 × �R2|2
· ( �R1 × �R2) × �R2

+ �R2/2 + �P3 (D.3)

It can be easily proved that �O does not depend on the
selection of �Pr . Since at least 3 different positions are nec-
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essary, we rotate the camera head around the scope cylinder
by N different angles. We apply a RANSAC algorithm to es-
timate �O using random positions, and select �O∗ which cor-
responds to the smallest variance as the center of the circle.
The similar RANSAC algorithm is also used to compute θ .

Figure 13 shows the estimated rotation angle using
RANSAC algorithm for two different endoscopes. The red
curves are output angles from different RANSAC iterations,
the black curve is the average angle. We can see the variance
of the estimation is very small (less than 0.2 degree).
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