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Abstract. This paper describes a segmentation technique to automatically extract the myocardium in 4D cardiac
MR and CT datasets. The segmentation algorithm is a two step process. The global localization step roughly localizes
the left ventricle using techniques such as maximum discrimination, thresholding and connected component analysis.
The local deformations step combines EM-based region segmentation and Dijkstra active contours using graph
cuts, spline fitting, or point pattern matching. The technique has been tested on a large number of patients and both

quantitative and qualitative results are presented.

1. Introduction

Cardiovascular disease is the leading cause of death
in the United States even if mortality has been de-
clining over the years thanks to the development of
new cardiac imaging technologies. To help in the di-
agnosis of disease, physicians are interested in iden-
tifying the heart chambers, the endocardium and epi-
cardium, and measuring the change in ventricular blood
volume (ejection fraction) and wall thickening prop-
erties over the cardiac cycle. The left ventricle is of
particular interest since it pumps oxygenated blood
out to distant tissue in the entire body. There are a
number of techniques available to the physician to
diagnose heart diseases and conditions. Both mag-
netic resonance (MR) and computer tomography (CT)
imaging provide the physician with excellent qual-
ity images which allow a detailed analysis of the
organ.

Argus is a cardiac analysis package developed by
Siemens and sold on both MR and CT platforms which
offers a complete system of drawing tools and auto-
matic segmentation algorithms to allow the physician

to outline the myocardium in each image in the patient
data set, compute volumes, ejection fraction, and per-
form wall thickening analysis. In this paper, we present
the segmentation module in Argus, which combines
edge, region, and shape information in a deformable
template approach. This is an extension of the work
presented in Jolly (2001).

An exact description of the MR and CT acquisition
processes is beyond the scope of this paper, but a brief
description will help understand the entire system. An
MR scanner acquires one image at a time. For each
slice, multiple images (typically, 20 to 30) are acquired
while the patient holds his/her breath. Since the system
is connected to an electrocardiogram (ECG), it knows
exactly how the heart beats, so it can combine all the
images for one slice to reconstruct the equivalent of
one heart cycle. Typically, 10 to 15 slices are acquired
from base to apex. A CT scanner acquires a whole vol-
ume at a time. Again, the system is connected to an
ECG and multiple volumes are acquired during mul-
tiple phases (about 10 with the new multi-array scan-
ners). Currently, the volumes are reformatted manually
into short axis slices.
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Figure 1. Typical workflow to automatically segment the myocardium.

The typical workflow is depicted in Fig. 1. The im-
ages are displayed in a matrix where the rows rep-
resent different slices and the columns different time
instances. The first column corresponds to the end-
diastole (ED) phase, when the heart is fully expanded.
The end-systole (ES) phase is usually about one third
down the temporal phases. The first slice is at the base
of the heart (the highest part of the heart in the body)
while the last slice is at the apex (bottom tip) of the
left ventricle. The physician starts by segmenting one
image at the base of the ventricle during ED phase and
propagates the segmented contours to all the slices in
the ED phase. This is called ED propagation. Then, all
the ED contours are propagated to the ES phase dur-
ing what is called ES propagation. These three steps are
enough to compute the ejection fraction. For a more de-
tailed analysis, the user can also propagate all the ED
contours to all the other phases using temporal propaga-
tion. At all stages, the physician can correct the results
of the automatic segmentation using the drawing tools.

There is along history of publications on the segmen-
tation of cardiac MR images. The system proposed by
Fleagle et al. (1991) was able to delineate the borders
of the myocardium using a minimum cost path graph
search algorithm after the user indicated the center of
the left ventricular cavity and the area of interest with a
few mouse clicks. Geiger et al. (1995) used a dynamic
programming approach to refine the contours specified
by the user. Goshtasby and Turner (1995) proposed
a two step algorithm combining intensity threshold-
ing to recover the bright blood and local gradient to

outline the strong edges using elastic curves. Weng
et al. (1997) thresholded the image based on param-
eters estimated during a learning phase to get a good
approximate of the segmentation. Although we have
not directly used any of these techniques, all of these
papers have greatly influenced our work. Another very
interesting contribution to the segmentation of cardiac
images is the work of a team at the Leiden University
Medical Center (Mitchell et al., 2001). They use ac-
tive appearance models to segment both the left and
right ventricles. The algorithm that we propose is di-
vided into two steps (see Fig. 2). In the global localiza-
tion step, the system roughly localizes the left ventri-
cle in the image. The local deformations step combines
EM-based region segmentation and Dijkstra active con-
tours using graph cuts, spline fitting, or point pattern
matching.

The challenges in segmenting cardiac MR or CT im-
ages are multiple. First, the endocardium is not neces-
sarily the sharpest boundary between the myocardium
and the blood pool. In many cases, the physician wants
to include the papillary muscles and trabeculations in
the blood pool, resulting in an endocardium border
slightly larger than expected by a novice. Second, the
epicardium is even more difficult to recover because
there are no image edges between the myocardium and
the liver. Also, the myocardium splits around the left
and the right ventricle. Finally, if the heart is surrounded
by fat, the edge between the fat and the lungs is much
stronger than the desired edge between the myocardium
and the fat.
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Figure 2. Flowchart of the overall algorithm. Note that different techniques are used for different segmentation tasks.
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Figure 3. The feature set defining the heart left ventricle. (a) The four cross sections through the ventricle used to extract the features; Aligned
training profiles along with their average for the (b) horizontal cross section and (c) vertical cross section.

2. Global Localization of the Left Ventricle

As for any deformable template algorithm, our method
requires an approximate delineation of the object of
interest to be provided. We have developed various
strategies to perform this task automatically depend-
ing on the segmentation situation. As shown in the left
part of Fig. 2, in the case of single image segmentation
and ED propagation, we use an automatic localization
technique that is based on maximum discrimination for
MR images (Section 2.1) and thresholding for CT im-
ages (Section 2.2). For ES and temporal propagation,
we simply copy or scale the contour from the previous
image (Section 2.3).

2.1.  Maximum Discrimination for MR Images
The gray level appearance of various tissues in MR

varies greatly from patient to patient, acquisition to ac-
quisition, and even image to image. However, in bright

blood sequences (which are the most common for func-
tion assessment), the left ventricle roughly ressembles a
dark donut. We have developed a method to encode this
appearance and quickly locate instances in new images
using the maximum discrimination method proposed
by Colmenarez and Huang (1997). We will summarize
the method here, but more details are given in Duta
et al. (1999b) and Jolly et al. (2001).

Due to the relative symmetry of the left ventricle
and computational constraints, we have only used the
gray values of the pixels along the main four cross sec-
tions through the ventricle to derive the feature set (see
Fig. 3(a)). Each cross section was sampled to contain
25 points, so that the donut texture is encoded as a
100-dimensional feature vector x = xi, ..., X100. 10
train the system, we used 101,250 positive examples
and 123,096 negative examples. The system models
the feature vector as a Markov process. The goal of the
training was then to find the ordering of this Markov
process that maximized the separation between posi-
tive and negative examples or minimized the Kullback
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distance:

P(X =
Hpyy = ZQ P(X = x)log ﬁ (1)

between their respective distributions P and N. The
task of minimizing the Kullback distance is equiv-
alent to an asymmetric traveling salesman problem
and can be solved using simulated annealing. As
a result, the system determined the proper order-
ing s1,...,8100 of the pixels along the 4 cross sec-
tions through the left ventricle as well as the Markov
transition probabilities for the positive and negative
distributions.

In addition, we collected 84 training sample profiles
from 14 patients and computed the average profile for
each of the 4 cross sections. Note that if the training
profiles are not aligned, the punctual average is mean-
ingless. Therefore, we used the curve warping method
proposed by Ramsay and Li (1998) to align the pro-
files (see Figs. 3(b) and (c)). This allowed us to define
8 salient points in the gray level profiles as the inter-
section of the 4 cross sections with the myocardium
medial axis.

During the detection stage a pixel is classified as left
ventricle if the log-likelihood ratio of the feature vector

O = (oy,...,0,) around it is positive:
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Each position is tested with multiple scales of the
template. Since several neighboring positions can be
classified as left ventricle, we partition them into clus-
ters. The final choice among the cluster candidates is
made using a Hough based voting procedure on the in-
dividual profiles warped onto their corresponding av-
erage profiles. The locations of the salient points in the
image are accumulated in an array to vote for the most
likely center and radius for the myocardium center-
line. Since the automatic localization process returns
a circle, the initial contours are then generated as two
concentric circles by simply setting the thickness to
10 pixels.

The same automatic localization algorithm is used
for ED propagation because different slices might have
been acquired during a different breath hold position
and the location of the left ventricle might have shifted

quite a bit between slices. However, since the ventricle
size is approximately known from the template image,
we limit the scale search to 0.85 to 1.15 times the size
of the template. We also limit the search space for the
location of the ventricle to 30 pixels around the location
of the template.

This process detects the left ventricle in 73% of the
cases. However, most of the failures are in the ES phase
(where the process is usually not used). In the ED phase,
the left ventricle is correctly detected 92% of the time
and the failures only occur around the apex. In many
cases, we can limit the search space using the fact that
the user cropped and zoomed the image to see details
better and achieve 100% detection. Thus, in practical
use, this process is very reliable.

2.2.  Thresholding for CT Images

For CT images, the detection task is a lot easier be-
cause the gray level of a tissue is approximately known
through the physics of the acquisition (X-rays). The
gray levels represent the standard Hounsfield Unit
which is proportional to the attenuation coefficient. In
this representation, water is assigned a value of zero
and air a value of —1000. We estimated from train-
ing examples that the blood pixels could be isolated
by simply thresholding the image at 187. After remov-
ing small connected components, we compute the fol-
lowing features for each remaining connected compo-
nents. The eccentricity is the ratio between the mini-
mum and the maximum radii on the connected compo-
nent. The convexity is the ratio between the area of the
connected component and the area of its convex hull.
Finally, the circularity of the convex hull is defined as
47 times its area over the square of its perimeter. We
are looking for the connected component that is least
eccentric, most circular, and most convex. The win-
ning connected component is approximated by a circle
and corresponds to the endocardium. The epicardium
is generated as a circle with the same center and a larger
radius. This technique is only used for single CT image
segmentation.

2.3.  Scaling and Copying

For temporal propagation, the contours are simply
copied from one frame to the next because the posi-
tion of the left ventricle does not change over time.
Also, the aspect of the left ventricle barely changes
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Figure 4. Examples of contours after global localization.

since there are typically less than 50ms between time
frames. For ES propagation, the heart fully contracts
between ED and ES, so the contours are scaled. Since
the endocardium is known to contract more than the
epicardium, the endocardium is scaled by 0.6 and the
epicardium by 0.9. We can also use scaling for ED
propagation in CT images, since the whole volume was
acquired at once and we know there will not be any shift
between slices. In this case, both the endocardium and
epicardium are scaled by 0.8 down the slices and by
1.25 up the slices.

2.4.  Examples

Figure 4 shows some localization examples either
through automatic localization or propagation. It can
be seen that in all cases, the starting point to the lo-
cal deformations process is pretty good. Even in case
where the global localization starting point is not great
(as in CT ED propagation in Fig. 4), the local deforma-
tions can usually recover.

3. Local Deformations

The local deformations first combine region segmenta-
tion (Section 3.1) and active contours (Section 3.2), as
shown in the right part of Fig. 2. In the case of propaga-
tion, we use a shape matching algorithm (Section 3.3)
because the shape of the left ventricle is known from the
previous image. In the case of single image segmenta-
tion, we use graph cuts and spline fitting (Section 3.4).

3.1. Region Segmentation

In most medical imaging modalities, the intensity of a
pixel depends on the properties of the tissue being im-
aged. In our MR sequences, both blood and fat are very
bright and inhomogeneous, the myocardium is some-
what dark, but not as dark as the air-filled lungs. This
fact can be verified by looking at the histogram of a
region around the myocardium (see Fig. 5). We use the
Expectation-Maximization (EM) algorithm (Redner
and Walker, 1984) to fit a mixture of 3 Gaussians to

Blood + Fat

Figure 5. Region segmentation for MR images. (a) input image; (b) histogram; (c) myocardium response image.
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Figure 6. Region segmentation for CT images. (a) input image; (b) histogram (shown in two parts); (c) myocardium response image.

the histogram. We then create a myocardium response
image by computing the probability that a pixel be-
longs to the middle Gaussian distribution which cor-
responds to the myocardium. It can be seen from
Fig. 5(c) that the left ventricle myocardium is nicely
highlighted.

The gray level distribution for CT images is pretty
different as can be seen from Fig. 6. The range of the
gray levels in much higher, typically, from —900 to
600 (for MR images, it is more like 0 to 700). Also,
the histogram shows four peaks: the lungs are very
dark and well separated from the other organs. Among
the brighter pixels, there is fat and parts of the liver,
muscle, and blood. Again, we use the EM algorithm,
but now, fit 4 Gaussians to the histogram. The physics
of the CT acquisition allowed us to determine the av-
erage myocardium gray level empirically. We simply
choose the Gaussian peak closest to this average of 84.
The myocardium response image is then computed in
the same way. Again, Fig. 6(c) shows that the my-
ocardium is nicely highlighted.

3.2. Active Contours

To complement the results of region segmentation, we
use an active contour formulation similar to (Geiger
etal., 1995) or (Mortensen and Barrett, 1998) approach.

The advantage of these graph theoretic methods over
the traditional gradient descent approach proposed by
Kass et al. (1988) is that they are able to recover the
global optimum of the energy function and are therefore
insensitive to the initial contour position. The energy
function (or cost) of a contour defined by the sequence
of pixels pi, p2, ..., py is defined as:

N

pn) =Y epi,piv) (3

i=1

E(p1, p2, ...

Mortensen and Barrett (1998) showed that this en-
ergy function can be minimized using Dijkstra’s algo-
rithm when we define a graph where nodes correspond
to pixels and e(p, q) is the cost of the edge connecting
pixels p and g. Dijkstra’s algorithm was designed to
find the shortest path between one source and all the
other nodes in a graph. To recover a closed contour,
we use two passes of the algorithm. Given an approx-
imate contour in an image as in Fig. 7(a), we place a
symmetrical search space around it and define a line of
source nodes (all connected to a pseudo source node)
and sink nodes as in Fig. 7(b). Dijkstra’s algorithm then
finds the shortest path between the pseudo source node
and one of the sink nodes as seen in Fig. 7(c). Since
there is no guarantee that this contour will be closed,
in the second pass we define a new single source point
half way around the recovered contour as in Fig. 7(d)

Figure 7. Two passes of Dijkstra’s algorithm are used to recover a closed contour. In the first pass (a)—(c), the source and sink nodes are defined
along the entire width of the search space. In the second pass (d)—(e), the source is the contour point half way around the contour.
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Figure 8. Various energy functions can be used to recover a contour using Dijkstra’s algorithm.

and run Dijkstra’s algorithm again to produce the final
closed contour as in Fig. 7(e).

To combine the information provided by both the
image and the myocardium response image, we have
chosen to run Dijkstra’s algorithm independently on
both images. Each run gives different candidate points
for the contours. For each contour point, we also define
its confidence as the inverse of its contribution to the
total energy function:

1
"~ E(pi)— E(pi—1)  e(pi_1, pi)

w(pi) “)

The simplest energy function defines the cost of a
link between two pixels p and g as:

1

IVI(@)I* + € ®

61(1, P»CI) =

where ||VI(g)|? is the image gradient magnitude at
pixel ¢ and € is a small constant (0.001) to bound the
energy function. Even though the images look fairly
noisy, the Sobel edge detector is sufficient to compute
the gradient magnitude and direction. We also define
another energy function using:

1

IVI@I* + €
1/e otherwise

(6)

if z>0
er(l,z>0,p,q) =

where z is the Z-component of the cross product be-
tween pg and VI(g). This function is designed so that
the resulting contour encloses a bright region and is
surrounded by a dark region. This is used to recover
the endocardium in the input image. To recover the
endocardium in the myocardium response image how-
ever, the sign of the test on the cross product has to
be reversed, so we use ex(H, z < 0, p, g). To recover
the epicardium in the myocardium response image, we
use ex(H,z > 0, p, g). In the input image however,

the epicardium is surrounded by a bright region along
the septum and either a bright region (fat) or a dark
region (lungs) along the lateral wall so, we simply use
€l (I s P f])

In Fig. 8 it can be seen that different energy func-
tions highlight different features of the myocardium. In
particular, for the endocardium e, (7, z > 0, p, ¢) out-
lines the papillary muscles while e;(H,z < 0, p, q)
does not. Also, for the epicardium e (1, p, g) outlines
the fat while e, (H, z > 0, p, q) stays closer to the my-
ocardium.

3.3.  Shape Constraint

When the contours are propagated from one image to
the next, either spatially or temporally, the shape of the
contours does not change drastically. We thus define
a template consisting of all the points on the contours
in the previous image. All points on contours resulting
from Dijkstra’s algorithm in the current image are can-
didate points for the final segmentation. The goal is then
to align the template to the data points. We use the shape
alignment method proposed by Duta et al. (1999a) to
establish the correspondence between a subset A" of the
template points A = {A;}, j = 1,...,n and a subset
B’ of the candidate points B = {B;}, k=1, ..., m.
The goal is to find the coefficients (a, b, ¢, d) of
the similarity transform which minimize the distance

J(No).

1
c j=1

w(Bj)[(xAj —axp;, —Cyp; — b)2

2
+ (ij — ayp; — CXg, _d)z] + N.

(N
where N, is the number of established correspon-
dences. We use the term 2/N, to avoid the trivial
solution with no correspondences. We also weigh the
distance by the confidence w(B;) of candidate point B;
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(d)

Figure 9. Applying shape constraints to recover the myocardium contours: (a) input image; (b) the 4 recovered contours where darker points
show higher confidence; (c) template from contours in the previous image; (d) best similarity transform; (e)warped template; (f) final segmentation.

Figure 10. Best cycle for the endocardium: (a) confidence image; (b) connected regions between boundary parts; (c) corresponding graph;

(d) the final segmentation is shown in dark.

as defined in Eq. (4). Given two pairs of correspond-
ing points, the similarity transform is computed and
applied to the entire template. Neighboring template
and data points become matching pairs and f(N,) can
be evaluated. We examine the 10% of candidate points
with largest confidence to find the similarity transform
which minimizes f(N,). After warping the template by
moving its points to their corresponding data points, the
contours are smoothed using the method proposed by
Xu et al. (2000) that minimizes shrinkage.

3.4.  No Shape Constraint

In the case of single image segmentation, there is no
shape information available to the system. To obtain
the final contour, we use the technique from our pre-
vious version of the algorithm presented in Jolly et al.
(2001). The endocardium and epicardium are treated
separately.

In the case of the endocardium, since Dijkstra’s al-
gorithm favors smaller contours and we want to make
sure that the final contour goes behind the papillary
muscles, we modify the confidence value at every con-
tour point as follows:

d(p, 2)\>
(p )> ®

Weuio( P) = w(P) (T

where €2 is the centroid of the candidate contour points,
d(p, Q) is the distance between a candidate point p and

the centroid, and d,,,, is the maximum distance over all
candidate points (to normalize the weighting coeffi-
cient). This will emphasize points that are far away
from the centroid to try and make the contour as large
as possible.

We would like to find the best closed contour that
separates the center of the data points from the bor-
der of the image. Figure 10 illustrates the algorithm.
We define a graph where the nodes correspond to re-
gions inside the boundary pixels in the data points.
The edges between two nodes encode the confidence
of the boundary between two regions, more precisely,
it is the sum of the confidence w,,,, of all the points on
the boundary between the two regions. We then use a
graph cut algorithm based on the max flow algorithm
(Ford and Fulkerson, 1962) to cut the graph. The cut
edges in the graph form a cycle equivalent to a closed
contour.

The segmentation for the epicardium is more dif-
ficult because there is usually no clear edge between
the myocardium and the liver, and the right ventricle
merges into the left ventricle. First, we update the con-
fidence measure to emphasize points that are closer to
the endocardium so that we do not segment the fat and
the boundary does not get lost where contours are very
faint.

D,.. — D(p, endo)\°
(p,en 0)> ©)

Wei(p) = w(p) ( D

max
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(a) (b)

Figure 11. Spline fit for the epicardium: (a) confidence image; (b)
the final segmentation is shown in dark.

where D(p, endo) is the distance between candidate
point p and the closest point on the endocardium
and D, is the maximum distance for all candidate
points. To keep the result smooth, we then fit a spline
through the candidate points using the least squares
spline fitting technique described in Bartles et al. (1987)
(Section 21.5). More details are given in Jolly
et al. (2001). Figure 11 shows the result of spline
smoothing.

4. Results

The algorithm was tested on both MR and CT images
independently. Data was obtained from various institu-
tions, where for each dataset, an expert manually out-
lined the myocardium in all slices of ED and ES. We
were not able to gather more than one manual tracing
per dataset to evaluate inter- and intra-expert variabil-
ity. Instead, we compared our contours with manual
tracings in the following manner. We ran our algo-
rithm to automatically segment the ED and ES phases
of all the datasets. To compare an automatic contour
A with a true contour B, we computed the distances
d(a, B) = mingep |la — b|| for all points a in the au-
tomatic contour. Similarly, we computed d(b, A) for
all points b in the true contour. We then plotted the
cumulative distribution of these distances for all con-
tour points, all images, and all patients. We believe
that this evaluation method provides more information
about the actual accuracy of the algorithm. The ejection
fraction (EF) or the volumes are much more forgiving,
in the sense that the contours could be consistently
wrong and still produce a reasonable ejection fraction.
The automatic segmentation was also evaluated in clin-
ical settings. Crowe et al. (2002) studied a previous
version of the algorithm and showed that the method
estimated volumes within 5%, mass within 10%, and
EF within 2.5% of manually drawn contours. More
recently, Francois et al. (2004) demonstrated that the
myocardial mass computed from automatically gener-

ated contours was within 5% of the true myocardial
mass.

The algorithm is relatively fast: it takes about half
a second per image on a 1GHz Pentium 4. Thus, the
ejection fraction can be obtained in less than 10 sec-
onds after automatic segmentation of both ED and ES
phases. An entire dataset can be segmented in about
a minute and a half after which volume/time curves
can be displayed to the user. The slowest part of the
algorithm is the shape matching component.

4.1. Results on MR Images

Our algorithm was first tested on MR images. We col-
lected 29 patient data sets along with a manual segmen-
tation of the ED and ES phases, for a total of 482 seg-
mented images. The images were acquired on Siemens
MAGNETOM systems using two different pulse se-
quences. FLASH pulse sequences were traditionally
used for MR, but Siemens has recently pionneered the
TrueFISP pulse sequences for cardiac cine imaging
which present higher contrast-to-noise ratio without af-
fecting temporal or spatial resolution. We collected 22
TrueFISP patients and 7 FLASH patients. Our database
presents a great variety of heart shapes, image contrast,
and edge crispness. The difficulty with FLASH images
(Figs. 15 or 16(b)) is that the edges are very blurred.
The challenge with TrueFISP images is that the papil-
lary muscles are so well defined that it can be difficult
to avoid outlining them.

Figure 12 shows the cumulative distribution of the
error distances over all ED and ES frames of all

Segmentation Error on MR Images
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Figure 12. Cumulative distribution of error distances between the
true contours and the segmented contours, over all points, all images,
and all patients for MR images.
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Figure 15. ES propagation.

29 datasets. It can be seen that, on the average, the error
is less than 1 pixel and an error of 5 pixels or more is
made less than 5% of the time. Figure 13 shows the seg-
mentation of all the slices in an ED phase. Figure 14
shows a temporal propagation for all the phases of a
particular slice. It can be seen that the papillary mus-
cles are kept inside the blood pool for all phases so
that the shape of the endocardium is close to the shape
defined in the ED phase. Figure 15 shows an example
of ES propagation. Figure 16 shows other segmenta-
tion examples which demonstrate the strength of our
algorithm in handling different cases.

(b)

Figures 17 and 18 illustrate the importance of the
shape constraint. In Figure 17(a) the contours, obtained
after single image segmentation, are wrong. the correct
segmentation is shown in Fig. 17(b). This patient has
suffered an infarct in the past and the lower right side
of the myocardium is very thin. In addition, there is
no clear edge in the image between the myocardium
and the liver. Figure 17(c) shows the previous slice in
the volume where we have defined the desired contour
manually. When the contour is propagated to the next
slice, the shape constraint is enforced and the segmen-
tation result is correct (as seen in Fig. 17(d)). Figure 18
demonstrates that whether the user (a) outlined the pap-
illary muscles or (c) did not, the contour propagated to
the next image retains the proper shape (b) with or (d)
without papillary muscles.

4.2.  Results on CT Images

We also tested our algorithm on CT images. We ac-
quired 18 patient datasets on the Siemens SOMATOM

(d)

Figure 16. Other segmentation examples: (a) large amount of fat around the myocardium; (b) elongated cross section of the left ventricle;
(c) endocardium and epicardium coincide at the valve plane; (d) thick myocardium and large papillary muscles.
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Figure 17. Shape constraint in propagation: (a) wrong result from single image segmentation; (b) correct segmentation; (c) manual tracing in

the previous frame; (d) correct result from propagation.

(b)

(d)

Figure 18. Shape constraint in propagation: (a) manual tracing including papillary muscles; (b) propagation to the next frame; (c) manual

tracing excluding papillary muscles; (d) propagation to the next frame.

Sensation 4 and Sensation 16 CT scanners using helical
scanning. The Sensation 16 scanner is a newer scanner,
it is faster, more versatile and produces sharper images
with less jagged edges. We had 6 datasets from a Sen-
sation 16 scanner and 12 datasets from a Sensation 4.
Since a CT scanner acquires an entire volume of data,
we had to reformat each volume into slices. We chose
to use multi-planar reformatting (MPR) to generate 8
mm thick slices, which is the thickness of a typical MR
slice. Again, we collected ground truth contours for the
ED and ES slices. This gave us 338 segmented images.
Figure 19 shows the cumulative distributions for the
error distances. It can be seen that the system makes an
average error of 2.5 pixels. And for 95% of the contour
points, the error is less than 15 pixels. It might seem
that the errors in CT images are much worse than the
errors in MR images. However, typically, the physical
size of a pixel in an MR image is about 3 times larger
than in a CT image, so overall, the performance of the
algorithm is about the same on MR and CT images.
Figure 20 shows some examples of the segmentation
on CT images. For all examples, we show a particular
slice with the ED phase on the left and the ES phase on
the right. Both were segmented automatically. Since the
slice images are obtained from the whole CT volumes,
there might be cases where the right ventricle is actually
on the right side of the left ventricle (see Fig. 20(f)).
Nevertheless, the algorithm handles the situation well

Segmentation Error on CT Images
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Figure 19. Cumulative distribution of error distances between the
true contours and the segmented contours, over all points, all images,
and all patients for CT images.

because the energy function for the epicardium does
not use gradient direction.

5. Conclusions

We have presented an algorithm to segment the left
ventricle in cardiac MR and CT datasets. The algorithm
combines EM-based region segmentation, Dijkstra ac-
tive contours, and shape information through a point
pattern matching strategy. This algorithm was first de-
veloped to segment the left ventricle on short axis
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(d)

Figure 20. Examples of segmentation results for CT images.

slices in MR. It was then extended to CT with minimal
adjustment to produce similar performance accuracy.
We have obtained excellent results with this technique
and integrated this algorithm with the latest version
of the cardiac analysis package Argus commercialized
by Siemens. Argus is now being widely used in clini-
cal settings because the algorithm is fast and accurate
enough. Currently, the performance of the algorithm
is limited by its 2D nature. However, MR datasets are
getting denser spatially and include long axis slices,
and CT datasets are getting denser temporally. Thus,
the next step is to explore a 3D or 4D approach for the
segmentation of the left ventricle.
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