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Abstract Information Retrieval (IR) systems assist users in finding information
from the myriad of information resources available on the Web. A traditional char-
acteristic of IR systems is that if different users submit the same query, the system
would yield the same list of results, regardless of the user. Personalised Information
Retrieval (PIR) systems take a step further to better satisfy the user’s specific informa-
tion needs by providing search results that are not only of relevance to the query but
are also of particular relevance to the user who submitted the query. PIR has thereby
attracted increasing research and commercial attention as information portals aim at
achieving user loyalty by improving their performance in terms of effectiveness and
user satisfaction. In order to provide a personalised service, a PIR system maintains
information about the users and the history of their interactions with the system. This
information is then used to adapt the users’ queries or the results so that information
that is more relevant to the users is retrieved and presented. This survey paper features
a critical review of PIR systems, with a focus on personalised search. The survey
provides an insight into the stages involved in building and evaluating PIR systems,
namely: information gathering, information representation, personalisation execution,
and system evaluation. Moreover, the survey provides an analysis of PIR systems with
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respect to the scope of personalisation addressed. The survey proposes a classification
of PIR systems into three scopes: individualised systems, community-based systems,
and aggregate-level systems. Based on the conducted survey, the paper concludes by
highlighting challenges and future research directions in the field of PIR.

Keywords Personalisation · User modelling · User interests · Information Retrieval ·
Multilingual Information Retrieval · Adaptive hypermedia · Search history ·
Query adaptation · Result adaptation · Evaluation · Survey

1 Introduction

With the enormously increasing amount of information on the Web, there is a growing
need for systems that offer personalised services to Web users, where information is
adapted to the user’s needs in terms of content and presentation (Brusilovsky 2001;
Jameson 2008). Modelling user and usage information, whether on an individual user
scope or community scope, is an essential process in personalised systems. Much
research is being carried out concerning how to gather, represent, and make use of
such information for providing personalised services on the Web (Gauch et al. 2007;
Micarelli et al. 2007; Brusilovsky and Tasso 2004; Brajnik et al. 1987).

Over the past decades, the area of personalised Information Retrieval (PIR) has
gained much attention in the literature (Micarelli et al. 2007; Agichtein et al. 2006a;
Sugiyama et al. 2004; Brusilovsky and Tasso 2004). Providing a personalised service
to Web search users significantly helps them in satisfying their everyday information
needs (Agichtein et al. 2006a; Speretta and Gauch 2005; Teevan et al. 2005). Textual
Information Retrieval systems have become wide-spread across the Web community,
being used in search engines, online libraries, or local search facilities provided on
numerous websites. A typical search process would involve users submitting queries,
often in the form of a set of terms, to a retrieval system and receiving a ranked list of
results in return. A natural characteristic of Information Retrieval (IR) systems is that
if different users submit the same query, the system would yield the same list of results,
regardless of the user. PIR systems, on the other hand, include the user in the equation
(Brusilovsky and Tasso 2004; Silvestri 2010). In other words, a PIR system does not
retrieve documents1 that are just relevant to the query but ones that are also relevant
to the user’s interests; thus, different users may actually receive different results for
the same query. This can be done by keeping track of the user’s personal information
and interests and then using this information to personalise the query or the presented
results.

For example, assume a certain user is interested in critical reviews of works of
literature (e.g. novels or plays) and submits the query “A Tale of Two Cities” to a
search engine. The retrieval system will then attempt to retrieve all documents that
are relevant to the query terms from the document collection. This will return many
diverse documents as results for this search, such as: text excerpts from the body of the

1 The terms document and result are used interchangeably in this paper to denote any object in the result
list retrieved in response to a query.
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novel, information about the film that was created based on the novel, websites that
offer to sell the novel or the film, critical reviews of the novel, information about the
author Charles Dickens, and perhaps a number of irrelevant documents or documents
that are related to another article or object that shares the same name. Therefore, users
who are specifically interested in critical reviews or analysis of the literature will have
to respond by either of two actions. Either they will have to sift through the many
results that are not relevant to their information needs in order to find the ones that
are relevant to them, or they will have to reformulate the query in order to specify
their intent (e.g. submit a new query: “A Tale of Two Cities Analytic Review”). Now
if the system had “known” that a particular user was interested in reviews of works
of art, then it could have adapted the result list with respect to such interests. Results
that represent analytic reviews about the novel would therefore be moved to the top of
the ranked list where the user could more easily locate them. Furthermore, the system
could adapt the original query itself, perhaps by automatically adding some terms to
it, such as “critique”, “criticism”, “analysis”, “analytic”, or “review”, so that more
specific results could be retrieved in the first place.

A key feature of PIR systems is keeping track of the information needs of their users
in order to personalise the service. Therefore, PIR systems should have a mechanism
to learn about their users’ search interests. The recorded search interests can then be
used to tailor the users’ future searches according to their inferred needs. For a PIR
system to obtain user information, it could either request that users explicitly supply
this information or it could implicitly gather this information in an unobtrusive manner
from the users’ search history.2 Furthermore, a major concern in PIR systems is how
to store and represent the gathered usage information. Some systems store this infor-
mation in an individualised user model (Zhang et al. 2007; Speretta and Gauch 2005;
Pretschner and Gauch 1999; Psarras and Jose 2006), while other systems maintain an
aggregate view of usage information (Agichtein et al. 2006b; Smyth and Balfe 2006).

PIR systems generally pass through three stages in order to provide their persona-
lised service (Gauch et al. 2007). The first stage is information gathering, where dif-
ferent tools and approaches are used to collect information about the users. The second
stage is information representation, where different modelling approaches and data
structures are used to represent the information that was gathered about the user. The
third stage is the implementation and execution of personalisation, where different
approaches are used to adapt the user’s query or the results. This survey features a
state-of-the-art review of these stages and classifies existing systems in the literature
according to the various approaches exhibited in each stage. Furthermore, as evaluation
is an important matter when considering functional systems, this survey also provides
a review of the different methods used to evaluate PIR systems in the literature.

Personalised systems have been demonstrated in several areas in the literature,
such as Web search (Stamou and Ntoulas 2009; Teevan et al. 2009; Agichtein et al.
2006a), eLearning (Conlan et al. 2003; De Bra et al. 2003), and news dissemination
(Katakis et al. 2009; Billsus and Pazzani 2007). Information filtering (IF) (Belkin and
Croft 1992; Oard 1997) is an area that is closely associated with IR, with a number

2 Search history entails objects that are exhibited in search logs; including queries, clickthrough data, and
document snippets.
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of common aspects under investigation in both. However, the key characteristic that
distinguishes the two areas is that IF focuses on the continuous analysis of a stream of
information (e.g. news, tweets, etc.) and the filtering of that stream based on the user’s
interests. In such systems the user is not required to issue a query, while IR and PIR
focus on enhancing the search process which starts with the submission of a query to
a search system with the aim of satisfying an information need at hand (Hanani et al.
2001). In this survey we focus on personalised search systems (which involve a query
action from the user’s side and then a system’s response with results in return).

In personalised search systems, different sources can be exploited to obtain user
information. This survey mainly focuses on systems that exploit logs of user interac-
tion history as their main source of information (Silvestri 2010; Jansen et al. 2008);
nevertheless, for the purpose of completeness, a number of systems which exploit
other sources of information in addition to logs will also be included in the survey.
Furthermore, several personalisation dimensions are targeted by different persona-
lised systems in the literature. For example, personalisation could be employed on
the dimension of user’s prior knowledge (Brusilovsky and Henze 2007; Conlan et al.
2002), user’s interests (Micarelli et al. 2007; Gauch et al. 2007), or user’s context (Cool
and Spink 2002; Quiroga and Mostafa 2002). This survey focuses on personalisation
according to the user’s search interests, which is the most common approach exhibited
in PIR literature (Stamou and Ntoulas 2009; Teevan et al. 2005; Speretta and Gauch
2005). Inferring the users’ interests from their past searches allows for personalising
their future searches by providing them with more relevant search results.

A number of studies in the literature have aimed to review and classify different
approaches to personalised search and the use of user models for personalisation in
different application areas. In Micarelli et al. (2007) the authors reviewed different
personalisation techniques in the Web search domain. Furthermore, different types of
personalised search systems were discussed. However, there was no clearly structured
separation of personalisation stages. The authors in Gauch et al. (2007) classified user
models into keyword-based, semantic network-based, and concept-based user models.
Moreover, they discussed implicit and explicit approaches to information gathering.
However, the authors only focused on systems that made use of an individualised
user model and they did not cover other systems that execute personalisation based
on aggregate usage information (collective view of information from search logs). In
Kelly and Teevan (2003), the authors provided an analytic review of implicit feedback
approaches in PIR. However, the authors only covered the first stage of personalised
systems, which is the information gathering stage.

The review presented in this paper mainly focuses on the area of personalised search
systems and extends existing literature in the following ways:

1. A novel classification of PIR systems is presented in this paper where systems
are categorised with respect to the scope on which personalisation is performed
into three categories: individualised personalisation, community-based person-
alisation, and aggregate-level personalisation. Individualised personalisation is
when the system’s adaptive decisions are taken according to the information about
each individual user as exhibited in his/her user model (Stamou and Ntoulas
2009; Speretta and Gauch 2005). Community-based personalisation takes a step
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further from individualised personalisation where the system’s adaptive decisions
are done in a collaborative manner (Teevan et al. 2009; Sugiyama et al. 2004).
This involves systems in which a model is also constructed on a per-user basis,
but where sharing of information between models can take place. Aggregate-level
personalisation refers to the notion of a system that does not explicitly make use
of a user model to represent each individual user; at which case personalisation
is guided by aggregate usage data as exhibited in search logs (Agichtein et al.
2006b; Sun et al. 2005). This may be considered as a special case (a wider scope)
of the community-based scope, but the difference is that no user model exists per
se. An in-depth discussion of this classification is provided in Sect. 4.2.2.

2. In addition to monolingual PIR systems, this survey also covers multilingual PIR
systems in the literature.

3. The survey features a review of the various sources and approaches of obtaining
user and usage information, including social data which is an emergent approach
in the literature.

4. A classification of user models according to their underlying data structure and
the nature of their content is presented in Sect. 3.2.2.

5. An extensive discussion of query adaptation and result adaptation techniques in
PIR is provided in Sect. 4. Furthermore, a novel classification of query adapta-
tion techniques is presented in Sect. 4.2.3 where the techniques are divided into
user-focused versus non-user-focused (i.e. personalised techniques that involve
user information in the process and non-personalised techniques that only involve
information from query and document collection) and implicit versus explicit (i.e.
techniques that don’t require user intervention and ones that require a specific user
action).

6. This survey features a dedicated section for reviewing evaluation approaches in
PIR systems (Sect. 6), where various evaluation techniques from the fields of IR
and adaptive hypermedia (AH) are discussed.

The rest of this paper is organised as follows. Section 2 discusses the information gath-
ering stage of PIR systems where various techniques and sources are used to acquire
the necessary information on which personalisation is based. Section 3 discusses the
information representation stage where different data structures are used to maintain
user and usage information in PIR systems. Section 4 discusses the personalisation
implementation and execution stage where a variety of techniques are used for search
personalisation. Section 5 discusses the different evaluation approaches and metrics
used to evaluate PIR systems in terms of effectiveness and usability. Section 6 provides
a general discussion and highlights challenges and future research directions in the
field of PIR. Finally, conclusions are presented in Sect. 7.

2 Information gathering

2.1 Overview

This section of the survey is concerned with the first stage of personalisation, which
is information gathering. A discussion is provided regarding the different sources and
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types of information on which personalisation can be based, and also regarding the
different approaches of obtaining this information. The importance of discussing the
information gathering stage stems from the idea that the nature of information avail-
able for a personalised system determines the way that the system can implement
personalisation at later stages. The analysis is carried out over three criteria: the infor-
mation gathering approach, the type of information, and the source of information.
An overview of these three criteria is given below.

- Information gathering approach: The first criterion is the approach to gathering the
information. Information can be gathered in an implicit manner where it is obtained
without any extra effort from the user or in an explicit manner where the users have
to explicitly supply information to the system.

- Type of information: The second criterion is the type of information gathered about
the users and their usage behaviour when interacting with the system. User infor-
mation is information collected about users themselves, such as their personal
information, demographic information, or search interests. Usage information, on
the other hand, is information recorded about the users’ interactions with systems on
the Web; for example, in the scope of Web search, this includes submitted queries,
browsed pages, annotated content, bookmarked pages, tags, and personal profiles.
User information is traced back to a certain user, whereas usage information may
be aggregated across many users.

- Source of information: The third criterion considered in this part of the analysis
is the information source. Usage information can be gathered at the server-side
or at the client-side. In addition, this criterion is also concerned with where the
information is maintained, and highlights related privacy concerns.

The following section provides a detailed review and analysis of different systems in
the literature. The analysis focuses on the information gathering stage of the surveyed
systems, guided by the three criteria outlined above.

2.2 Review

2.2.1 Information gathering approach

Information can be gathered in an implicit or an explicit manner (Gauch et al. 2007).
In the implicit method, information is gathered unobtrusively, without any effort from
the user. This is typically the case when a system keeps track of the user’s search his-
tory in terms of submitted queries and clicked results (Stamou and Ntoulas 2009; Gao
et al. 2007; Smyth and Balfe 2006; Speretta and Gauch 2005). This also includes pro-
cessing any stored user documents or items (e.g. emails, calendar items, etc.) (Chirita
et al. 2007; Agichtein et al. 2006a; Teevan et al. 2005), or harvesting information from
the user’s interactions with social applications (e.g. social networks, social tagging
applications, blogs, etc.) (Zhou et al. 2012; Vallet et al. 2010; Carman et al. 2008).
The implicit method attempts to automatically infer user’s interests or context from
the processed logs or user items.

In the explicit method, the users themselves have to explicitly supply information
to the system, whether positive or negative. This can take the form of a user providing
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the system with an initial specification of interests or “non-interests” (Micarelli and
Sciarrone 2004), providing positive or negative relevance feedback about retrieved
documents (Chen and Sycara 1998; Asnicar and Tasso 1997; Harman 1992b), or scru-
tinising (inspecting and modifying) the information that the system has learnt about
the user so far (Psarras and Jose 2006; Micarelli and Sciarrone 2004; Pitkow et al.
2002). Concerns regarding the explicit method are that users may not wish to exert
the extra time or effort to supply the information to the system and that users may
sometimes input inconsistent or incorrect information (Budzik and Hammond 2000;
Carroll and Rosson 1987).

A good example of systems that depend on the explicit approach for gathering
various information is the WIFS system (Micarelli and Sciarrone 2004), which is a
PIR system that operates on the domain of computer science literature. In WIFS, the
system initially learns the user’s interests through an interview form that is used when
the user first registers with the system. The form allows the user to explicitly specify
his/her degree of interest in different computer science topics on a scale from −10 to
+10 (i.e. very irrelevant to very relevant). Moreover, the user can provide explicit rele-
vance feedback about viewed documents on the same scale. Upon the user’s feedback,
the terms in the rated document are processed by the system which affects the user
model by the alteration of interest weights, the removal of interests, or the insertion
of new interests in the user model. Finally, the user model can be scrutinised where
the user is allowed to inspect and modify the inferred interests and their weights. This
facility helps in keeping the user model accurate and up to date.

It is necessary, at this point in the survey, to highlight the notion of what is deemed
an implicit method and what is deemed an explicit method. To a certain extent an
implicit method partially entails an action on the user’s behalf, such as clicking on a
result’s link (in the case of learning from clickthrough history). However, this type of
gathering user information is deemed as implicit because it does not require that users
perform any additional activities other than the ones they would normally carry out
during a search session. Likewise, an explicit method partially entails some form of
automatic processing either before or after the user’s action. For example, if the user
is asked to provide explicit relevance feedback to the system by marking one of the
results as relevant, then the next step would be that the system automatically processes
the document to extract its keywords and append them to the user’s interests. Nev-
ertheless, this would still be deemed as an explicit method because it involved some
extra activity by the user that is specifically carried out for obtaining information that
would assist in the personalisation process.

Some systems gather user and usage information in a mixed approach of implicit
and explicit methods. The Outride system, presented in Pitkow et al. (2002), is an
example of such PIR systems. In addition to implicitly gathering usage information
from search logs, the Outride system also allows users to scrutinise the information
that the system has learnt about them.

2.2.2 Type of information

The type of information gathered by a system, whether user or usage information, influ-
ences how that system can personalise its service. User information is usually in the
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form of personal or demographic information such as the user’s name, age, language,
or country. User information may also include the user’s job title, job description, or
competency. Usage information exists in many forms, including queries that the user
submitted to the search system, clicked results and their snippets (titles and summaries
of documents), full browsing activity,3 and dwell time4 on clicked documents. User
and usage information also include information that can be obtained from external
resources (i.e. from resources other than the search system itself), such as tags, book-
marks, shared items on social networks, the user’s emails, calendar items, and stored
desktop documents on the user’s machine.

A number of systems in the literature only keep track of clickthrough behaviour,
which comprises submitted queries and clicked documents (Smyth and Balfe 2006;
Stamou and Ntoulas 2009; Cui et al. 2003; Qiu and Cho 2006). Other systems extend
this information by also logging the text from the snippets of clicked results (Yin et al.
2009; Psarras and Jose 2006; Ruvini 2003; Shen et al. 2005). Snippets are regarded
by several studies in the literature as query-focused summaries of documents and are
therefore used to extract interest terms that are relevant to the context of the query.
For instance, the MiSearch system (Speretta and Gauch 2005) maintains snippet infor-
mation with the aim of comparing the effectiveness of a user model where terms are
obtained only from submitted queries to one where terms are obtained from snippets
of clicked documents.

The majority of PIR systems in the literature maintain monolingual search logs, and
relatively fewer ones operate on a multilingual level. An example of multilingual PIR
systems is the cross-language search system described in Gao et al. (2007) where the
authors extend the logged information by keeping track of queries submitted in differ-
ent languages. They are motivated by the idea that in the same period of time, many
users from different language backgrounds will share similar information needs. Thus,
similar queries in different languages will exist in the logs, which can be exploited for
personalised cross-language search.

A number of systems in the literature gather a richer set of information about usage
behaviour. For example, in the OBIWAN system (Pretschner and Gauch 1999) cached
Web pages on the user’s machine and their estimated dwell time are analysed in order
to determine the user’s interests. Another example is Teevan et al. (2005) where the
authors gather information about the user’s queries, visited Web pages, emails, calen-
dar items, and stored desktop documents. They state that the more the user information
the better the personalisation.

An emergent approach to maintaining an extended set of usage information is to
analyse social data and user-generated content on the Web (Vallet et al. 2010; Carmel
et al. 2009; Xu et al. 2008). This approach builds on the advent of Web 2.0 standards
where websites are designed to maximise user participation and to facilitate author-
ing and adding content to them. User-generated content includes a wide variety of
online information such as users’ interactions with social networks, tags and annota-
tions in social bookmarking systems, and posts in blogs and forums. The advantage

3 Browsing activity comprises URLs clicked from the result list and any pages followed afterwards, along
with other browsing-related information.
4 Dwell time is the estimated time that the user spent viewing a document.
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of exploiting this type of information is that it enables personalised systems to gain
rich knowledge about their users’ interests and preferences due to the wealth of infor-
mation that is available nowadays on social websites. As discussed earlier, such rich
user and usage information can be used to enhance personalisation. On the other hand,
privacy can be a concern when systems are harvesting such information from the Web.
Although, much of the information shared on social websites is shared on a public
basis, users do not always realise that this information can be used for different pur-
poses (e.g. to inform marketing applications or other commercial activities). Another
challenge in the use of social data is ensuring accurate interpretation of the harvested
information (e.g. correct sentiment analysis) as well as ensuring that this information
derives appropriate personalisation.

2.2.3 Source of information

The amount of information available for PIR systems varies depending on the sources
or repositories from which information is obtained. Moreover, where the gathered or
processed information is maintained also has an effect on the personalisation process
in terms of when and where the information is available to be exploited for person-
alisation. Furthermore, privacy concerns are raised concerning where the information
will be stored and how it will be used.

Usage information can be obtained from the server-side where the user’s interac-
tions with the system are logged. Several research studies (Yin et al. 2009; Qiu and Cho
2006; Psarras and Jose 2006; Speretta and Gauch 2005; Liu et al. 2004) and numer-
ous live systems on the Web, such as Google, Yahoo, Bing, Facebook, del.icio.us, and
StumbleUpon,5 maintain and process the history of users’ interactions with the system
at the server-side. One drawback of this approach, however, is that it may sometimes
raise privacy concerns for the users. A number of privacy issues are discussed in
Sect. 2.3.

A number of studies in the literature, while maintaining information at the server-
side, took into consideration the privacy aspect. For example, in the I-SPY system
(Smyth and Balfe 2006), the authors argue that no user identification or personal
details should be logged among the data at the server in order to preserve the ano-
nymity of the user. This is believed to provide a certain comforting degree of privacy
to the users of the system. The authors call this kind of personalisation: anonymous
personalisation. However, the problem with this anonymous approach is that it lim-
its the possibilities of individualised personalisation, as it has to be performed at the
aggregate level of behaviour of the search users (i.e. in a collective manner).

Another example of systems with enhanced privacy features is presented in Xu
et al. (2007). The authors demonstrate a technique for partitioning a user model both
horizontally (i.e. removing terms at a specified level of detail) and vertically (i.e.
removing sensitive categories of terms). This permits the system to provide higher
level information to combine with search result rankings, depending on the needs of
the user in each category.

5 http://www.google.com, http://www.yahoo.com, http://www.bing.com, http://www.facebook.com,
http://www.delicious.com, http://www.stumbleupon.com.
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Usage information can also be gathered at the client-side. The advantage of gather-
ing information at the client-side, compared to server-side logging, is that it allows for
a richer set of information to be collected about user interactions and behaviour. For
example, the exploration of information at the client-side gives opportunity for analys-
ing the full browsing activity of the user which extends to pages that the user viewed
after abandoning the search interface. This is done by accessing the browser’s cache
or by using software tools that are installed on the client’s machine (e.g. browser plug-
ins). Examples of such systems are Stamou and Ntoulas (2009), Chirita et al. (2007),
Teevan et al. (2005), Shen et al. (2005), Pretschner and Gauch (1999).

Another advantage of systems that maintain information at the client-side is that
they offer a certain degree of privacy to their users by guaranteeing that user informa-
tion will not be submitted to a remote server. However, some client-side systems lack
this advantage as they submit the collected information to the server for further pro-
cessing. Examples of such systems are presented in Agichtein et al. (2006a), Sugiyama
et al. (2004), Stefani and Strapparava (1999).

2.3 Summary and discussion

This section reviewed a number of approaches in the literature with respect to the
information gathering stage of PIR systems. Table 1 offers a summarised view of
these approaches along with examples from the literature.

It is noted that there is a high tendency in more recent literature towards the use
of implicit methods for information gathering. Three reasons may be given for this
tendency. The first is that users have shown to be generally reluctant to providing
explicit feedback to systems (Gauch et al. 2007; Carroll and Rosson 1987). In other
words, it has been shown that users dislike the idea of having to exert the extra time or
effort required to explicitly supply information to a system; they would prefer to see
that the system is correctly “guessing” what kind of information they need instead of
them having to specify their needs or clarify their intentions to the system explicitly
(Budzik and Hammond 2000). The second reason is that some studies, such as White
et al. (2002), have shown that personalised systems can equally benefit from implicitly
gathered information as from explicitly gathered information. The third reason is that
implicit feedback generates masses of data, far more than could be gathered by explicit
feedback. All this has encouraged many systems to exploit the benefits of search his-
tory for IR personalisation. Nevertheless, as discussed in this section, some systems
opted to harness the benefit of both approaches, for example by implicitly construct-
ing user models yet allowing the users to scrutinise them if they wish. This helps to
maintain an up to date and accurate user model that truly reflects the interests of the
users, and also gives them the chance to become aware of what the system has inferred
about them at any given time (Cook and Kay 1994; Micarelli and Sciarrone 2004).

The main objective of personalisation is to adapt aspects of a service or sys-
tem to the needs of a “person”, and therefore, collecting a richer set of informa-
tion about that person may lead to improved personalisation. This was concluded by
Teevan et al. (2005) based on experiments that involved the use of different combi-
nations of information sets for PIR. The information comprised queries, visited Web
pages, emails, calendar items, and stored desktop documents. The results showed that
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Table 1 Summary of information gathering approaches

Information
gathering
approach

Type of information Source of
information

Example publications

Implicit Queries, clicked documents, or
snippets of clicked documents

Server-side Yin et al. (2009), Smyth
and Balfe (2006), Qiu and
Cho (2006), Speretta and
Gauch (2005), Cui et al.
(2003), Ruvini (2003)

Implicit Queries in different languages
and clicked documents

Server-side Gao et al. (2007)

Implicit Queries, clicked documents, or
snippets of clicked documents

Client-side Stamou and Ntoulas (2009),
Shen et al. (2005)

Implicit Queries, clicked and cached
Web pages, dwell time on
pages, desktop documents,
emails, or calendar items

Client-side Chirita et al. (2007), Teevan
et al. (2005), Pretschner
and Gauch (1999)

Implicit Queries, clicked and cached
Web pages, dwell time on
pages, or other usage features

Client-side
(information
submitted to
server)

Agichtein et al. (2006a,b),
Sugiyama et al. (2004),
Stefani and Strapparava
(1999)

Implicit Tags and Bookmarks on online
social applications

Server-side Vallet et al. (2010), Carmel
et al. (2009), Xu et al.
(2008), Carman et al.
(2008)

Implicit &
Explicit

Queries, clicked documents,
and user supplied information
(e.g. user can scrutinise
model or specify categories)

Server-side and
user intervention

Psarras and Jose (2006);
Liu et al. (2004); Pitkow
et al. (2002)

Explicit User’s categorical interests, and
user supplied information
(e.g. user can provide explicit
relevance feedback or
scrutinise the model)

Client-side and
user intervention

Micarelli and Sciarrone
(2004); Chen and Sycara
(1998)

a system operating on the full set of available information performed better than a sys-
tem that operated on information drawn from Web pages only, followed by a system
that operated on information drawn from queries only.

The controversial decision of whether systems should collect and maintain informa-
tion at the server-side or at the client side has two dimensions: the functional dimension
and the privacy dimension. With respect to the functional dimension, the advantages
of client-side monitoring, excluding systems which submit the information to a server,
would be: (1) the availability of a richer set of information that is beyond the reach
of a server-side system; and (2) part of the system’s burden of processing informa-
tion (computing resources) is taken away from the server. However, the drawbacks of
client-side systems are: (1) they usually require the installation of a certain applica-
tion or plug-in at the client’s machine, either to monitor or to process data, which
some users may reject; (2) logged information is not available or not complete if the
user uses the system from multiple machines; and (3) it would not be possible for the
system to perform any collaborative or collective processing over all the user models
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and usage information, which is the kind of processing that many search engines need
to do in order to draw conclusions about popular and high quality pages that receive
many hits (views).

If a system is keen on the privacy dimension, then the benefit of maintaining user
information at the client-side is that it contributes to a higher degree of privacy for the
user, where the user’s information is not shared or transmitted to any other machine.
Data protection and privacy are issues which strongly affect user confidence, and their
likelihood to engage truthfully and fully with adaptive systems (Kobsa 2007). Users
can be reassured by a variety of means, such as privacy policies and explicit expla-
nations. However, there is some experiential evidence to suggest that while users are
often highly concerned with privacy, it can depend on their familiarity with the sys-
tems in question. For example, teenagers have been observed to have a clear model of
risk-taking and privacy on social networks (Livingstone 2008).

The challenge of maintaining privacy in a personalised system depends on two
factors: ensuring that the user feels in control of their information, and ensuring the
integrity of that information. Information integrity and privacy are increasingly areas
of interest not just for users, enterprises and researchers, but also for legislative and
regulatory authorities. For example, the legislative and legal environment described in
Volokh (2000) notes that contract law is the main mechanism for ensuring information
integrity. The article is applicable only to US law. Despite that, because many service
providers situate themselves in the US, it is necessary for users who wish to inform
themselves of their protections to be conscious of national borders and regulatory dif-
ferences. The European Union goes significantly further in attempting to provide for
“Data Protection” (Guarda and Zannone 2009; Acquisti and Gross 2006), and there
is a clear need for privacy-aware systems to adapt and tailor their provisions and to
maintain traceability based on the different applicable legislation in different areas
(García-Barrios et al. 2009).

In the commercial context, there is substantial evidence that personalised user infor-
mation is being used by enterprises on a mass scale. For example, Google has been
personalising search results for signed-in and anonymous users since 2009.6 More-
over, Microsoft Bing makes extensive use of user action in, for example, learning to
correct common spelling errors in queries (Sun et al. 2010). Facebook has created
a substantial repository of information in its Graph7 (user information along with
connections to items, such as images, videos, etc.), which can be leveraged by third
parties either through instant personalisation or through Facebook Connect.8 This per-
mits third parties to access not only the users’ information, but also the information
of their “friends”.

There is an explicit attempt to reflect the type of access that applications are given
in the dialog that Facebook presents. There is evidence to suggest that user behaviour
will change as individuals change roles in life, but that the use of the network itself is
not subject to drastic change (Lampe et al. 2008). This suggests that privacy policies

6 The Official Google Blog—Personalized Search for Everyone: http://googleblog.blogspot.com/2009/12/
personalized-search-for-everyone.html.
7 http://developers.facebook.com/docs/reference/api.
8 http://developers.facebook.com/blog/post/108.
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can be established over time and tested effectively, but that they must be cognisant of
the fact that users’ needs will also change over time. One piece of recent legislation
is the EU Privacy Directive, which restricts how third party cookies can be used.9

While such legislation may be comforting for European internet users, the practical
implications of this legislation for real world system design are, as yet, unclear.

3 Information representation

3.1 Overview

This section of the survey is concerned with the second stage of PIR systems, which
is the storage and representation of the information gathered in the previous stage. In
many systems, a user model is constructed in order to represent the user’s interests in
an individualised manner. However, some personalised retrieval systems maintain an
aggregate representation of users’ preferences and general usage behaviour. This kind
of collective information is exploited for personalisation across the cohort of aggre-
gated users. In this survey, both kinds of systems are covered, with a more in-depth
analysis of the former systems (i.e. the ones involving an individualised user model).
Moreover, this section also discusses systems where a thesaurus or a knowledge source
was used to organise the representation of the gathered information. Finally, this sec-
tion also discusses the different mechanisms that are used to update the information
maintained by PIR systems.

Gaining an insight into the information representation stage is important because
it explores the nature and structure of user models that are a core part of many
personalised systems. Furthermore, it gives way to understanding how query and
result adaptation are performed, as both are closely dependent on the type of informa-
tion maintained by the system (details of query and result adaptation will be discussed
in Sect. 4).

The analysis presented in this section is carried out over the following three criteria:

- Existence of an individualised user model and scope of interests: The first criterion
examined in this part of the analysis is concerned with systems which make use
of an individualised user model and the scope of user interests maintained by the
model (i.e. short-term or long term interest). Hereafter, the term individualised user
model will be used to refer to the notion of the explicit existence of a user model in a
system, regardless of the approach by which the model’s information was gathered
(be it explicitly or implicitly).

- Usage information/user model representation: The second criterion, which can be
regarded as the most important criterion of this section, is concerned with how user
and usage information is represented. This involves both, systems which make
use of individualised user models and systems that represent information on an
aggregate level.

9 The Wall Street Journal, Tech Europe—U.K. Publishes EU Cookie Directive Guidelines: http://blogs.
wsj.com/tech-europe/2011/05/09/u-k-publishes-e-u-cookie-directive-guidelines.
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- Dynamism of user model and information update scheme The third criterion over
which systems are discussed in this section is the degree of dynamism of the infor-
mation stored in the user model and the mechanisms in place for updating this
information. The information stored in the user model could be static, such as
personal characteristics or demographic user information (which are rather perma-
nent), or dynamic, such as the user’s interests (which usually evolve with time).

The following section surveys different systems in the literature. The analysis goes
through the information representation stage of the surveyed systems according to the
three criteria outlined above.

3.2 Review

3.2.1 Existence of an individualised user model and scope of interests

A key component in many PIR systems is the user model which maintains the user’s
information on an individualised level, especially the terms that represent the user’s
search interests. These interests could be long-term or short-term interests.

In the context of IR systems, long-term interests are persistent interests that can
be exhibited in the user’s search history on the long run. Inferring these interests
from past searches and exploiting them can help in enhancing similar future searches
(Qiu and Cho 2006; Speretta and Gauch 2005; Psarras and Jose 2006; Liu et al. 2004;
Pretschner and Gauch 1999). This is done by analysing the text of the user’s queries
and the clicked documents (or their snippets) and extracting key terms from them, for
example by selecting the most frequently appearing terms. Interest terms are then used
for adapting future queries or their results so that documents that are more relevant
to the user are retrieved and displayed to the user at higher ranks. Besides harvest-
ing interest terms from queries and clicked documents, some systems infer the users’
long-term interests from their desktop documents, emails, or calendar items (Chirita
et al. 2007; Teevan et al. 2005). Later sections in this survey discuss how interest terms
are used for query and result adaptation.

Short-term interests are ephemeral interests that are usually satisfied by a few ad-hoc
searches in a relatively shorter period of time (typically, one search session). Short-
term interests are usually harvested from submitted queries and retrieved documents
in a search session and used to personalise the search immediately within that search
session (Ruvini 2003; Shen et al. 2005).

Some systems in the literature perform personalisation based on both, long-term
and short-term interests (Stamou and Ntoulas 2009; Sugiyama et al. 2004). A good
example is Sugiyama et al. (2004) where the user’s full browsing activity is monitored
at the client-side in a live manner. This enables the system to deduce both, short-term
and long-term user interests from terms available in the browsed Web pages. The two
scopes of interests are stored separately in the user model. The TF.IDF10 weighting
scheme (Baeza-Yates and Ribeiro-Neto 2011) is used to assign weights to the terms
in order to depict different degrees of user’s interest. The short-term interests are

10 Term frequency multiplied by inverse document frequency.
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Table 2 classification of user models

Terms Conceptual terms

Vector-based Models where user’s interests are
maintained in a vector of weighted
keywords

Models where user’s interests are
maintained in a vector of weighted
concepts

Semantic network-based Models where user’s interests are
maintained in a network structure of
terms and related terms

Models where user’s interests are
maintained in a network structure
of concepts and related concepts

implicitly updated whenever the user clicks on a document and are thus immediately
exploited for personalisation in the current search session. Long-term interests, and
their weights, are also updated when the user clicks on documents, but the difference
is that long-term interests are subject to a periodic weight-decaying mechanism that
reduces term weights over time. This leads, on the long-run, to preserving only per-
sistent interests that frequently appear in the user’s browsing history. Mechanisms for
updating user models are discussed in more details in Sect. 3.2.3.

3.2.2 Usage information/user model representation

Several techniques and data structures can be used to represent user and usage infor-
mation in PIR systems. This section starts by providing a discussion of the techniques
used in systems that made use of an individualised user model. The discussion also
involves knowledge sources that are sometimes used as the basis for representing
users’ interests. The section then moves on to discussing systems where usage infor-
mation was represented at an aggregate level (i.e. without the use of an individualised
user model).

In this survey, user models which represent the user’s interests are classified with
respect to two dimensions: data structure and content. The data structure dimension
is concerned with the underlying storage mechanism used to represent interest terms
in the model. This can either be a vector-based model or a semantic network-based
model. The content dimension is concerned with the nature of the terms maintained in
the user model. The terms can either be words that are freely mined from user/usage
information or conceptual (categorical) terms that are drawn from some sort of knowl-
edge source. The following review discusses the details of each of these types of user
models and a summarised classification is shown in Table 2. This classification is an
extension to the classification reported in Gauch et al. (2007).

A vector-based user model is made up of a feature vector, which is a vector of
terms and associated weights. The weights can be determined, for example, using a
term weighting scheme such as TF, TF.IDF, or BM25 (a.k.a. Okapi BM25) (Baeza-
Yates and Ribeiro-Neto 2011; Robertson et al. 1995). One way to represent the terms
in the model is by using words or phrases that are freely mined from user or usage
information.

Vector-based user models may be composed of one or more vectors. For exam-
ple, in Shen et al. (2005) and Ruvini (2003) only one vector was used to store the
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user’s short-term interests. In Sugiyama et al. (2004), two vectors were used; one for
short-term and one for long-term interests.

Gathering interest terms together in one vector may be more appropriate for main-
taining short-term interests, but perhaps not for long-term interests. This is because a
short-term vector would naturally comprise much fewer terms than a long-term vec-
tor as it is usually created for one search session. This is in contrast to a long-term
vector where terms are continuously accumulated with every new search that the user
performs. This may eventually lead to a noisy ocean of terms (i.e. a single vector that
contains a wide variety of un-clustered terms) that may be harder to exploit for per-
sonalisation. To this effect, a number of systems in the literature, such as the systems
described in Psarras and Jose (2006) and Chen and Sycara (1998), represented the
user’s long-term interests using multiple vectors; one vector per interest cluster. In
such case, terms are usually grouped together under un-labelled clusters using unsu-
pervised text clustering techniques (Witten et al. 2011).

An example of how words or phrases are harvested from search history and how
they are used to populate a vector-based user model was illustrated in Chen and Sycara
(1998). The system builds a vector-based user model which comprises multiple vectors
of interest. The terms in the vectors are weighted using the TF.IDF scheme. Interest
terms are extracted from documents which the user has explicitly marked as rele-
vant, where each vector in the model corresponds to important keywords obtained
from a single document. The full text of the document is not actually used for term
extraction, rather only terms which are in the query’s context.11 The system has a
threshold concerning the number of vectors to be maintained in the model (i.e. a max-
imum of N clusters of interest). Furthermore, the system also has a threshold for the
number of terms stored in a vector (i.e. a maximum of M interest terms per cluster).
If the threshold of N vectors was reached, and a new vector comes in, then all the
vectors in the user model, in addition to the incoming vector, are textually compared
to each other using cosine similarity (Baeza-Yates and Ribeiro-Neto 2011). The two
most similar vectors are then combined together in one vector. This is done by group-
ing together the terms from the two vectors, sorted in descending order of weights,
and then keeping only the top M terms. The benefit of this approach is that, over time,
terms which commonly appear in topics that were repeatedly searched for by the user
will tend to cluster together in the model.

Another way to represent the terms in a user model is by using conceptual terms.
When conceptual terms are used in a vector-based user model it is commonly known as
a concept-based user model. In this kind of model, the user’s interests are represented
by categorical terms that are drawn from some sort of knowledge source. Knowl-
edge sources could be domain models that are developed by human domain-experts
(such as databases of domain-specific terminologies), general knowledge repositories
developed by human contributors (such as Wikipedia),12 Web taxonomies or concept

11 Terms that surround the query terms in the document, extending for example to five words before and
five words after each query term.
12 http://www.wikipedia.org/.
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hierarchies (such as ODP),13 or rich ontologies (such as SUMO).14 WordNet,15 though
may not be regarded as a knowledge source in the formal meaning, is considered as a
rich source of linguistic and semantic language knowledge, and is therefore sometimes
used to organise the terms in the model. The use of conceptual or categorical terms
in concept-based user models serves to organise and accurately describe the user’s
interests with respect to the common terms used in a domain. The combination of a
knowledge source with a user model is also known as an overlay model (Brusilovsky
and Millán 2007).

In MiSearch (Speretta and Gauch 2005) two alternative vector-based user models
are proposed to represent the user’s long-term interests. The first comprises concepts
extracted from the user’s queries, and the second comprises concepts extracted from
the snippets of clicked documents. Each user model is made up of multiple vectors;
one per interest category. Both user models represent their categories and concepts
based on the ODP hierarchy16 (3 levels deep). Searching is not restricted to Web pages
that are classified under ODP as it is performed on open corpora over the Web, using a
wrapper of Google search. Thus, a need was raised concerning mapping retrieved doc-
uments to ODP categories. The authors handled this issue by training a Vector-space
text classifier on 30 documents from each category, then using the classifier to classify
the text of queries or snippets under a certain category. The authors concluded that
both user models were equally capable of modelling the user’s interests. Many systems
in the literature also represented their vector-based user models using concepts from
the ODP hierarchy (Qiu and Cho 2006; Liu et al. 2004; Pitkow et al. 2002).

Another example of concept hierarchies that were exploited for constructing user
models was the Magellan17 concept hierarchy. In the OBIWAN system (Pretschner
and Gauch 1999), the user’s long-term interests were modelled according to the Magel-
lan hierarchy (4,400 nodes). The TF.IDF weighting scheme was used to weight the
concepts stored in the user model and the document terms from which the concepts
were extracted. Similarities between documents and the user model were computed
using cosine similarity.

Concept hierarchies like ODP and Magellan may be regarded as simple ontol-
ogies with one straightforward relation between their nodes. This kind of relation
is said to be an “is-a” or “has-a” relation between a parent node and a child node
(Gauch et al. 2007). A number of studies in the literature prefer the use of a richer
kind of ontology. The term richer refers to the notion of using a wider variety of

13 Open Directory Project: http://www.dmoz.org.
14 Suggested Upper Merged Ontology: http://www.ontologyportal.org/.
15 http://wordnet.princeton.edu/.
16 The ODP hierarchy is a Web taxonomy that was manually created, and is still maintained, by participa-
tion from over 92,000 human editors. It has 16 main categories which branch to approximately 1 million
subcategories. It is formed as a tree with symbolic links between parent nodes and child nodes. A node may
be linked to multiple parents, which makes ODP categories appear as a lattice rather than a strict hierarchy.
The categories can be used as classification metadata. Approximately 4.9 million Web pages are classified
under ODP, however, this only accounts for approximately 0.05 % of the estimated number of Web pages
indexed by Google (Chirita et al. 2005).
17 Magellan was a project associated with the Excite search engine. According to Gauch et al. (2007), when
Magellan ceased to exist, the authors of OBIWAN switched to ODP.
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relationships between nodes, such as “related-to”, “associated-with”, “used-in” or
“pre-requisite-of”. Ontology representation languages, such as OWL,18 are used to
represent such relationships. The details of ontologies are outside the scope of this
survey. However, one example of PIR systems that make use of a rich ontology is
Stamou and Ntoulas (2009), which uses manual and automatic techniques to create
a merged ontology. The merged ontology basically depends on ODP for categorising
Web content, and then the hierarchy is augmented with concepts from SUMO, Word-
Net, and MultiWordNet Domains.19 More information about ontology-based models
can be found in Ye et al. (2007) and Razmerita et al. (2003).

User models can be represented using a semantic network structure. In this case the
model is made up of nodes and associated nodes that capture terms and their semanti-
cally-related or co-occurring terms respectively. Weights can be assigned to the nodes,
their associated nodes, and the links between them. The advantage of semantic net-
work-based models over vector-based models is that they can model the relationship
between a key term or concept and its associated terms (e.g. synonymous terms or
co-occurring terms in a document collection). The mapping between terms and related
terms can be achieved using a thesaurus like WordNet. For example, the authors in
Stefani and Strapparava (1999) state that the drawback of vector-based models is that
the computation of term weights is only based on term frequencies (bag of words),
which does not pay attention to word sense disambiguation. Therefore, in their SiteIF
system (Stefani and Strapparava 1998), they use WordNet to obtain semantic similar-
ity between words (e.g. synonyms). In SiteIF, a main node holds a weighted term that
represents a user’s interest. The terms come from usage information, more specifi-
cally from clicked documents by the user. Moreover, semantically related terms to the
main term are obtained from WordNet and stored into associated nodes. The associated
nodes are connected to the main nodes using weighted links. The link weights represent
the frequency of appearance of the associated terms with the main term in a document.

Another example is the user model used in the WIFS system (Micarelli and Scia-
rrone 2004) which is, in part, based on a semantic network representation. In WIFS,
the user explicitly specifies an initial set of weighted interests upon registering with
the system, which are used to associate the user with a number of stereotypes. The
stereotypes are a form of domain model that covers knowledge in the field of computer
science, and were defined by human experts in the field. They are used as a way of
default reasoning about the user (i.e. for bootstrapping a fresh model). Active stereo-
types are the stereotypes that fit the current user’s description and which are loaded in
the user model. The WIFS user model maintains various pieces of information about
the user: personal information, list of active stereotypes, and a set of semantic networks
that represent the user’s interests (as explicitly entered and as inferred from documents
that the user marked as relevant). Each semantic network has a main node that holds a
weighted topic term. This node is called a planet. Furthermore, when the user explicitly
marks a document as relevant, the system harvests terms that co-occur with the topic
term in the document. These co-occurring terms are then stored in nodes that are called
the satellite nodes, which are connected to the planet node by weighted arcs (links).

18 http://www.w3.org/TR/owl-overview/.
19 http://multiwordnet.fbk.eu.
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A number of studies in the literature performed search personalisation on an aggre-
gate level. Aggregate personalisation involves the exploitation of usage information
in a collective manner where the search process is adapted to the needs of the many
rather than the specific needs of the individual. In these studies, no user model is used
for storing interests; rather, a general representation of usage information is used. For
example, the I-SPY system (Smyth and Balfe 2006) keeps track of all users’ queries
and their clicked documents in a matrix called the hit matrix. The rows of the matrix
represent the queries and the columns represent the documents (document identifiers).
A cell in the matrix holds the number of times that the designated document was
clicked for the corresponding query. This representation can be thought of as storage
of query-document pairs along with their click frequency (hits). Click frequencies are
exploited by the system for assigning higher ranks for frequently clicked documents
in the list of retrieved results to a common query.

Similarly, in Agichtein et al. (2006a) aggregate usage information was maintained
in the form of query-document pairs in a model called the Implicit Feedback Model.
However, the model stored a much richer set of information about each pair. The
model, which is represented as a feature vector, comprised a wide range of query-
document aspects, such as clickthrough information (e.g. tracking the document’s
click frequency in relation to the click frequency of other documents that appeared
higher or lower in the ranked result list), browsing information (e.g. average page
dwell time), and textual information (e.g. overlap between the query terms and the
terms of the document’s URL, title, and snippet). The many diversified features in the
model helped to accurately interpret and exploit aggregate implicit feedback.

The authors in Gao et al. (2007) also process pairs of queries and documents but
with the aim of deducing the degree of similarity between queries of different lan-
guages. The goal is to improve cross-language search by keeping records of queries
and candidate similar queries from other languages that could be used for cross-lingual
query suggestions.

The work reported in Yin et al. (2009) is also motivated by the idea that query logs
reflect the wisdom of the crowds, where users may seek the same information using
different queries. Queries and clicked documents are represented using a Query-URL
graph, on which a graph-based machine learning algorithm is applied. The Query-URL
graph is a bipartite graph where the first set of vertices represents the queries and the
second set represents the documents. The edges connecting the vertices of the two sets
represent clickthrough information. The random walk algorithm that is applied on the
graph generates probabilities between queries, where higher probabilities reflect higher
query similarities. These similarities are then exploited to improve future searches by
query adaptation. A limitation that was addressed in the study was that the random
walk algorithm does not work well with queries for which no results were clicked. This
challenge was overcome by textually comparing such queries with all other queries in
the logs (using cosine similarity) to find ones that can be deemed similar.

Another example of using machine learning algorithms to analyse clickthrough
information for improving search results is Sun et al. (2005). Search engines usually
generate a huge amount of clickthrough information involving different types of items,
mainly: user identifiers, queries, and clicked Web pages. Over time, the relationships
between these items can become complicated and the information can become highly
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sparse as each user only submits a relatively small number of queries, and then only a
very small set of documents are clicked for them. Therefore, to capture latent features
of the three-way relationship between the items, the authors propose a model called:
CubeSVD, which is partially based on Latent Semantic Indexing techniques (Manning
et al. 2008). In CubeSVD, clickthrough information was represented as a 3-order ten-
sor, and was then analysed using the Higher-Order Singular Value Decomposition
algorithm (Lathauwer et al. 2000). The analysis produced quadruplets of (user, query,
page, weight), where for each quadruplet, the weight represents the likeliness that a
certain user will visit the designated page upon submitting the designated query. This
information is then used to adapt result lists to users in their future searches.

3.2.3 Dynamism of user model and information update scheme

Some user models are static, while others are dynamic in nature (Golemati et al. 2007;
Hothi and Hall 1998; Rich 1983). Static user models are ones that maintain user infor-
mation that is less likely to change over time and are therefore not subject to continu-
ous updates. Examples of static information are personal characteristics, background
knowledge, and demographic information. Maintaining static information allows PIR
systems to group users into stereotypes and make high-level personalisation decision
(e.g. localise the system’s GUI based on the user’s language, or adapt some of the
services based on the user’s geographic location). Dynamic user models, on the other
hand, are ones that keep track of information that evolves over time. For example,
models that maintain short-term user interests are usually created on-the-fly and are
updated frequently over the span of the user’s search session. Long-term interests can
be considered as dynamic information as well if the system has a revision or update
mechanism for them in place (e.g. increasing or decreasing the weights of the interests
on a periodic basis, or adding new interests). More user-focused personalisation deci-
sions can be made when the system maintains dynamic information; decisions that
cater for the current user’s context and interests.

Many PIR systems implement updating mechanisms in order to ensure that they
maintain accurate and up to date information about the user. This mechanism can be
triggered upon a certain user action, such as a click on a document or the provision of
explicit relevance feedback about a document (Shen et al. 2005; Sugiyama et al. 2004;
Ruvini 2003; Chen and Sycara 1998). At which point, information can be updated
on-the-fly and the newly available information may be immediately exploited for per-
sonalisation in the current search session. Updating procedures can also be invoked by
configuring the system to periodically revise the weights of learnt interests; a mecha-
nism known as decaying or aging (Stefani and Strapparava 1998; Asnicar and Tasso
1997). Furthermore, manual updates can also take place by allowing the user to scru-
tinise the information that the system has inferred about them (Psarras and Jose 2006;
Micarelli and Sciarrone 2004; Pitkow et al. 2002).

In systems where personalisation is based on short-term interests, the updating
mechanism may be invoked several times within the same search session. This is to
ensure that any new piece of information that becomes available, following a user
action, would reflect in the model and would be immediately exploited for personali-
sation. For example, in Ruvini (2003) the model only keeps track of the user’s current
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interests for a given query and the results browsed for it. That is, for every new query
submitted by the user a new user model is created and is continuously updated as
the user clicks on results. An insight into this updating mechanism can be gained by
having a closer look at the system; the personalised search system is wrapped around
the Google search engine and is mainly intended for use on limited-display devices
(e.g. mobile phones) where only a small number of results can be displayed per page.
A supervised machine learning approach is used to construct and update the model
where a text classifier (Support Vector Machines) is trained on features extracted from
the snippets of clicked result. The classifier operated under the assumption that clicked
results are positive examples (of what is relevant to the user) and unclicked results are
considered negative examples. When the user clicks on a result from the displayed
page of results, the positive and negative examples are passed to the classifier to form
a model of user’s interests. Then, behind the scenes, the same query is re-submitted
to Google and the top-N retrieved results are passed to the classifier to be labelled.
Two groups of results are then formed; one for relevant result and one for non-relevant
results. The ranking of Google is preserved for the results within each group. The user
then actually avails of personalised results when he/she clicks to view the next result
page. On the new page, a set of previously unseen results is displayed, where relevant
results are displayed above non-relevant ones.

A good example of systems that maintained a model of both, static and dynamic user
information is WIFS (Micarelli and Sciarrone 2004). As partially mentioned earlier,
the user model in WIFS contains various pieces of information about the user: personal
information, search interests, and a list of active stereotypes that the user belongs to.
In WIFS, multiple update schemes are implemented to ensure the dynamism of the
user model. First, the user model can be updated manually where the user is allowed to
fully scrutinise the model. This is done by: (1) adding or removing main topical terms
or their associated co-occurring terms; (2) editing the weights of the terms or the links
between them; or (3) manipulating the list of stereotypes. Second, the model is also
updated by a weight decaying mechanism called the renting mechanism. However,
this decaying mechanism is not performed on periodic basis. In the renting mecha-
nism, the weights of a topic and its links are decreased if the topic does not appear in
a document that the user has provided explicit relevance feedback for. Because of the
different possibilities of updates, the authors devised a mechanism for maintaining
the user model’s consistency. The mechanism depends on a belief revision technique
that is called Justification-based Truth Maintenance System (JTMS). For example, if
a user removes one of the active stereotypes, then all assertions that were justified by
that stereotype (i.e. depended on it) are removed accordingly.

An example of updating schemes implemented in systems where usage informa-
tion was maintained at an aggregate level can be found in the I-SPY system (Smyth
and Balfe 2006). In I-SPY, where a matrix was used to represent hits with respect
to query-document pairs, two update issues were discussed by the authors: (1) docu-
ments that were indexed by the system at earlier times will tend to have higher click
frequencies than more recent ones, which may cause their rank to be higher even if
more recent documents are more relevant to a given query; and (2) documents could be
removed from the Web, thus leaving erroneous entries in the documents index. These
issues were addressed by implementing two update schemes: first, the hit values (click
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frequencies) are reduced over time, and second, a garbage collection mechanism is
run periodically to verify that indexed documents still exist on the Web.

3.3 Summary and discussion

This section provided a review and analysis of approaches exhibited in the literature
concerning how information is represented in different PIR systems. Table 3 provides
a condensed view of the approaches discussed in this section.

It is noted that relatively few studies in PIR literature performed personalisation
based only on short-term user interests. The benefit of keeping track of the user’s
short-term interests is that it accounts for the user’s ad-hoc information needs and
allows systems to perform personalisation on-the-fly (Ruvini 2003; Shen et al. 2005).
To this end, the authors in Shen et al. (2005) argue that the majority of the user’s
searches come from ad-hoc information needs which are usually satisfied by a small
number of searches. Thus, they conclude that personalisation should target the scope
of short-term user interests.

However, a concern that is associated with performing personalisation based only
on short-term user interests (i.e. operating only on information obtained from the
current search session) is that very little information is available to base the personali-
sation decisions on. For example, the analysis carried out in Jansen et al. (2000) gives
an idea of how limited the information from one search session could be. The anal-
ysis shows that the average number of queries per session is 1.6 queries and that the
average number of results clicked in a session is approximately 2.4 results. Following
on this, the large-scale PIR study conducted by Teevan et al. (2005) shows that the
amount of information available does affect the degree to which personalisation can
be effective.

Therefore, with the apparent contradiction in the literature, perhaps it is wise to
combine evidence from both scopes of interests to personalise the user’s different
searches. This may be achieved by partially basing personalisation decisions on short-
term interests, yet relying on long-term interests when it makes sense to do so. This
combined approach was shown to be useful in a number of studies such as Stamou
and Ntoulas (2009) and Sugiyama et al. (2004).

The advantage of using a knowledge source or a domain model for representing
information in PIR systems is that it allows the system to better realise commonalities
between search results and the user’s interests. This is because a common domain
vocabulary is used for mapping both, the user’s interests and the text of the documents
into conceptual terms. Furthermore, it facilitates the clustering of terms harvested
from queries or documents into well-defined categories. These advantages, together
with the capability of semantic network-based user models to adequately represent
weighted relations between concepts, can help towards the construction of user mod-
els that accurately depict the user’s interests. Furthermore, the use of powerful machine
learning techniques, such as Bayesian Belief Networks, to discover these relations has
shown to improve PIR effectiveness (Zhang and Koren 2007; Pinheiro De Cristo et al.
2003; Pazzani and Billsus 2007).

It is noted that the use of individualised user models in PIR literature was mostly
investigated for monolingual PIR systems (especially for English, perhaps due to its
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inherent popularity). In a multilingual world, information that is relevant to the user’s
information need may exist in languages other than the language that the user used to
query the system. With the advent in machine translation techniques, users can access
documents that are beyond their native language. Furthermore, a proportion of the
users may very well be familiar with multiple languages and are able to comprehend
documents in those languages. Therefore, a viable direction for future research would
be to take the multilinguality dimension into consideration in PIR systems, especially
the investigation of how to construct user models that depict the aspects and interests
of a multilingual search user.

4 Personalisation implementation and execution

4.1 Overview

This section of the survey focuses on the implementation and execution of the person-
alisation process. Personalisation in PIR systems is generally performed by adapting
the query and/or the results. Adaptation can either target specific individualised user
needs, or target common needs of groups of users. This section also discusses the
types of services provided by the reviewed personalised systems.

As this section explores the details of how personalisation is implemented and
executed in different systems, it can thus be regarded as the core part of the survey.
The analysis presented in this section is carried out over three criteria: the system’s
type, the personalisation scope, and the personalisation approach. The following is an
overview of these three criteria.

- Type of service: The first criterion is concerned with the domain or the type of IR
service that a system offers, such as monolingual Web search, multilingual Web
search, personalised news, eLearning, etc.

- Personalisation scope: The second criterion is the scope on which personalisation is
performed. In this paper, systems are classified into three categories: individualised
scope, community scope, and aggregate scope.

- Personalisation approach: The third, and most important, criterion in this part of
the analysis is how personalisation is performed. This can be by query adaptation,
result adaptation, or both.

The following section provides a detailed review of the literature. The analysis goes
through the personalisation implementation stage of the surveyed systems according
to the three criteria presented above.

4.2 Review

4.2.1 Type of service

This section discusses the types of services provided by different PIR systems, and
shows how the aspects of personalisation offered by these systems differ based on the
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services they provide. Although this survey mainly focuses on search systems, other
systems from closely related areas are also discussed.

Textual search is perhaps the most prominent application of IR. Many systems pre-
sented in academic literature and ones which are currently deployed on the Web offer
search services (Vallet et al. 2010; Stamou and Ntoulas 2009; Yin et al. 2009; Speretta
and Gauch 2005). Some systems extend this to cross-language search, where a trans-
lation mechanism is used to translate the query or the document in order to allow the
retrieval of documents that are not necessarily in the same language of the query (Oard
2010; Gao et al. 2007; Ambati and Uppuluri 2006; Cao et al. 2007). In personalised
search, personalisation is often implemented by adapting the query (e.g. automatically
or semi-automatically modifying the query terms to obtain a better description of the
user’s information need), adapting the results (e.g. re-ranking the list of results so that
more relevant results are displayed higher in the list), or both. Section 4.2.3 provides
a detailed discussion of these approaches.

Some systems study the provision of a personalised search service on hand-held
devices (e.g. mobile phones). In such case, the study considers several GUI (Graphical
User Interface) factors in the adaptation process. For example, in addition to investi-
gating how to adapt the results with respect to the user, the authors in Ruvini (2003),
also investigate the adaptation of result lists with respect to the limited display offered
by mobile devices.

In most search systems, results are typically presented to the user in the form
of a ranked list of results. To this effect, if result adaptation takes place, it mainly
involves altering the ranks of these results in the list. However, the authors in
Steichen et al. (2009) present a different approach to result adaptation and presen-
tation. The authors propose a search system that operates in an eLearning environ-
ment, where instead of displaying a typical ranked list of results, the content of the
results is dynamically re-composed to generate a tailored hypertext presentation. The
search is performed over a closed corpus of domain-specific Web pages that were
harvested from the Web. Furthermore, the harvested Web pages were manually anno-
tated to indicate the level and nature of the content presented in them (e.g. introduc-
tory level information, advanced level information, theoretical/conceptual content,
technical illustration/example, etc.). The user model contained information about the
user’s prior knowledge with respect to the learning domain and the level of the user’s
experience in that domain. This information, together with the document annotations,
provided adequate information to an adaptive engine so that it can re-structure the
content of documents and display it in a presentation-style format that suits the user.
Moreover, the authors extend the work and evaluate its application in the customer
support domain (Steichen et al. 2011). They propose a search system that is intended to
assist users who are searching for solutions to technical problems concerning a certain
product. The system performs adaptive composition of a personalised hypertext pre-
sentation based on technical support content from heterogeneous data sources (open
corpora, closed corpora, social networking, etc.). This content comprises technical
information obtained from the product’s manuals as well as user-generated content
related to that product (e.g. discussion forums on the Web). Personalisation is based on
the user’s level of expertise with respect to individual product features and the user’s
query intent (e.g. “find out about product features” or “get at how-to”). In order to
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compose the result presentation, multiple versions of the query are submitted to the
retrieval component. The queries are expanded using different terms and meta-data
information obtained from the domain and content models.20 The results retrieved for
these queries are then re-composed according to the user information and query intent.

A number of systems offer personalised news services. In such systems, personal-
isation is concerned with “guessing” which pieces of news would be of interest to a
particular user. For example, the PersoNews system described in Katakis et al. (2009)
disseminates RSS-feed news items to users based on their interests. Machine learning
techniques are used to learn the users’ interests based on the kind of news feeds that
they subscribe to and the news items that they explicitly mark as relevant. The learnt
interests are used to filter out news that is not relevant to the user. Another exam-
ple is the WebMate system (Chen and Sycara 1998) which also operates on the news
domain. WebMate offers two services to its users: searching on news corpora (retrieval
of information) and filtering news items according to the user’s interests (filtering of
information).

The area of IF (Belkin and Croft 1992; Oard 1997) is closely related to IR. Yet, there
are a number of differences that distinguish between the two areas (Hanani et al. 2001;
Belkin and Croft 1992; Brusilovsky and Tasso 2004). First, IR systems are generally
intended for ad-hoc information needs, while IF systems are intended for persistent
information needs that are exhibited on the long-run. Second, in IR, information needs
are represented as queries, while in IF, the user models themselves can be considered
as the representation of the user’s information need. Third, the purpose of IR systems
is to locate information, while the general purpose of IF systems is to disseminate
information.

It may be deduced from the aforementioned argument that PIR based on user’s
long-term interests is essentially IF. Yet, with respect to the analysis and scope of this
survey, the thin line that separates the two is how information is sought. The analysis
in this PIR survey is concerned with search systems where the initial action in the
information seeking process is the user submitting a query to the system with the
aim of satisfying an information need (be it ephemeral or persistent). On the other
hand, IF systems are hereby regarded as systems where there is a dynamic flow of
unsolicited information that needs to be disseminated to users. The initial action in the
IF process is thus the arrival of an incoming document. This distinctive feature was
stated in Belkin and Croft (1992) and Hanani et al. (2001) as one of the features which
generally differentiate between IR and IF. However, given the gray area between PIR
(with long-term interests) and IF, a number of systems in the literature, such as Chen
and Sycara (1998) were able to provide a combination of both services in a unified
interface.

The WIFS system (Micarelli and Sciarrone 2004) is another example of systems
which offered both, a search service and a filtering service. WIFS operated on domain-
specific corpora, where the system allowed users to search for academic publications
in the field of computer science, as well as recommend publications to them based on
their exhibited interests in the user model.

20 The domain and content models were generated a priori using automatic meta-data generation
techniques.
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4.2.2 Personalisation scope

Different approaches to personalisation are exhibited in PIR literature. One of the
main aspects that distinguish between these approaches is the level of information
detail on which they operate. In that sense, some systems may operate on aggregate
usage information as exhibited in search logs, while other systems may take a more
fine-grained approach by operating on the scope of individual user information.

In this survey, we classify systems with respect to the scope on which person-
alisation is performed into three categories: individualised, community-based, and
aggregate-level. This section provides a discussion concerning these three scopes,
and highlights the rationale behind this classification.

Individualised personalisation is when the system’s adaptive decisions are taken
according to the information about each individual user as exhibited in his/her user
model (Steichen et al. 2011; Stamou and Ntoulas 2009; Speretta and Gauch 2005;
Shen et al. 2005). The advantage of this approach is that the system becomes truly
personalised as it addresses the needs of a specific user; taking into consideration this
user’s personal interests, goals, prior knowledge, context, language, or country. This
approach may lead to higher satisfaction degrees for the user. Yet, as discussed ear-
lier, one of the disadvantages of the individualised approach is the fresh start (a.k.a.
cold start) problem where a new user has just registered with the system and there
is very little or no information available about him/her to work with at that point.
Moreover, another disadvantage of this approach is that users may feel that their
privacy is compromised when systems maintain, and in some cases share, their per-
sonal information.

Among the challenges facing individualised personalisation, and perhaps person-
alisation in general, are the effect of getting it wrong and risk versus reward (Wade
2009; Vassiliou et al. 2003; Espinoza and Höök 1995; De La Passardiere and Dufresne
1992). As personalisation may sometimes “go astray”, PIR systems have to take into
consideration that delivering an inaccurate personalisation service can have a profound
negative effect on the user’s perception of the system. In other words, inferences made
by personalised system about their users are essentially a “guess”; the harm of getting
it wrong can be greater than the benefit of getting it right. Moreover, some persona-
lised systems may attempt to perform a limited form of personalisation based on a
limited, yet reliable, set of attributes and information available about the user. In spite
of such limitation, the reward of such cautious form of personalisation may be consid-
ered sufficient—to a certain degree—to satisfy the users of the personalised service.
Performing a more aggressive form of personalisation entails a higher degree of risk,
yet it might not produce huge transformations in the personalised service; at which
point, the reward may not be worth the risk. Thus, it is important for future PIR systems
to investigate successful tradeoffs for delivering the right amount of personalisation in
a careful manner. It is also important for PIR systems to bear in mind the effects that
personalisation introduces to the interface of the system; users should not be surprised
or disoriented by the changes incurred by the adaptive service. Therefore, designers
of PIR systems should provide adequate balance between the usability of the interface
and the potential effectiveness of the system.
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Community-based personalisation takes a step further from individualised per-
sonalisation as information can be shared between the user models (Teevan et al. 2009;
Sugiyama et al. 2004; Mei and Church 2008). The system’s adaptive decisions are then
based on a wider scope of users, and not just a single user. This may be the case when
a system groups the users into stereotypes (Brajnik et al. 1987) according to certain
similarity criteria between their user models; at which point the system can judge the
relevance of a certain document or item to a user based on the information of other
users who belong to the same group in a collaborative manner. It can also be the case
when information from some user models is used to determine or alter the weights of
interests in other user models.

The main consideration in community-based systems is how users are grouped
together. This can be done in the following ways: (1) by manually pre-defining labelled
groups in which users can join when they sign up with the system. These groups can
be related to topics of interests (e.g. music, sports, etc.); (2) by using machine learning
techniques (e.g. clustering techniques) to automatically form clusters of users based
on similarity features between their user models (e.g. textual similarity of interest
terms); (3) by including content information, in addition to user information, when
processing user models for similarity. This is, for example, the case with content-based
recommendation systems (Pazzani and Billsus 2007); (4) by grouping users based on
their demographic information (e.g. language, location, line of work, etc.).

An argument in favour of community-based systems is presented in Mei and Church
(2008). The authors argue that too much personalisation may sometimes degrade
retrieval effectiveness just as severely as no personalisation at all. The authors suggest
that personalisation should sometimes “back off”21 to a larger number of users, rather
than a single user, when not enough individual user information is available. To this
effect, the authors in Teevan et al. (2009), investigated how a user’s model can be
augmented with information from groups of similar users with the aim of improv-
ing retrieval effectiveness. Different ways to form groups of users were investigated,
including demographic information. The authors called their approach “groupisation”
(as opposed to personalisation).

A good example that demonstrates the advantage of community-based PIR is pre-
sented by Sugiyama et al. (2004) where two search systems are proposed. The first
system operates on an individualised scope while the second operates on a commu-
nity-based scope where interest weights are assigned in a collaborative manner. In a
typical collaborative system, items that are rated as relevant by some users may be
recommended to other users who share similar interests. However, in this system, col-
laboration is actually applied on the interests stored in the user models, where terms
and weights from the models of some users can be assigned to the model of another
user. The weight of a “borrowed” term is then computed by obtaining an average from
the closest neighbouring (similar) models. The authors showed that the community-
based system outperformed the individualised system in terms of retrieval accuracy and
therefore they recommended performing personalisation in a collaborative manner.

21 Mei and Church (2008) used the term “back off” to refer to the notion of broadening the scope of the
number of users on which personalisation decisions are based.
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Community-based personalisation has also been widely implemented in the area
of recommender systems. As this survey paper is mainly concerned with persona-
lised search systems, more information about recommender systems can be found in
Schafer et al. (2007).

Aggregate-level personalisation refers to the notion of a system that does not
explicitly make use of a “per-user” model to represent users; at which case personali-
sation is guided by collective usage data as exhibited in search logs (Agichtein et al.
2006b; Gao et al. 2007; Sun et al. 2005; Smyth and Balfe 2006). For example, this is
the case when a system ranks documents based on the number of times a document
was visited by users.

It may be argued that systems which perform personalisation at an aggregate level
should not be regarded as “personalised” systems, since they do not make use of a
user model and thus do not tailor their service to a specific “person”. However, when
considering search personalisation in a broader sense, the objective is retrieving doc-
uments that satisfy users’ information needs; this may indeed start at the higher level
of adapting to the needs of the majority of users. Adapting to the needs of the majority
can give some kind of guidance as to what an individual user may need. For example,
a common information need can be inferred if at some point in time a large number of
users issued the same query and clicked the same results for it. Therefore, exploiting
this inferred common need may serve in adapting similar future searches. Yet, the suc-
cess of aggregate level systems rely heavily on their capability of accurately analysing
and interpreting aggregate usage information so that they could deduce the true needs
of the majority.

The classification of PIR systems in this manner can be regarded as a way to identify
the scope on which each system operates, rather than an attempt to define completely
distinct categories. In this sense, the three introduced scopes may be regarded as special
(or more generalised) cases of each other, where the individualised scope indicates that
personalisation is performed per “only one user”, the community-based scope indi-
cates “more than one user”, and the aggregate-level scope indicates “all users treated
as one”.

4.2.3 Personalisation approach

Personalisation in PIR systems can be achieved by query adaptation, result adaptation,
or both. In other words, adaptation can be performed over the information that users
send out or the information that they receive. In systems that offer a multilingual ser-
vice to the users, the adaptation process may also include query and result translation
(Oard 2010; Oard and Diekema 1998).

4.2.3.1 Query adaptation Studies, such as Furnas et al. (1987), show that users may
not always be successful in using representative vocabulary when locating objects
in a system. Therefore, query adaptation attempts to expand the terms of the user’s
query with other terms, with the aim of retrieving more relevant results (Manning et al.
2008). In some cases, source query terms may be completely replaced by other terms.
Query adaptation also involves altering the weights (significance) of the query terms
when submitting them to the retrieval component of the system.
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Table 4 classification of query expansion techniques

User-focused Not user-focused

Individualised Aggregate

Implicit User model Usage information (search
logs)

Pseudo-relevance feedback (local
analysis) & global analysis

Explicit Relevance feedback
& interactive QE

Six techniques are mainly used for obtaining terms for query expansion, which
can be classified in terms of whether they are user-focused or not and whether they
are implicit or explicit: (1) processing the user model: which involves the implicit
selection of terms from the user model (Zhou et al. 2012; Chirita et al. 2007; Psarras
and Jose 2006; Shen et al. 2005); (2) processing aggregate usage information: which
involves implicitly obtaining terms from the query logs and/or their associated clicked
documents under the assumption that the majority of user clicks would be on docu-
ments that are relevant to the queries they submitted (Yin et al. 2009; Gao et al. 2007;
Cui et al. 2003; Billerbeck et al. 2003); (3) pseudo-relevance feedback (local analy-
sis): which involves performing an initial retrieval round (that takes place behind the
scenes) using the source query and then implicitly selecting expansion terms from the
top N retrieved documents (or their snippets) under the assumption that most of them
would be relevant to the source query (Leveling and Jones 2010; Ogilvie et al. 2009;
Cao et al. 2008; De Luca and Nürnberger 2006); (4) global analysis: which involves
the implicit selection of expansion terms from a thesaurus (e.g. WordNet), a knowl-
edge source (e.g. Wikipedia), or a large corpus (based on co-occurrence statistics in
this corpus) (Callan et al. 1995; Xu and Croft 1996; Nguyen et al. 2008); (5) (explicit)
relevance feedback: which requires that the user explicitly provide relevance feedback
about a number of documents from an initial set of retrieved results where documents
marked as relevant are processed to obtain expansion terms (Ruthven and Lalmas
2003; Harman 1992b; Salton and Buckley 1990); (6) interactive query expansion:
which involves user interface that allows the user to explicitly select expansion terms
from a candidate list of terms suggested by the system (Bast et al. 2007; Ruvini 2003;
Efthimiadis 2000; Harman 1988). Table 4 shows a summarised classification of query
expansion techniques. Furthermore, details of these techniques are analysed across a
number of example systems below.

Processing the user model The work reported in Chirita et al. (2007) is an exam-
ple of systems where query expansion terms are obtained from the user model. The
user’s interests are inferred from his/her Personal Information Repository, which is the
collection of their desktop documents, emails and cached Web pages. The first step
towards the selection of terms for expansion involves identifying documents in the
user’s repository which contain the source query terms. Second, these documents are
sorted in descending order, with respect to the source query terms, based on a modified
term frequency (TF) weighting scheme. Third, query-focused summaries of the top
K documents are produced. Fourth, all the terms of the summaries are extracted and
are sorted according to document frequency (DF) weighting based on the number of
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summaries they appeared in. Finally, the top four terms are used as expansion terms
for the source query. The authors also conducted a set of experiments to determine
the adequate number of terms to use for expansion. They suggested that the decision
should be dynamically based on query features such as query length (number of terms
in the query), query scope (IDF score of the query), or query clarity (query ambigu-
ity). The use of such features in dynamic decisions for query expansion is an emergent
approach in the literature that is known as selective query expansion.

A number of systems in recent literature demonstrated the use of user defined tags
(a.k.a. folksonomy) in PIR, some of which were based on query expansion. For exam-
ple, the authors in Zhou et al. (2012) propose a system where an individualised user
model is constructed based on terms extracted from the user’s tags and bookmarks
on del.icio.us. A statistical tag-topic model is created to deduce latent topics from
the user’s tags and tagged documents. This model is then used to identify the most
relevant terms in the user model to the user’s query and then use those terms to expand
the query.

In some systems, query adaptation is performed by re-writing the whole query based
on a set of rules maintained in the user model. For example, the authors in Koutrika
and Ioannidis (2004) propose a rule-based query re-writing process for personalising
structured search across a database of movie information. The system substitutes the
submitted query with multiple queries using a set of rules that govern the process.
These rules are based on the user’s individual movie preferences. The queries are
connected together in a disjunctive manner using the “OR” operator. For example, if
a certain user, who is known to prefer movies of type comedy, enters a source query
that requests a list of movies in a certain year, then the system will replace the source
query with a query that seeks a list of movies of type comedy in that year.

Processing aggregate usage information The study carried out by Yin et al. (2009)
is an example of performing query adaptation based on aggregate usage information
as exhibited in search logs (submitted queries and snippets of clicked results). As
briefly discussed earlier, the authors are motivated by the idea that users may seek
the same information but using different queries. The authors use machine learning
techniques to learn the similarities between queries in the logs, and exploit these sim-
ilarities for query adaptation. They argue that traditional pseudo-relevance feedback
has two drawbacks: (1) processing the full text of feedback documents (as opposed to
processing only the snippets) obtained in the initial retrieval round is considered an
overhead to the system; (2) not all feedback documents are guaranteed to be relevant,
thus, some bad terms might be extracted from them (i.e. terms that may be harmful
to retrieval effectiveness). The authors address these two issues by: (1) using the text
of snippets instead of documents, which is further supported by the idea that, before
clicking on results, users actually examine the result snippets in order to get a hint
of how far a document is relevant to their information need; and (2) only selecting
snippets that exceed a certain score threshold, where scores are assigned to snippets
based on their rank and their similarity with the source query and similar target queries
in the logs.

Query adaptation based on usage information is also investigated in Gao et al.
(2007). Furthermore, the authors extended into the multilingual dimension. Given
a source query in a certain language, the system obtains related queries from other
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languages by exploiting multilingual search logs. This technique is also known as
Cross-Lingual Query Suggestion (CLQS). CLQS can be viewed as a technique that
combines query translation and adaptation into a single process, where the formulation
of the source query is expanded (or replaced) with common formulations of similar
queries exhibited in the multilingual logs. The authors use machine learning algo-
rithms in order to learn a cross-lingual similarity function that determines the degree
of similarity between a query in the source language and another query in the target
language. The process of determining cross-lingual similarity between two queries
involves several features of monolingual similarity between the first query and the
translation of the second query.

Pseudo-Relevance Feedback (PRF) Query expansion using PRF techniques
(a.k.a. local analysis and blind relevance feedback) was subject to wide research in
IR literature. The main issue with PRF is that the process is prone to noise caused
by the fraction of feedback documents that are not relevant to the query, which may
degrade retrieval effectiveness. This issue was addressed by a number of studies in
the literature in a non-user-focused manner. For example, the research reported in Cao
et al. (2008) and Leveling and Jones (2010) investigate how automatic classification
techniques can be used to identify good and bad terms for query expansion. Several
features were used for the classification process, such as term distribution (the fre-
quency of terms appearing in the feedback documents), term specificity (the number
of documents in which the term appears in the entire collection), term co-occurrence
(co-occurrence of query terms with candidate expansion terms in the collection or in
a thesaurus), term proximity (the number of terms separating co-occurring terms), and
term string distance (the Levenstein distance between terms, which may detect terms
that are morphological variants of each other).

In multilingual PIR literature, the PRF approach is often used to expand the query in
two ways, namely: pre-translation query expansion and post-translation query expan-
sion. Pre-translation expansion involves expanding the source query (in its source
language) by terms obtained from a retrieval round performed over documents of the
source language. Afterwards, the source query is translated into one or more target
languages using a translation mechanism (e.g. bilingual dictionaries or machine trans-
lation systems). Post-translation expansion is then applied to expand the translated
query (in its target language) by terms obtained from another retrieval round that
involves documents of the target language. The authors in Mcnamee and Mayfield
(2002) discussed this process and mentioned that pre-translation expansion helps in
improving translation by increasing the terms that are used as input to the transla-
tion module. This helps in overcoming any limitations in the translation method or
limitations caused by Out of Vocabulary (OOV) terms.22 The authors also mentioned
that post-translation expansion helps in overcoming any output errors that may be
exhibited in the terms produced by the translation module. Moreover, a comparison
between the two approaches was carried out and the authors concluded that combining
both approaches significantly improved retrieval effectiveness more than using any

22 Out of vocabulary terms are new emerging terms that existing translation system may be unaware of.
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one of them alone. It was also concluded that pre-translation expansion contributed
more than post-translation expansion towards the observed retrieval improvement.

The work reported in Cao et al. (2007) is another example of studies which per-
formed non-user-focused query expansion in a multilingual fashion. In the study,
Markov Chains was used to combine query translation and query expansion. Similar
to the above-mentioned CLQS work of (Gao et al. 2007), the process involved expand-
ing the source query with semantically related terms in a different language. However,
this was based on global analysis rather than local analysis.

Some other systems in the literature, such as the system presented in Ambati and
Uppuluri (2006), investigated improving cross-lingual IR by exploiting search logs
but with a different focus; instead of search personalisation, the main objective of the
system was to improve translation methods.

Global analysis An example of systems where expansion terms were implicitly
obtained using global analysis techniques is the INQUERY system (Callan et al. 1995).
In INQUERY, query terms can be expanded with other semantically related terms. This
is achieved by grouping all terms in the collection into noun groups, where each noun
group consists of a phrase (up to three adjacent terms), along with all the terms that
co-occur with that phrase in a pre-define window size (e.g. within the distance of three
sentences). TF and IDF are then used to weight the importance of the terms in the
noun groups. Whenever a query is submitted to the system, the query terms are used to
identify the appropriate noun groups. Then, related terms that exceed a certain weight
threshold are selected from those noun groups and are used for expanding the source
query.

Local and global analysis techniques are implicit (automatic) techniques, but are
not user-focused. Opposite to those two techniques are relevance feedback and inter-
active query expansion, which are explicit feedback techniques that are user-focused
(since the user is involved in the process).

Relevance feedback In the relevance feedback approach to query expansion (a.k.a.
explicit relevance feedback), users are asked to provide feedback about the relevance
of result documents to their information need (Ruthven and Lalmas 2003; Harman
1992a; Salton and Buckley 1990). This feedback can either be positive or negative,
for example by marking documents on a binary scale of relevant versus irrelevant. The
system then analyses the feedback documents and modifies the source query accord-
ingly. The new query is then used to retrieve documents that are similar to the positive
examples, or filter out documents that are similar to the negative examples.

Relevance feedback is an iterative process, where users can keep providing feed-
back for every new result list provided to them. The process may eventually converge
after a number of iterations (i.e. no more significant enhancements in the precision of
the retrieved result list).

Although in relevance feedback there is no user model created (in the formal sense),
the process can be considered personalised because the user is involved in specify-
ing what is relevant and irrelevant to him/her. Furthermore, in a search session, the
adapted query itself can be roughly regarded as a representation of the user’s short-term
(ad-hoc) interests with respect to the current information need.

Interactive Query Expansion (IQE) The IQE approach encompasses more
involvement for the user (Bast et al. 2007; Ruvini 2003; Efthimiadis 2000; Harman
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1988). In IQE, the system suggests a set of terms, from which the user can select the
ones to be used for expanding the query. An important initial step for IQE is that the
system automatically produces a ranked list of candidate terms, a subset of which is
presented to the user. These terms can be obtained from documents which have been
marked relevant by the user or from a thesaurus, where terms that are semantically
related to the query terms are identified.

Several studies conducted comparative evaluations between interactive and auto-
matic query expansion (i.e. IQE vs. explicit relevance feedback) (Ruvini 2003; Magen-
nis and Van Rijsbergen 1997). It was shown that interactive techniques can sometimes
be more effective than automatic techniques. However, it was also concluded that this
is not always the case because IQE depends on other human factors like the degree of
user’s prior knowledge of the domain and the GUI of the application used to present
the terms to the user.

4.2.3.2 Result adaptation The other common approach to search personalisation
is result adaptation. Adaptation of result lists can be performed by result scoring,
result re-ranking, or result filtering. Result re-ranking takes place after an initial set
of documents have been retrieved by the system, where an additional ranking round
is performed to re-order documents based on certain adaptation aspects (e.g. dis-
playing certain documents at higher ranks in the result list based on the user’s inter-
ests). Result filtering can be considered as a special case (or a step further) of result
re-ranking, where after the result list is sorted in descending order of relevance scores,
results that fall below a certain threshold are not displayed to the user. Result scoring
involves incorporating adaptation features directly in the primary scoring function of
the retrieval component of the system

Result re-ranking and result filtering The result re-ranking approach is com-
monly used in many PIR systems. A good example is the MiSearch system (Speretta
and Gauch 2005), which is wrapped around Google search. Following a user’s search,
the results and snippets23 retrieved from Google are passed to the result re-rank-
ing component. The snippets are then analysed using text classification techniques.
This is performed in order to deduce their conceptual content so that they can be
assigned under appropriate ODP categories. After the concepts of the snippets have
been deduced, they are compared to the concepts in the user model using cosine sim-
ilarity. The results are then re-ranked in descending order of the conceptual similarity
score. Several modes of result re-ranking were tested in MiSearch, where the concep-
tual similarity ranking was combined with the original ranking of Google. An alpha
factor was used to specify a certain weight for the conceptual ranking in relation to
the original ranking. The value of alpha ranged between zero and one, where a value
of zero led to completely ignoring the conceptual ranking (i.e. no adaptation applied),
and a value of one led to completely ignoring the original ranking. Experiments with
different values of alpha showed that a value of one achieved the highest improvements

23 Snippets, which are a form of summary or surrogate of a document, are regarded by several studies in
the literature as query-focused document space representations. Thus, several studies opt to use the text of
snippets instead of the full text of documents when processing result lists.
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for retrieval effectiveness. Therefore, it was concluded that result re-ranking can be
an adequate tool for adapting to the user’s information needs.

Several systems in the literature, in which the retrieval components were wrapped
around well-known search engines, do not apply the result re-ranking process on
the full set of results retrieved from the search engine (which could be hundreds or
thousands of documents). In fact, the process is often limited to the top N documents
from the result list. For example, the authors in Speretta and Gauch (2005) decided
to limit the re-ranking process to the top ten retrieved documents. This decision was
based on some experiments that they carried out which involved a number of users
using a non-personalised search system. The results of those experiments showed that
94 % of users’ clicks were on the top three results in the result list. To this end, the
authors further investigated the effect of the position bias phenomenon.24 The phenom-
enon was investigated by randomising the ranks of the top ten results retrieved from
Google before displaying them to the user. The results of the investigation showed that
the top three results of Google search only received 46 % of the users’ clicks when
they were presented in a randomised order within the list of ten displayed results. The
authors concluded that users are affected by the presentation order of the results and
thus continued to randomise the top ten results retrieved from Google in their baseline
system.

The authors in Stamou and Ntoulas (2009) also propose a system where personal-
isation is performed by re-ranking results that are retrieved from Google. However,
as briefly discussed earlier, a notable aspect about their re-ranking process is that the
weights of user interests are not only based on historical evidence (long-term interests)
but also on evidence from the current search at hand (short-term interests). The authors
implement this through a number of steps. First, the user’s past conceptual preferences
are identified by examining past queries and their corresponding clicked documents
and then mapping them to concepts based on a merged ontology (see Sect. 3.2.2). Sec-
ond, the user’s current conceptual preference is identified by examining the current
query. In other words, the system attempts to determine the user’s current information
need given a new query that has just been submitted to the system (where no docu-
ments have been clicked for it yet). If the same query was found in the logs, then the
conceptual preferences that were determined for it in the first step are used. Otherwise,
the system attempts to determine the similarity between the query and the documents
listed under each of the ontology concepts (pre-classified). It might make sense to
perform the re-ranking process only according to the identified conceptual interests of
the current query (since it is the given evidence of the current information need); how-
ever, the evidence from the current query is weak evidence to some extent because
it was supported only by a few terms in a single query. To this matter, the authors
determine the degree of user’s interest in conceptual topics by computing a combined
value of historical evidence and current evidence. In this third step, an alpha value is
used to explicitly specify weight for historical evidence in relation to current evidence.
Lower values of alpha indicate a conservative approach that favours historical evidence

24 Position bias phenomenon (a.k.a. trust bias) is the tendency of users to “trust” the ranking of a search
engine and thereby click on the higher ranked documents even though more relevant documents may exist
at lower ranks.
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(from past queries), while greater values of alpha indicate an aggressive approach that
favours current evidence (from the current query at hand). Fourth, the retrieval process
takes place, where the current query is submitted to Google and corresponding results
are retrieved. Fifth, the conceptual topics present in the documents are determined
with respect to the ontology, and are assigned weights. Finally, for each document, a
relevance score is computed. The computed score involves the value obtained from
the third step (user’s conceptual interests) and the value obtained from the fifth step
(documents’ conceptual weights). The results are then re-ranked in descending order
of the computed score.

Social data was also used for result re-ranking in PIR. For example, the authors
in Vallet et al. (2010) investigated how the ranking of search engine results can be
improved with respect to users if the users’ social information is taken into consid-
eration. This was achieved by re-ranking results retrieved from Yahoo search engine
based on a user model comprising tags extracted from the user’s participation on the
del.icio.us social bookmarking website. Users and documents were both represented
by associated tags, where the tag distribution across 2,000 users and about 160,000
documents were considered. A similar approach was also explored in Noll and Meinel
(2007) where the system performed re-ranking of Google search results based on
social bookmarks and tags harvested from del.icio.us. An advantage argued in the
two studies is that the approach is independent of a specific search engine, and thus
any search engine can be used. However, the data sparsity problem poses a challenge
to this approach as not all Web pages returned by search engines are tagged in the
del.icio.us dataset.

Result filtering can be considered as an additional step that takes place after
re-ranking the results with respect to the user’s interests. An example of systems
which employ result filtering is the WIFS system (Micarelli and Sciarrone 2004).
WIFS offers two services to its users: Web search and Web filtering. The filtering
service autonomously retrieves Web pages and filters them according to the user’s
interests. The pages are first sorted in descending order of relevance scores and then
pages that fall below a certain threshold are discarded.

The aforementioned result adaptation systems operated on an individualised scope.
Opposed to this, are other approaches in the literature where result adaptation is per-
formed on an aggregate-level scope. For example, in the I-SPY system (Smyth and
Balfe 2006), personalisation is collectively based on the deduced interests of the major-
ity of users as exhibited in search history. As briefly discussed earlier, usage infor-
mation in I-SPY is represented in a matrix that keeps track of each query and the
number of times a corresponding document was clicked for that query. In order to
re-rank results for a new search, the current query is checked for similarity against all
the past queries recorded in the matrix. The similarity between queries is computed
using term-based similarity measures which determine the degree of textual similar-
ity between them. The outcome of this procedure is a list of candidate queries (ones
which passed a certain similarity threshold). The click frequencies of the documents
that were associated with the candidate queries are obtained from the matrix. For each
document, the multiple frequencies that come from considering the multiple candidate
queries are combined using a normalised weighted relevance metric which combines
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relevance scores for document-query pairs.25 The new relevance scores are then used
to re-rank the documents for the current query at hand.

An innate characteristic of the result re-ranking process is that two rounds of com-
putation take place. In the first round a function is used to score the relevance of the
documents with respect to the query in a pure IR manner. In the second round, another
function is used to score the documents (or the top N documents) with respect to the
user. Research studies which depend on an external retrieval component (i.e. where a
search engine other than their own is used, such as Google, Bing,26 or Yahoo), they
are obliged to work with the extra round of re-ranking, since they have no control over
the factors of the first scoring function.

Result scoring A number of other systems in the literature for which a retrieval
component was implemented (i.e. ones that did not depend on one of the existing search
engines), followed another approach for result adaptation which is result
scoring. In result scoring, only one round of scoring is performed. The adaptive fac-
tors (variables) that are used to score the documents according to the users’ needs are
combined together with the IR factors in the original scoring function. For example,
in Agichtein et al. (2006a) result re-ranking and result scoring were both implemented
and compared to each other. The two approaches operated on the scope of aggregate
usage data. In the first approach, the one based on result re-ranking, the authors used
machine learning algorithms to learn a function for relevance weighting based on
implicit feedback features from the search logs. However, the rank orders that were
obtained from the original scoring round were not totally ignored as they were com-
bined with the ranks produced by the new learnt function. In other words, the first
approach “honoured” the original scoring method by using an additional re-ranking
function that combined the rank orders obtained from both, the original method and the
new method. Furthermore, a factor was used to specify a certain weight for the ranks
obtained from the new implicit feedback method in relation to the original method.
This allowed control over the degree of bias towards the new method. In the second
approach, which is based on result scoring, the authors included the implicit feed-
back features together with the original features in the main scoring function of the
retrieval component. This allowed avoiding the extra scoring round. The experiments
carried out by the authors showed that the second approach was more effective, thus
they recommended performing personalisation by result scoring, rather than by result
re-ranking.

Another technique for result scoring is the topic-sensitive PageRank algorithm
(Haveliwala 2002). In this algorithm, the system assigns multiple PageRank scores
(Brin and Page 1998) to each document, where each score is calculated with respect to
one of ODP categories. In other words, each document is given multiple scores with
respect to its popularity and its similarity with each ODP category. This information
comes into play when a query is submitted, where the query’s topic is used to identify
which category score for a document will be used when ranking the documents. This

25 The relevance scores were combined by calculating the weighted sum of each relevance score, and then
obtaining the average. The weighing was based on the degree of similarity between the source query and
candidate queries.
26 http://www.bing.com.
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work was extended by Qiu and Cho (2006) where the authors incorporated individual
user interests into the process. This was done by exploiting clickthrough information
to construct user models that are based on concepts from ODP. The evidence from
these user models (i.e. the conceptual interests) was then factored into the equation,
together with evidence from the deduced query’s topic, to select the most appropriate
document score to use in the ranking process.

4.2.3.3 Query adaptation and result adaptation A number of systems in the literature
employ both, query adaptation and result adaptation. For example, in the UCAIR sys-
tem (User Centred Adaptive Information Retrieval) presented in Shen et al. (2005), the
authors argue that the two main aspects of personalised search are: the user’s interests
and the search context (i.e. query disambiguation). The authors focus on modelling
the user’s short-term interests, in an approach called eager implicit feedback. In this
approach, the current query’s context is deduced using evidence from the immediate
previous query (within the search session) and the results clicked for it. To determine
if two successive queries are related, the system performs two searches; one with the
previous query and one with the current query. The retrieved result lists for the two
queries (50 results for each) are then compared to each other by checking how many
terms are common between the titles and snippets of the two lists. If the two queries
are related (based on a textual similarity threshold), the current query is expanded
using terms from the short-term user model created for the previous query. Following
the submission of the adapted query to the retrieval component, the retrieved result
list is re-ranked based on the user model. The user model is updated in a live manner
whenever the user clicks on a result from the displayed list. Based on the updated
model, further result re-ranking takes place if the user clicks on the next link (i.e. live
re-ranking is performed when the user requests to see the next results page).

Another example is the Outride system (Pitkow et al. 2002) where query and result
adaptation are performed in an individualised manner. Query adaptation is performed
by expanding the source query with the most relevant concepts from the user model.
For adapting the results, the documents are re-ranked by comparing the documents’
titles and metadata with the concepts in the user model using Vector Space methods.

A rather different approach for query and result adaptation was presented in Liu
et al. (2004). In one of the proposed systems, a vector-based user model of conceptual
terms was maintained. The conceptual interests were based on Google Directory,27

which is a Web taxonomy that is based on ODP. Google Directory provides a facility
to specify the category to which a query is to be submitted. Query adaptation was
not performed by expanding the query terms, rather, by specifying the category of
the query (e.g. Health, Arts, etc.). In other words, the system attempts to infer the
concepts related to the submitted query and then use these concepts to provide con-
text information to the retrieval system when submitting the query. An automatic and
a semi-automatic approach were used to deduce candidate conceptual categories to
which the query may belong. In the automatic approach the query terms were mapped
into candidate concepts and then these concepts were scored against the concepts in

27 http://www.google.com/dirhp.
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the user model. The top N categories (up to three) related to highly scored concepts
are then identified and specified when the query is submitted. In the semi-automatic
approach, an additional step takes place, which is that candidate categories are shown
to the user (three at a time). The user is then allowed to select the appropriate categories
related to the query. After the categories are identified, the query is actually submitted
multiple times for retrieval; once without specifying any categories, and one time for
each of the identified categories. This leads to the retrieval of multiple result lists.
The system then performs result adaptation by ranking and merging the results into a
single list. A weighted voting based algorithm was used, where results that appeared
on more than one list were favoured.

The advantage of this technique, besides catering for the user’s long-term interests,
is that it also accounts for the possibility of ad-hoc queries. This is because the fact that
multiple result lists are sought by the system, one of which is based on the non-adapted
version of the query, allows for some diversification in the kind of results presented
to the user. This is opposed to other systems in the literature where only one result
list is sought based on an inferred user interest; an approach where if the system’s
guess about the query’s topic is wrong, the result list might be dominated by results
that are irrelevant to the user’s current information need. This approach is related to
an approach in IR literature known as result diversification, where retrieval systems
deliberately diversify the set of results presented to the user, especially on the first
page of results (Santos et al. 2010; Minack et al. 2009; Gollapudi and Sharma 2009).
The rationale behind this approach is to guarantee that users with random or different
intents will find at least one relevant document to their information need in the result
list. Furthermore, this approach encourages users with explorative behaviour to learn
more about diverse topics, which they may have not learnt about otherwise.

4.3 Summary and discussion

In summary, this section provided an analysis of the personalisation approaches exhib-
ited in several systems in the literature. The analysis focused on the core process of
executing personalisation using different techniques for query adaptation and result
adaptation. Table 5 presents a summary of the analysis carried out in this section,
along with some example systems.

It is noted that individualised user models in PIR systems were mostly used for
result adaptation compared to a relatively fewer number of systems where such mod-
els were used for query adaptation. Personalised query adaptation was often based on
aggregate usage information as exhibited in search logs. A broader consideration of
IR literature reveals that the majority of studies which investigated query expansion
were based on approaches that are not user-focused, mainly PRF.

The authors in Cui et al. (2003) compared query expansion based on search logs
to query expansion based on PRF and showed that the former leads to higher retrieval
effectiveness. A rather mixed approach of the two was used in Shen et al. (2005)
where the system inferred the user’s current information need in a search session and
expanded the query based on the inferred short-term interest. This was done by exam-
ining the snippets of the top result retrieved in an initial retrieval round using the given
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query (as in typical PRF), as well as examining the immediately preceding query in
the same session and snippets of the clicked results associated with it (recent search
history).

When considering the systems in multilingual PIR literature, it is noted that query
adaptation is often employed in a non-user-focused manner. PRF is the most common
technique used for expanding the query before and after translation. A challenge for
future multilingual PIR systems would be to investigate the construction of individ-
ualised user models that cater for the needs and interests of a user with respect to
multilingual or cross-lingual search.

5 Evaluation approaches

5.1 Overview

This section of the survey sheds light on evaluation of PIR systems. Although eval-
uation is not literally a stage in the personalisation process itself, it was nonetheless
important to include it as a separate section in this survey. This is because it shows
the effectiveness and the efficiency of the different personalisation approaches and
mechanisms discussed in the previous three sections.

Four criteria are used to derive the discussion in this section: the aspect of evalua-
tion targeted by the system, the evaluation metric or instrument used for evaluation,
the datasets used in the experiments, and the experimental setting for evaluation. An
overview of these four classification criteria is given below.

- Aspect of evaluation: The first criterion in this section is concerned with what is
being evaluated in the system. Different aspects of a PIR system are subject to
evaluation:
1. System performance, which is usually concerned with measuring retrieval

effectiveness (Yin et al. 2009; Chirita et al. 2007; Smyth and Balfe 2006;
Teevan et al. 2005). The advantage of evaluating PIR systems in terms of
retrieval effectiveness is that it stands out as a well-defined quantitative com-
parison across different systems. However, a considerable drawback of such
evaluation is that it does not truly reflect the personalisation aspect of the system
(i.e. more system-focused than user-focused).

2. Usability, which is concerned with the user’s perception of, and satisfaction
with, the system. Evaluating the usability of a system may be required as a pre-
condition to further experimentation in order to make sure that poor subjective
scores are not the result of poor system design. This involves evaluating the
look-and-feel and ease-of-use of the baseline system with respect to the users
and according to design standards (Tullis and Albert 2008; Krug 2005). Fur-
thermore, in the area of personalised systems, usability evaluation extends
beyond the notion of GUI evaluation to studying the impact of personalisation
on the user experience. This involves investigating how far the introduction
of personalised features into the system is successful in improving the user’s
perception of the service and in assisting the user in fulfilling the intended
tasks (Steichen et al. 2009; Conlan and Wade 2004; Micarelli and Sciarrone
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2004; Pitkow et al. 2002). As personalisation is concerned with adapting to the
user’s needs, the benefit of evaluating usability of a personalised system is that
it pays attention to these needs and measures the degree of user satisfaction
with respect to the adaptive service. A concern about this type of evaluation,
however, is that it is hard to standardise across different systems and that it is
subject to user bias.

3. User model accuracy, which is concerned with how well the system is able
to implicitly infer and represent user information, such as the user’s interests
(Pretschner and Gauch 1999). The advantage of this type of evaluation is that
it is user-focused. However, this approach is not very common in PIR litera-
ture, perhaps because many PIR systems implicitly gather a large amount of
information about the user and it would be a tedious task to get the user to
examine it.

- Evaluation metric or instrument: The second criterion is concerned with the differ-
ent quantitative and qualitative metrics or instruments used for evaluation. Respec-
tively following on the aspects of evaluation discussed in the previous criterion,
the metrics can be as follows:
1. Retrieval effectiveness can be quantitatively measured in a number of ways

using well-known metrics in the IR community (Baeza-Yates and Ribeiro-Neto
2011; Manning et al. 2008): (1) Precision, which is the number of retrieved
relevant documents over the total number of retrieved documents; (2) Recall,
which is the number of relevant documents that are retrieved over the total
number of known relevant documents in the document collection; (3) Precision
at K, which measures the fraction of retrieved relevant documents within the
top K retrieved documents; (4) Recall at K, which measures the fraction of
retrieved relevant documents within the top K documents over the total number
of relevant documents in the document collection; (5) Mean Average Precision
(MAP), which is a single-valued metric that serves as an overall figure for
directly comparing different retrieval systems. It is the average Precision at K
values computed after each relevant document has been retrieved for a query,
where the mean of all these averages is calculated across all the test queries;
(6) Normalised discounted Cumulative Gain (NDCG), which is s a precision
metric that is designed for experiments where documents are judged using a
non-binary relevance scale (e.g. highly relevant, relevant, or not relevant). It
gives higher scores for more relevant documents being ranked higher in the
ranked list of results; (7) R-precision, which measures precision with respect
to a given number of documents that are known to be relevant; (8) 11-point
Precision, which measures the precision of retrieved results at 11 fixed values
of recall; (9) F-Measure, which is the weighted harmonic mean of precision
and recall; and (10) Break-even Point, which is the determining the point at
which precision equals recall.

2. Usability can be qualitatively evaluated using usability questionnaires (Brooke
1996; Harper et al. 1997) or quantitatively evaluated by measuring the user’s
performance in fulfilling certain tasks using the system, for example by keeping
track of the time and number of actions needed to complete the task.
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3. User model accuracy can be qualitatively evaluated by interviews or question-
naires that cover how accurate the users think the user model was able to depict
their interests and the weights of those interests.

- Datasets: The third criterion is concerned with the datasets used in the experi-
ments. In PIR, two kinds of datasets are used: document collections and search
logs. Document collections (corpora) are datasets that comprise a large number of
documents in one or more languages. Examples of these are the collections provided
by TREC,28 CLEF,29 and NTCIR,30 which are widely used in the IR community.
These collections, together with a set of manually selected information needs,31

are used as a test-bed for comparing retrieval and adaptation algorithms developed
by researchers in the community. Not all experiments in PIR are conducted on
standard test collections; several experiments were conducted on open Web cor-
pora using retrieval components that are wrapped around live Web search engines.
The advantage of this approach, over the use of standard test collections, is that
the experiments are not over-fitted on the domain or characteristics of a specific
test collection. However, the disadvantage of this approach is that it becomes hard
to perform apples-to-apples comparisons between the results of different studies
in the literature. Search logs, as discussed earlier, are datasets that comprise the
history of user interactions with a system over a period of time. Search logs serve a
very important role in PIR experiments since they hold usage information (aggre-
gate or per user) which is a crucial element in search personalisation. When this
information is analysed and represented in user models it becomes the basis of
user-focused adaptation algorithms. Larger datasets of search logs can contribute
towards more reliable results.

- Experimental setting: The fourth criterion in this section is concerned with the
experimental setup put in place for evaluation. Some studies conduct experiments
in a controlled setting that involves a small number of users and tasks (Stamou and
Ntoulas 2009; Steichen et al. 2009; Speretta and Gauch 2005). The advantage of
such setting is that it allows establishing control groups and conducting a richer
evaluation of usability aspects. On the other hand, other studies base their eval-
uation on a large amount of data drawn from a realistic setting (e.g. well-known
Web search engines) (Yin et al. 2009; Gao et al. 2007; Agichtein et al. 2006a).
Large-scale experimental settings have the advantage of result reliability.

The following section presents a detailed review of the evaluation carried out by several
systems in the literature.

5.2 Review

The discussion in this section starts with systems where experiments targeted the
evaluation of the system’s performance in terms of retrieval effectiveness (i.e.

28 Text REtrieval Conference: http://trec.nist.gov/.
29 Cross-Language Evaluation Forum: http://www.clef-campaign.org/.
30 NII Test Collection for IR Systems: http://research.nii.ac.jp/ntcir.
31 Test queries that are associated with each collection.

123

http://trec.nist.gov/
http://www.clef-campaign.org/
http://research.nii.ac.jp/ntcir


Personalised Information Retrieval 425

IR-style evaluation of retrieval precision or recall). The discussion then moves on
to systems where experiments targeted the evaluation of other aspects of the system
such as usability or user model accuracy (i.e. AH-style evaluation, which is more
user-focused).

In the area of IR research, a common quantitative evaluation approach is to compare
the effectiveness of a proposed search system to a baseline search system. For exam-
ple, for the I-SPY system (Smyth and Balfe 2006), the authors evaluated the precision
and recall of their experimental PIR system against a non-personalised version of the
system. The underlying retrieval component in both systems comprised a meta-search
engine that performed search over open Web corpora by collating results from sev-
eral well-known Web search engines. The experiments were conducted in an in-lab
experimental setting that involved 92 users. The users were divided into two groups;
one for training (45 users) and one for testing (47 users). In the first group (training
group), each user was assigned 25 information needs to satisfy using a Web search
interface (live meta search engine). The users were free to formulate any number of
queries that described the given information need. The interactions of the first group
with the baseline Web search system were logged and used for training I-SPY. The
logs contained the submitted queries and the clicked results. The logged information
was then used in two ways: (1) to create ground-truth relevance judgements, where the
relevance of clicked documents with respect to the queries was manually assessed on a
binary scale (i.e. relevant vs. irrelevant); and (2) to generate the hit matrix (i.e. to train
the personalised system based on click frequencies on result documents). Users in the
second group (the test group) used the personalised Web search system and were also
given 25 information needs to fulfil using any number of queries. It is to be noted here
that the approach of dividing the users into two groups was applicable because the
baseline system did not perform personalisation in an individualised manner, but rather
in an aggregate manner based on general usage history. Thus, it was not a must that
the same group of users be subject to both systems. Several IR metrics were used for
retrieval evaluation based on the ground-truth relevance judgements generated earlier.
The results show that the I-SPY system achieved significant improvements between
117 and 266 % over the baseline system using the Precision at K metric, where K varied
between 5 and 30. The results also show improvements between 138 and 280 % using
the Recall at K metric with the same range of values for K. Moreover, the F-measure
metric was also used to evaluate the personalised system where the results showed
improvements up to 380 % over the baseline system for K = 30. It is worth mentioning
here that majority of studies in PIR literature report precision or recall improvements
between 10 and 50 % over a baseline. It is not very common to achieve improvements
over 100 % such as in this study. Besides the possibility that their proposed system
was a very successful one, another viable possibility is that the baseline system used
in the comparisons was a weak one.

Different personalisation approaches were evaluated in Sugiyama et al. (2004),
where three personalised systems were compared to each other: (1) an existing base-
line system, which adapted results using a short-term user model that is based on
explicit relevance feedback from users; (2) an experimental system which adapted
results based on implicit construction of short-term and long-term user models; (3) a
second system which extended the first experimental system by allowing long-term
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user models to borrow weighted interests from each other in a community-based man-
ner. All systems used a retrieval component that performed search over open Web
corpora using a Google search wrapper. The experiments were performed in an in-lab
setting that involved 20 users using the baseline Web search system over a period
of 30 days, where each user was assigned 50 queries. The queries were prepared by
the authors based on 50 topics (information needs) that came from TREC32 evaluation
campaigns. The users were asked to provide relevance judgements for the top 30 results
retrieved for each query. These relevance judgements were used as the ground-truth
judgement for comparing the three systems. The user models for the two experimen-
tal systems were generated based on the search history accumulated from using the
baseline system. The two systems were then run as an automated simulation using the
same queries. The R-precision metric was used to evaluate the retrieval effectiveness
of the three systems. The results showed that first proposed system (based on individ-
ual approach) outperformed the baseline system with a 28 % improvement and that the
second proposed system (based on collaborative approach) outperformed the baseline
with 37 % improvement; thus showing that community-based personalisation can be
more effective than individualised personalisation.

A similar in-lab setting was also used in Teevan et al. (2005) to compare a per-
sonalised system to a baseline system. The retrieval component was wrapped around
MSN Search. Relevance judgements were performed in a non-binary manner, where
documents were judged on a three-level scale: highly relevant, relevant, or not rel-
evant. The results showed that their personalised system significantly outperformed
the baseline system with an improvement of 24 % in NDCG.

As discussed earlier, systems which implicitly infer the user’s search interests can
harvest terms from the queries that the users submitted, the documents that they clicked
on, or the snippets of the clicked documents. With respect to these different sources,
an interesting study was reported in Speretta and Gauch (2005) in which a system
where terms are extracted from queries was compared to a system where terms are
extracted from snippets of clicked documents. The retrieval effectiveness of the exper-
imental systems was evaluated against a non-personalised system. All systems used
a retrieval component that was wrapped around Google. The experiments involved
six users who used the baseline system for their own daily searches (i.e. users’ own
information needs) over a period of six months. The baseline system randomised the
top ten Google results before displaying them to the user. All the users’ interactions
with the system were logged. From the logs, 47 queries per user were extracted, where
40 queries were used for training the personalised systems (i.e. for constructing the
user model either from the text of the queries or the text of the snippets), 5 queries
were used for testing a number of parameters of the system (fine tuning), and 2 queries
per user were used for validating the system. A notable difference between this study
and other studies is that relevance judgments were not based on manual assessments.
Rather, an implicit approach was used where documents that were clicked by users
while using the baseline system were deemed as relevant. However, this approach
only produced a very small number of judged documents with respect to test queries.

32 Text Retrieval Conference: http://trec.nist.gov/.
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A simple rank scoring measure was used to evaluate retrieval where each system was
evaluated according to the rank it assigned to the relevant documents of the query
(i.e. in which position in the list did the system place the few documents that were
implicitly judged as relevant). The results showed that both proposed systems were
equally capable of improving retrieval over the baseline system, with a slightly higher
improvement for the snippet-based system (34 %) compared to the query-based system
(33 %).

A number of studies in the literature, especially ones that were carried out by
research teams who are affiliated to major search engine companies, conducted their
experiments on large-scale datasets. This is compared to the relatively much smaller
datasets that are generated by in-lab experimental settings. For example, in Agichtein
et al. (2006a) a realistic experimental setting was arranged, where a large-scale dataset
of usage data was obtained from a well-known search engine.33 The dataset comprised
search logs recorded for user interactions with the search engine over a period of eight
weeks, which contained over 1.2 million unique queries and over 12 million user inter-
actions (post-search actions, including clicking on results). A random sample of 3,000
queries was drawn from the dataset and was used for the experiments. For each of
the queries, 30 result documents on average were manually judged for relevance. The
authors noted that one of the characteristics of a realistic experimental setting is that
implicit feedback can be noisy (e.g. inconsistent or incomplete). Nevertheless, they
argued that this characteristic actually counts towards the reliability of the experimen-
tal results. Several personalised systems, in addition to the baseline system, were tested
against each other. Personalisation was performed on an aggregate usage level where
the systems made use of part or the entire evidence of implicit feedback. The systems
mainly involved two personalisation approaches: result scoring and result re-ranking.
Three metrics were used for retrieval evaluation: Precision at K, NDCG, and MAP.
The experiments showed that: (1) the exploitation of implicit feedback information
is useful in realistic Web search environments, despite the existence of noise in the
recorded logs; (2) result scoring, where implicit feedback features are incorporated
into one scoring function together with other existing scoring features, is more effec-
tive than result re-ranking; (3) using several implicit feedback features leads to better
results than just using clickthrough features (i.e. it is recommended to make use of
additional pieces evidence of implicit feedback such as dwell time on a page).

The experiments carried out by Gao et al. (2007) were also conducted in a large-scale
setting. As discussed earlier, the authors proposed a Cross-Lingual Query Suggestion
(CLQS) system. Given a source query in a certain language, the system obtained
related queries from other languages by exploiting multilingual search logs. The pro-
posed CLQS method was intended to be used as a method that combines query expan-
sion with query translation instead of the typical use of a translation component in
CLIR. The experiments were conducted on large datasets of English and French search
logs. The first dataset included 7 million unique English queries, obtained from MSN
Search logs over a period of one month. The second dataset included 5,000 randomly
selected French queries out of 3 million queries from a French query log. The TREC-6

33 The study was conducted at Microsoft Research, but the name of the underlying search engine was not
specified.
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CLIR document collection and its 25 information needs were used in the experiments.
The cross-lingual retrieval effectiveness of the proposed CLQS system was evaluated
using the 11-point Precision metric against three systems: a monolingual system, a
system that used Google French to English machine translation, and a dictionary-based
query translation system using co-occurrence statistics for translation disambiguation.
The proposed CLQS system achieved 7.4 % improvement over the machine-transla-
tion-based system and 25 % improvement over the dictionary-based system. It was
able to achieve 88 % of the monolingual system performance. A rather similar setting
was also used in Yin et al. (2009) where the experiments were conducted on a dataset
of search logs obtained from Microsoft Live Search over a period of ten months. The
dataset contained 12 million unique queries.

Evaluation of personalised systems which are based on social data also commonly
used retrieval effectiveness as a key measure for evaluation. For example, the per-
sonalised system reported in Zhou et al. (2012) evaluated the retrieval precision of a
proposed query adaptation algorithm. Adaptation was based on terms obtained from
a user model consisting of terms extracted from the user’s tags and bookmarks on
the del.icio.us website. The experiments were conducted on a large-scale dataset har-
vested from del.icio.us, involving the data of about 6,000 users, 1 million documents,
and 280,000 tags. The intuition behind the evaluation process is that, if a user u book-
marked a document and tagged the document with a tag t , then it may be assumed
that the tag t is considered relevant to the document by the user. Based on this idea,
the system issues a query consisting of the keyword t on behalf of u, and then checks
whether those documents tagged with t by u are ranked high in the returned result list.
The MAP metric was used to evaluate retrieval effectiveness. The proposed persona-
lised system was able to achieve a statistically significant improvement of 61 % over
a non-personalised baseline.

Evaluation in the area of AH, especially in the educational domain, has often focused
on the effectiveness of the adaptive service within the given domain (Conlan and Wade
2004; De Bra et al. 2003; Brusilovsky and Peylo 2003). This type of evaluation reflects
the two-fold challenge of evaluating adaptive systems: how to uniformly test a system
which changes in response to the user and how to evaluate a complex user experience
with an unbiased measure. This gives rise to the use of measures such as task time
completion and user satisfaction as a basis for testing the adaptive experience.

For example, the authors in Conlan and Wade (2004) proposed an adaptive eLearn-
ing system based on the content of an undergraduate-level SQL (Structured Query
Language) online course. The course was divided into two parts, a database theory
part (given as face-to-face lectures) and a practical part (online) concerning the learn-
ing of SQL. Only the SQL part was presented via an adaptive eLearning course and
was evaluated in large-scale experiments. The experiments involved a total of over 500
students, spanning a period of four years. The experiments aimed at evaluating the
effectiveness of the course provided by the adaptive system by examining the students’
performance over a number of years in exams specifically related to SQL topics. This
included exam scores over the period of the evaluation (four years) and also the two
preceding educational years when an online non-adaptive version of the course was
used. Evaluation was concerned with comparing how the students performed using
the non-adaptive online course (before the introduction of the adaptive one) to how
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they performed using the proposed adaptive system. The results of the experiments
demonstrated the success of the proposed adaptive system where an average of 13 %
increase in students’ exam scores was reported for the adaptive system over the non-
adaptive one. Furthermore, analysis of differences in student capabilities across the
years was performed to ensure no natural bias between years.

The authors in Steichen et al. (2009) carried out an assessment of the knowledge
gain of the students in a domain-specific eLearning environment. The knowledge gain
was assessed by comparing the students’ initial knowledge, measured in a pre-test,
with their answers to task-based questions in the adaptive system. The experimental
setting involved 12 students who were asked to complete 3 learning tasks that were
randomly selected from a pool of 6 tasks. The knowledge gain was calculated by scor-
ing the students’ answers in the pre-test on a scale from 0 to 5 (where 0 indicated that
the student had no prior knowledge of the task area, and 5 indicated that the student
had the knowledge needed to carry out the task) and by assessing the students’ answers
to the given tasks on the same scale (where 0 represented complete failure to solve
the task and 5 represented complete success). The average knowledge gain of the 12
students using the system was 4.25, which reflected the educational impact of the pro-
posed adaptive system. Moreover, the students were also asked to fill questionnaires
to evaluate the usefulness and the usability of the system. The results suggested that
students were satisfied with the relevance of the presented content to their information
needs and that they liked the presentation of results in the form of adapted hypertext
presentations (dynamic composition of results and eLearning content).

Relatively few personalised search studies in the literature attempted such user-
focused evaluation that is common in the AH field. Among those few studies is a
study conducted by Pretschner and Gauch (1999) where the accuracy of the user
model was qualitatively evaluated by comparing the inferred interests in the user
model to actual user interests. This was done by a questionnaire that asked users to
indicate how well the top 20 inferred interests in the user model reflected their actual
interests. The results indicated that, on average, the users found that more than half
of the inferred interests truly reflected their interests. In addition to the user model
accuracy evaluation, the retrieval effectiveness of the Web search system was evalu-
ated using 11-point Precision. The experiments were conducted in an in-lab setting,
and the retrieval component was wrapped around the ProFusion34 search engine. The
results showed an 8 % improvement in precision for the personalised system over the
baseline search engine.

Task-based evaluation was carried out in Pitkow et al. (2002) where the system
recorded the time and number of actions that the users needed in order to successfully
complete a number of given search tasks. The experiments were carried out in an
in-lab setting that involved 48 users using two systems: the experimental personalised
search system (which was wrapped around Google) and any of the following well-
known search engines: AOL,35 Excite,36 Yahoo, or Google. Each user was given 12

34 The ProFusion meta search engine is now obsolete.
35 http://www.aol.com/.
36 http://www.excite.com/.
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search tasks and a maximum time of 3 min to complete it. The results showed that
the proposed personalised system enabled users to complete their tasks in less time
and a smaller number of actions compared to the use of one of the search engines. It
should be noted that the proposed system offered a rich user interface that comprised
a number of special additional features that are not present in other search engines.
Thus, the authors argue that a bias towards their system in the experimental results
may be observed because some of the tasks were tailored to make use of those special
features which enabled users to use them and finish their tasks faster and with fewer
actions. A notable drawback in the evaluation process was that, due to experimental
limitations, a default user model (i.e. the same user model) was used for all the users.
The default user model contained information mined from browsing history of docu-
ments that are related to the search tasks. The users were given the chance to view the
content of the user model prior to the experiment. Such use of a default user model
is not a common approach in PIR studies and may render the experimental results
doubtful.

5.3 Summary and discussion

A variety of evaluation mechanisms and approaches were discussed in this section.
Table 6 presents a brief summary of these approaches and gives examples by a number
of systems in the literature.

A key challenge that faces researchers in the field of PIR, is obtaining realistic
search logs that can be used to infer users’ behavioural patterns and search interests.
Major search engines do not prefer to release their search logs to the public or even to
the academic community. This may be attributed to two reasons: privacy concerns and
competitive business or technological advantage. Thus, the alternative for research-
ers becomes in-lab-style experiments. Although an in-lab experiment would not yield
a relatively large dataset of search logs, it has a number of advantages. First, more
focused user studies and usability evaluations can be conducted by providing ques-
tionnaires to the users or by directly interviewing them. Second, the experiments can
be repeated with different settings using the same test group of users, and therefore
comparisons can be conducted between different experimental runs. In general, an
important matter that researchers in the IR and PIR community should perhaps con-
sider is to make their datasets available for other researchers to use. This would enrich
the number and variety of datasets in the community which may lead in turn to enrich-
ing the quantity and quality of research conducted in the area. Furthermore, making
the datasets available will enable researchers to replicate each others’ experiments
and therefore be able to perform apples-to-apples comparisons between their different
proposed systems.

An allied approach has been to divide the challenge of evaluating a whole adaptive
system into an evaluation of the user modelling component, and a separate evaluation
of the adaptive decision-making component (Brusilovsky et al. 2004). This manner
of summative evaluation might be useful for PIR systems, where the different com-
ponents that make up the system can be evaluated in isolation and in a cooperative
manner.
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6 General discussion and challenges

The previous sections of this paper provided an analysis of the different approaches
and techniques exhibited in PIR literature. In this section, a broader discussion is pro-
vided regarding a number of issues concerning PIR and IR in general. This section
also discusses current and emerging challenges facing research in the field of PIR and
highlights future research directions.

The majority of studies in the literature investigated personalisation in monolin-
gual IR systems, and relatively fewer studies extended to multilingual IR. Furthermore,
with respect to the use of an individualised user model for PIR it is noted that no stud-
ies attempted to investigate the construction of user models that would specifically
represent and cater for the needs of a multilingual search user. Multilingual Informa-
tion Retrieval (MIR) systems may greatly benefit from the use of individualised user
models, for example by including information about the user’s country and native or
preferred language. This kind of cultural or linguistic information may be exploited
for adapting both, the query and the results in Personalised Multilingual Information
Retrieval (PMIR). Moreover, PMIR systems may also benefit from the creation of lan-
guage or country stereotype models based on users’ aggregate behavioural patterns as
exhibited in MIR search logs (Ghorab et al. 2010; Jansen and Spink 2003). Research
in this area might reveal a need to alter the way that individualised user models are
represented, so that they can accommodate the multilingual dimension of MIR. Such
change of user model representation may in turn have a profound effect on query
adaptation and result adaptation techniques in PMIR.

Very few studies in PIR literature addressed the area of personalised query adapta-
tion based on information from the user model. More specifically, there is an exhibited
gap in PMIR literature with respect to performing pre-translation and post-translation
query expansion based on terms obtained from the user’s search interests. It is perhaps
worthwhile for future studies to investigate if result-list precision in personalised
search can be improved by performing query adaptation that is based on user model
information. In other words, research in this area can benefit of studies that test the
hypothesis of whether higher degrees of search personalisation can be achieved if the
query adaptation process is more user-centred. One of the main challenges facing this
area of research is how to determine which terms in the user model are most related
to a given query so that they can be selected for expansion.

The selective personalisation approach (see selective query expansion in Sect.
4.2.3.1), which involves systems dynamically making decisions about different aspects
of the personalisation process at runtime, is gaining attention in recent literature. For
example some systems such as Dou et al. (2009), Teevan et al. (2008) and Amati et al.
(2004) dynamically decide whether or not to apply search personalisation based on
certain query features, while other systems, such as Ogilvie et al. (2009) and Chirita
et al. (2007) use query features to dynamically decide about how many terms to
use when expanding a query. This kind of studying of query features is known by
several names in the literature, such as: query ambiguity, query clarity, and query
performance. This is an interesting area of research, specially that personalisation is
centred around the idea that content and services are dynamically adapted to users
at runtime, and it would therefore be interesting to see how such dynamic nature of
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personalisation can be stretched even further to include dynamic decisions of when
and how personalisation should be performed.

Various techniques for results ranking and presentation have been explored in the
literature, some of which were well studied in the context of PIR, while others may
still require more attention and comparative evaluation regarding how they can be
incorporated with PIR. For example, a characteristic of the result diversification tech-
nique is that it aims at displaying diverse results within the first set of results presented
to the user (Santos et al. 2010; Minack et al. 2009). This notion can be considered as
opposed to personalisation techniques, where the aim is to display many results from
the topic that is inferred to be of relevance to the user. To this end, there may be scope
for investigating how these two complementary techniques can be brought together
under one roof. An example of this kind of research is the work reported in Gollapudi
and Sharma (2009) where the system attempts to deduce a result scoring function that
makes a trade-off between the two techniques.

Another result presentation method that is exhibited in recent literature and is cur-
rently used by some of the well-known search engines is the aggregation of search
results from different verticals (Arguello et al. 2011; Diaz and Arguello 2009). This
refers to the notion of incorporating different kinds of multimedia items in the result
list, such as images, videos, and text. It also refers to incorporating results from a vari-
ety of genres, such as news, blogs, company profiles and people profiles. Two research
directions are being investigated in this topic: (1) how to select the most appropriate
vertical for a given query; and (2) how to rank items from different verticals when
displaying them in the result list. It would be interesting to see more studies that focus
on how user models can represent the user’s preferences with respect to different ver-
ticals in association with different search domains, and how this information can be
exploited for PIR. Following on this, there may be even more room for research on
search results’ presentation techniques that move away from the traditional ranked list
paradigm, where not only the “list” of results is adapted, but also the “content” of the
results is re-structured and tailored to meet the user’s knowledge and needs (Levacher
et al. 2011; Hearst 2009).

A certain degree of controversy was exhibited in the literature regarding the use of
long-term interests versus short-term interests for search personalisation. Since short-
term interests are incidental interests that emerge from ad-hoc information needs, they
might not benefit much from what has been learnt about the user on the long run.
Yet, there might be scope for investigating how long-term interests may be used for
personalising ad-hoc searches. This area of research may perhaps be aligned with the
approach of selective personalisation where a PIR system can put into effect certain
thresholds concerning when to make use of long-term interests to adapt the user’s
search depending on how similar the current query is to the interests exhibited in the
user model. Furthermore, this topic might also benefit from putting result diversifica-
tion techniques into practice as these techniques can help amend situations where the
system’s inference about the user’s information need has gone wrong.

It is noted that the investigation of implicit information gathering approaches for
user modelling gained more attention over explicit approaches in more recent lit-
erature. The use of implicit methods has shown the ability to improve PIR, espe-
cially when a large quantity of historical information is available about the users’
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interactions with the system. Such history of interactions is a useful resource for infer-
ring the user’s interests and preferences. However, the process of interpreting implicit
feedback and inferring the user’s interests from it may not always be very accurate. For
example, it is not always the case that clicked results are relevant to the user’s search,
and furthermore, the user may sometimes even spend some time reading a document
before realising it is not relevant to their information need. On the other hand, explicit
feedback methods may be considered as a more reliable source of information about
what the users like and dislike, and can therefore be used to revise the system’s infer-
ences about its users in order to ensure that the user model does not go astray. Yet, the
challenge with explicit feedback is getting the users to actually provide it. To this end,
several new systems on the Web exhibit intelligent and unobtrusive ways to gather
“explicit-like” feedback from users by providing features that are integrated as part
of the system’s service; ones that do not require the users to deviate from the natural
flow of system usage.

For example, an early attempt to provide such a feature was carried out by the
Excite37 search engine. A feature called “more like this” was provided, which was
basically a link displayed beside each result in the result list (Jansen et al. 2000). By
clicking this link, users indicated that the result was relevant to their information need
and that they wanted to get more similar results. A number of other examples are now
provided by many new systems on the Web. Google search was recently observed to
sometimes display a “similar” link beside each result, which can be used to obtain
other related results. The Yippy38 search engine groups search results under labelled
clusters; when users click on a cluster to specify the category to which their query
belongs, then this can be considered as a reliable hint of relevance provided by the
user to the system. Moreover, with respect to interactive query adaptation techniques,
several search engines currently offer a query suggestion feature, where an auto-com-
plete mechanism is used to instantly display various expanded forms of the query
while the user is typing in the search field. Besides search engines, numerous social
and recommender websites, such as Facebook and StumbleUpon, are examples where
similar feedback features are used. The “Like” or “I like it” buttons in those websites
are considered a very good source of information about what the user is interested in.
In an indirect way, such buttons gather explicit-like feedback from the users, but in
an intelligent manner that does not give the users the feeling that they are explicitly
providing feedback to the system about their preferences.

The presence and wide use of this form of rich-feedback features in current com-
mercial systems on the Web give a new meaning to the notions of implicit and explicit
forms of feedback. Users may have shown to be reluctant to the idea of having to
provide explicit feedback to the system, but this seems to only be the case when the
main flow of their system usage is interrupted. It would be interesting to see how
future systems continue to intelligently provide feedback-gathering features that are
“disguised” as application features.

37 http://www.excite.com.
38 http://search.yippy.com/.
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In addition to feedback features, many online social applications almost completely
revolve around the idea of user participation. Examples are Facebook, del.icio.us,
Dogear, Twitter, and numerous other new websites that conform to Web 2.0 standards.
The large amount of user-generated content on those websites is certainly a rich source
of information for personalisation. The exploitation of such content for user modelling
has gained attention in recent studies in the literature. It would be interesting to see
more research in this direction in a way that would maximise the utilisation of these
new and rich sources of information in PIR and other related areas.

A higher tendency is noted in PIR literature towards evaluating systems based on
retrieval effectiveness, compared to evaluating systems based on other aspects like the
accuracy of the user model or the usability of the adaptive service. This tendency can
be attributed to the wide usage of precision-based evaluation metrics in the field of IR
where retrieval effectiveness is the focus of evaluation. On the other hand, many sys-
tems in AH literature, where personalisation is implemented in other application areas
such as eLearning, it can be noted that evaluation focused on aspects like the system’s
usability, the performance of users in given tasks, the user model, or other user related
aspects. Since the area of PIR can be recognised as an area where there is a hybrid fusion
of techniques from both, IR and AH, then perhaps there is scope for “borrowing” more
evaluation techniques from the AH field; ones which pay more attention to the user
factor in the equation. Nonetheless, IR evaluation metrics should not be disregarded
as they are standardised and allow bench mark testing across many systems.

Many PIR systems operate over the top results obtained from popular search engines
like Google, Bing, or Yahoo. It may therefore be argued that the improvements achieved
by such PIR systems partially owe to the quality of the underlying IR components.
In other words, it is true to a certain extent that the effectiveness of the result adapta-
tion component of a PIR system depends on the ability of the retrieval component to
retrieve highly relevant results to the query in the first place, before further adapting
those results to the user. This suggests that in order for personalisation to be effective it
must operate on the best available content, and therefore, researchers in the field of PIR
need to make sure that they are using the best available IR techniques before layering
their personalisation techniques on top of them. This calls for evaluation frameworks
that facilitate and standardise the evaluation of the different components of PIR in
isolation, as well as the evaluation of the overall effectiveness of the combined parts.

7 Conclusion

This survey paper presented a critical review and novel classification of State-of-the-
Art approaches in the field of PIR. The analysis was carried out over four stages: (1)
information gathering, which was concerned with approaches for collecting informa-
tion about system users; (2) information representation, which focused on different
approaches of maintaining and modelling usage and user information; (3) personalisa-
tion implementation and execution, which presented an in-depth analysis of approaches
to search personalisation; and (4) system evaluation, which provided a review of the
experimental settings and evaluation mechanisms involved in the evaluation of PIR
systems.

123



436 M. R. Ghorab et al.

Furthermore, this paper presented a classification of PIR systems into three cat-
egories according to the scope of personalisation addressed, namely: individualised
personalisation, community-based personalisation, and aggregate-level personalisa-
tion. The paper also presented a classification of query adaptation techniques from a
personalisation perspective. This classification featured two attributes: (1) user-focused
versus non-user-focused techniques; and (2) implicit versus explicit techniques.

Moreover, the survey provided a discussion of general issues related to IR, per-
sonalisation, user modelling, and AH. The survey also highlighted challenges and
research directions that can be addressed by future studies in the field of PIR.

In conclusion, we argue that the Web community has moved to a situation where
global multilinguality is becoming an ever more important aspect of the users’ daily
interaction with information on the Web. Yet, research in the area of PMIR is still in
an early stage. Research in this area should enable users to achieve maximum benefit
of information on the Web, beyond the barriers of language and country. Therefore,
researchers should be looking at how PIR can be tailored with two things in mind: a
multilingual Web and a multilingual user. The consideration of this natural multilingu-
ality characteristic may have a profound effect on the way personalised systems gather,
model, and exploit user information for the delivery of a service that not only adapts
to the user’s knowledge and interests, but also to the user’s cultural and linguistic
background.

We also argue that the rapid development of how information is presented on the
Web and how users interact with different personalised systems should be taken into
account when designing future PIR systems. This should affect the way the user inter-
face is designed so that it allows the system to learn more about its users by gathering as
much information as possible about them in an unobtrusive, yet reliable, manner. This
should also affect the way machine learning algorithms are used to accurately interpret
the true interests and needs of the users. Such accurate modelling of the users will
certainly help towards providing better and more effective PIR systems on the Web.
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