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Abstract The evaluation of interactive adaptive systems has long been acknowl-
edged to be a complicated and demanding endeavour. Some promising approaches
in the recent past have attempted tackling the problem of evaluating adaptivity by
“decomposing” and evaluating it in a “piece-wise” manner. Separating the evaluation
of different aspects can help to identify problems in the adaptation process. This paper
presents a framework that can be used to guide the “layered” evaluation of adaptive
systems, and a set of formative methods that have been tailored or specially developed
for the evaluation of adaptivity. The proposed framework unifies previous approaches
in the literature and has already been used, in various guises, in recent research work.
The presented methods are related to the layers in the framework and the stages in
the development lifecycle of interactive systems. The paper also discusses practical
issues surrounding the employment of the above, and provides a brief overview of
complementary and alternative approaches in the literature.
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1 Introduction

The importance and benefits of involving users in the design and evaluation of adap-
tive systems has been advocated for a long time (Chin 2001; Weibelzahl 2001, 2005;
Masthoff 2002; Gena 2005; Gena and Weibelzahl 2007). In fact, user studies have
become an integral part of papers published in the UMUALI journal, and indeed most
papers published in the major conferences in the area. For example, a review of the
last three years of UMUALI shows that all papers (excluding surveys and special issue
introductions) now contain evaluations, compared to only one third when Chin (2001)
surveyed UMUALI for the nine years preceding 2001. Although this is most definitely
indicative of increasing maturity in the field, we are far from having solved all related
outstanding issues. This paper discusses some of these issues, and proposes a specific
evaluation approach and methods for addressing them.

From early on in the history of the field, it has been acknowledged that the evalua-
tion of interactive adaptive systems1 (IAS) is, in most cases, a complicated endeavour,
that is significantly different to the evaluation of non-adaptive interactive systems (see
e.g., Totterdell and Boyle 1990). The differences are attributable to the nature of adap-
tivity and the implications it has on interaction. In particular, a mainstay of evaluation
approaches in Human—Computer Interaction (HCI) is that an interactive system’s state
and behaviour are only affected by direct and explicit actions of the user. This principle
does not hold true in adaptive systems, however. The very aim of adaptivity is to imbue
a system with the type of intelligence that allows it to actively take the initiative in
supporting the users’ activities, on the basis of inferred information about the user and
the interaction context, often derived from implicit interaction cues. It is this capacity
of adaptive systems to exhibit their own, not directly user-controlled behaviour that
traditional evaluation approaches fail to address. Moreover, the adaptation process
often takes time, as the system needs to learn about the user’s goals, knowledge or
preferences, etc., before adaptation can take place. Thus, the observation of any effects
of adaptivity may require long-term, or even longitudinal studies, or be based on eval-
uation designs that explicitly account for that factor. Due largely to these disparities
between interactive systems in general and adaptive systems in particular, adaptation
was not sufficiently addressed in early standardized evaluation frameworks (although,
in some cases, it was a concern) (Stary and Totter 1997).

To remedy these problems, early approaches to the evaluation of IAS were in the
direction of comparative assessments between adaptive and “static” systems. This
gave rise to the popular, but potentially also problematic, “with and without” adaptiv-
ity evaluation design, in which an adaptive instance of the system is compared with a
non-adaptive one. This evaluation design has been used in several studies in the field,
including, for example, Kaplan et al. (1993), Boyle and Encarnacion (1994), Weber
and Specht (1997), and Brusilovsky and Eklund (1998).

I We will be using the term “interactive adaptive systems” throughout this paper to refer to systems that
have an interactive front-end and are capable of self-adaptation (applied to, or experienced through, the
aforementioned interactive front-end). We further assume that adaptation in such systems is based at least
on the characteristics of users (treated individually or collectively), without excluding any other category
of adaptation determinants.
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A partial summarization of the potential problems that Totterdell and Boyle (1990)
associate with comparing adaptive systems with static counterparts, or static instances
of themselves, is as follows:

—  Selection of non-adaptive controls: An adaptive system’s behaviour can range
over a set of possible states for any given dimension of adaptation. The ques-
tion, therefore, is which of these states the evaluator should choose for the non-
adaptive control. Where appropriate the state might be selected by best current
practice. However, there may not always be a plausible control, particularly if
the system is a novel application. Furthermore, in all but the simplest situations
there will be a very large space of potential system states, which complicates
the selection of one of these to serve as the “best” non-adaptive state. Addition-
ally, a non-adaptive instance of a system designed to be adaptive may not be
“optimal” in any way, if adaptation is properly designed into the system (Hook
2000).

—  Selection of equilibrium points: Another related problem is the selection of appro-
priate “points of equilibrium” in the evolution of the adaptive system’s behaviour
to compare against. This often needs to explicitly take into account an initial
period of inefficiency during which the system acquires a model of the user (and
any other external factors that guide the system’s behaviour), and also periods
of “flux” during which changes in the user’s or system’s behaviour have mutual
effects that may lead to new points of equilibrium.

—  Dynamics of adaptive behaviour: Adaptive systems often have to adapt to at
least two mutually incompatible criteria (e.g., controllability vs. unobtrusive-
ness). Thus, enhancements brought about by adaptation and explainable in terms
of information about a particular user, group, etc., if applied to another user, group,
or task, might instead have detrimental effects. The evaluator then has to show,
not only that adaptation is of benefit, but also that there exist different “optima”
in the environment, and that the system can find them (e.g., different levels of
trade-offs between controllability and unobtrusiveness that would be “optimum”
for a given user or category of users). Combining this requirement with the fact
that adaptive behaviour evolves over time, there is a multiplicative effect on the
number of states in which the system is, as Totterdell and Boyle (1990) term it,
“compatibly adaptive” to its environment; in a comparative assessment approach,
all these states would ideally be targeted by evaluation.

Further to the above, an implicit assumption of the comparative assessment approach
is that a system “converges” to a state that can then be compared. This, however,
leaves other desirable attributes of adaptation unaccounted for, such as the system’s
capacity to detect changes in its environment, and smoothly transition to new states
of convergence, neither exhibiting oversensitivity to minor fluctuations, nor reacting
so slowly as to cause long periods of mismatch between its behaviour and its environ-
ment.

These problems may be difficult to address in certain IAS domains, but do not,
in fact, render the employment of comparative approaches in studies prohibitive.
Although, to the best of our knowledge, such work has not as yet been reported in the
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literature, approaches that would allow for a systematic selection of states to include
in comparisons would be within reach of the research community.

One point that requires further attention is that, when a comparative approach is
employed, then, by definition, the question asked is a variation of: “is this (adap-
tive) version better than that (non-adaptive) version, in this particular respect?”” This
is indeed a fundamental question and a defining one in establishing the “value” of
adaptation in particular settings. However, it may not provide sufficient insights in
terms of the fine-grained effects of adaptive system behaviour, and the findings may
not be readily generalisable beyond the specific adaptation settings and behaviour of
a single system. More specifically, when employing comparative assessment without
directly addressing specific aspects of adaptation, the reasons behind the “success”, or
“failure” of adaptation can only be traced back to the initial hypotheses of the adaptive
system design. In other words, it may not be possible to ascertain why, and under what
conditions, a particular type of adaptation may be employed towards a specific goal.
This constraint may be prohibitive in cases where evaluation is intended to derive
design knowledge that can be fed back into the system’s development process. In
short, then, we can say that comparative assessment can be potentially very useful,
probably even more so in the context of evaluating the system against the overall goal
that adaptation was introduced to achieve. However, when it is applied at that level,
it may not be able to offer the type of insight necessary for attaining and validating
adaptation design knowledge.

A major characteristic of evaluations that was alluded to above is their goal. A
widely accepted coarse classification uses an evaluation’s goal to distinguish between
formative and summative evaluations (Scriven 1996). Formative evaluation aims to
identify shortcomings or errors in a system in order to further improve it and to guide
the system design and development. In contrast, summative evaluation aims to deter-
mine the value or impact of a system. Formative evaluation goes hand-in-hand with the
HCT principle of involving users as early as possible in the design process, and is vital
in discovering what and how to improve in an interactive system (Gould and Lewis
1985; Shneiderman 1998). Whereas summative evaluation is well established and in
wide use, the same is not true of formative evaluation. Most user-based assessments of
IAS in the literature report only summative evaluations, aiming to establish the extent
to which the use of an adaptation method has improved the system, or the extent
to which the user modelling is accurate. Some recent notable exceptions of papers
that include formative studies that appeared in UMUALI include (Stock et al. 2007;
Carmagnola et al. 2008; Porayska-Pomsta et al. 2008), while some others mention
that a formative study has preceded the summative one, but do not report its results
(e.g., Kosba et al. 2007).

Although the inherent difficulties in the evaluation of adaptation, as discussed thus
far, have been well understood for quite some time, no satisfactory solutions or prin-
cipled alternative approaches emerged until the beginning of the last decade. During
that time, empirical studies that evaluated IAS remained few, and, more often than
not, provided ambiguous results. In the last ten years, the evaluation of IAS started
receiving considerable renewed attention. This has been due, in part, to the increas-
ing utilization of adaptivity methods and techniques in a wide range of application
domains, but also due to the desire to acquire a solid design basis for adaptation,
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unattainable until the largely unsolved problems involved were addressed (see, e.g.,
Brusilovsky and Eklund 1998; Hook 2000; Chin 2001; Masthoff 2002).

This last decade has seen the introduction of a number of promising attempts at
tackling the problem of evaluating IAS, sharing one main idea: to treat adaptation not
as a singular, opaque process, but, rather, “break it down” into its constituents and
evaluate each of these constituents separately where necessary and feasible. These
approaches became known under the moniker of “layered” evaluation of adaptive
systems.

An oft-cited example of the application of the related principles and their poten-
tial benefits are two studies of the same system, one following a layered evalua-
tion approach and one not. The first study on the effects of adaptive link annotation
(described in Brusilovsky and Eklund 1998) demonstrates well the problems that can
arise when evaluating an adaptive system. This study treated the adaptation process
as a “monolithic” entity and aimed to assess it as a whole. Specifically, the goal of
that experiment was to assess the impact of (link-oriented) adaptive navigation support
(ANS) on students’ learning and on their paths through the learning space. Contrary to
expectations, the study failed to show any statistically significant differences between
the versions with and without ANS. Although the authors did perform additional anal-
ysis and offered some potential justifications for their findings, the matter remained
largely inconclusive. A revisited interpretation of the initial study was then presented
(Brusilovsky et al. 2001), which decomposed the adaptation process into two layers
that were evaluated separately. This study demonstrated that whereas the user models
created were sufficiently accurate, the adaptations applied on the basis of these models
were likely not appropriate for the target population.

The above and other propositions on how layered evaluation of IAS can be
approached have been directly or indirectly in use for some time now. This paper
attempts to unify and organize the principles of layered evaluation, as these emerge
from the different propositions and related work in the literature, into a framework
that is based on a decomposition model of the adaptation process that identifies five
stages or layers in the process. It also presents an array of evaluation methods that can
be used in association with the proposed framework.

More specifically, the rest of the paper is structured as follows. We start by outlin-
ing the history of layered evaluation, and the underpinnings of the specific framework
presented herein (Sect. 2). Following that, we present the proposed framework, pro-
viding a rationale and a basis for the evaluation of each of the identified layers, and
propose a number of generic criteria that can be evaluated in relation to each layer
(Sect. 3). We then provide an extensive overview of evaluation methods that can be
tailored, or have been specifically developed to cater for the idiosyncrasies of evalu-
ating adaptive systems; we focus on methods suitable for formative evaluation, and
relate these to the proposed framework’s layers, and the stages in the development
lifecycle of interactive systems (Sect. 4). We then address practical issues related to
the employment of the framework, including the derivation of application domain-
and adaptation type- specific criteria, the tailoring of the layered approach to suit indi-
vidual evaluation requirements, and the selection of appropriate evaluation methods
for different layers and development stages (Sect. 5). We next turn our attention to
limitations of the framework and the general evaluation approach put forward in this
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paper, including the evaluation methods presented, and list some of the complementary
and alternative approaches that can be used to address these shortcomings (Sect. 6).
Finally, we discuss the impact of layered evaluation in the literature thus far, potential
benefits of its application, and related work in the literature (Sect. 7).

2 History and underpinnings of layered evaluation

The seeds of the idea of decomposing adaptation for evaluation purposes can be traced
back to Totterdell and Boyle (1990), who propose that a number of adaptation metrics
be related to different components of a logical model of adaptive user interfaces, to
provide what amounts to adaptation-oriented design feedback. Furthermore, Totterdell
and Boyle (1990) present two types of assessment performed to validate what is termed
“success of the user model” (note that, in their case, the “user model” is also respon-
sible for adaptation decision making): “two types of assessment were made of the
user model: an assessment of the accuracy of the model’s inferences about user diffi-
culties; and an assessment of the effectiveness of the changes made at the interface.”
(Totterdell and Boyle 1990, p. 180)

This main idea remained dormant for several years, but was revived and further
pursued in the past decade, in an attempt to resolve the problems encountered when
employing methods and techniques intended for “traditional” interactive systems to
their adaptive counterparts.

As already mentioned, Brusilovsky et al. (2001, p. 3) advocated layered evaluation,
“where the success of adaptation is decomposed into, and evaluated at, different lay-
ers, reflecting the main phases of adaptation [...]” (see Fig. 1). The authors describe
the identified layers thusly (Brusilovsky et al. 2001) (emphasis by the authors):

— In the interaction assessment layer, only the assessment phase is being evalu-
ated. That is, the question here can be stated as: “are the conclusions drawn by
the system concerning the characteristics of the user—computer interaction valid?”
or “are the user’s characteristics being successfully detected by the system and
stored in the user model?”’

— In the adaptation decision making layer, only the adaptation decision making is
being evaluated. That is, the question here can be stated as: “are the adaptation
decisions valid and meaningful, for selected assessment results?”

Simultaneously with the aforementioned idea, two related evaluation frameworks were
proposed. The first was a process-based framework presented by Weibelzahl (2001),
which discerned four layers that refer to the information processing steps within the
adaptation process (Fig. 2—note that in this figure the steps are represented by arrows,
whereas, in the rest of the figures in this section, they are represented by rectangular
“nodes”):

—  Evaluation of input data (Step 1 in Fig. 2), refers to the evaluation of the reliabil-
ity and external validity of the input data acquisition process, as well as of the
acquired data itself.

—  Evaluation of the inference mechanism (Step 2 in Fig. 2), addresses the evaluation
of the validity of user properties inferred from the input data previously collected.
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—  Evaluation of the adaptation decisions (Step 3 in Fig. 2), deals with determining
whether adaptation decisions made are optimal, determined through the compar-
ison of possible alternative decisions based on the same specific set of inferred
user properties.

—  Evaluation of the total interaction (Step 4 in Fig. 2), finally, is geared towards the
summative assessment of adaptation, and distinguishes between the evaluation of
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system behaviour (including factors such as the frequency of adaptation), and the
evaluation of user behaviour (as affected by adaptation) and the system’s overall
usability.

This framework has a very clear focus on the empirical evaluation of IAS and has been
applied in practice to different adaptive learning courses, including several studies with
thousands of users (Weibelzahl and Weber 2003).

The second framework proposed around the same time by Paramythis et al. (2001)
adopts a more engineering-oriented perspective in the identification of layers (termed
“modules” in the respective paper), focusing in more detail on the different components
involved in the adaptation process (Fig. 3). The framework identifies the following
stages/components of adaptation in adaptive user interfaces:

— Interaction monitoring, encapsulates the collection of input data.

— Interpretation/inferences, refers to inferences drawn upon the collected input
data.

—  Modelling, refers to the population of user-, context- and other dynamic models,
as well as to the utilization of any static models (e.g., a domain- or task-model)

— Adaptation decision making, captures the process of making high-level adapta-
tion decisions (e.g., identify products that are likely of interest to the user), on
the basis of the available models.

— Applying adaptations, refers to “instantiating” adaptation decisions into the sys-
tem (e.g., showing a panel with the list of recommended products, or promoting
them in a list including other products).
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Fig. 4 Comparison of the adaptation decomposition models in the three frameworks presented by
Brusilovsky et al. (2001), Paramythis et al. (2001), and Weibelzahl (2001)

Based on these, the framework then goes on to suggest evaluation “modules” that
address the evaluation of these adaptation stages in isolation or in combination. This
framework also discusses the issue of formative vs. summative evaluation, and makes
some initial suggestions as to which (of the then existing) methods and tools might be
appropriate for the evaluation of different adaptation modules, in order to elicit input
for the development process.

The frameworks discussed thus far have several significant differences, both in the
stages of the adaptation process they seek to highlight and address, and in the evalua-
tion approaches they (implicitly or explicitly) advocate. However, there is inarguably
also a lot of common ground: the premise of all these frameworks is that adaptation
needs to be decomposed, so that its comprising stages/elements can be assessed/evalu-
ated in isolation. Their main conceptual differences lie with the decomposition models
used, and, in particular, with the models’ perspectives on adaptation, as well as with
the adopted level of granularity. Figure 4 provides a pictorial representation of the
differences and relations between the decompositions proposed by these three frame-
works.

Paramythis and Weibelzahl (2005) presented the first steps of an effort to merge or
unify the common themes of these frameworks. These efforts towards a unification of
the alternative propositions, culminating into the framework proposed in this paper,
are based on the introduction of a model of decomposition with the widest possible
applicability on existing and forthcoming IAS, making few assumptions about imple-
mentation and architectural properties of the system, but, at the same time, offering a
concrete enough guide to evaluation activities.

To arrive at the desired decomposition model, we have examined not only the pre-
viously proposed frameworks, but also the common properties of existing models and
architectures for adaptation. Although relatively young, the field of IAS is abundant
with conceptual, architectural, and functional models of adaptation, spanning a large
range of theoretical approaches to adaptation, types of adaptation supported, compo-
nent technologies, etc. (see, e.g., Totterdell and Rautenbach 1990; Oppermann 1994;
De Bra et al. 1999; Jameson 2001; Koch and Wirsing 2002; Knutov et al. 2009).
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This pluralism is further compounded by the existence of domain- and “platform™?
-specific models/architectures, which cannot be easily generalised or extended in their
coverage. For example, several reference models have been developed for adaptive
hypermedia (e.g., De Bra et al. 1999; Koch and Wirsing 2002; Ohene-Djan 2002), but
currently these are not generally applicable to adaptive systems and are rather intended
to support software engineers in developing systems.

In examining adaptation models in the literature, we have restricted ourselves to
the process-oriented ones (as opposed, for instance, to component-oriented ones), so
as to allow for the maximum possible degree of flexibility in terms of how adaptation
is implemented (where, in fact, approaches proliferate). We concentrate here on three
models (or architectures) of adaptive systems that have been proposed in the literature:

— A very early process-oriented architecture was put forward by Totterdell and
Rautenbach (1990) (Fig. 5), which was the basis for the framework proposed by
Paramythis et al. (2001) (see also Fig. 3). This model relates major architectural
elements of adaptive user interfaces in a multi-step adaptation process involving
the collection of input data (Interaction cues), the creation/utilization of models
(User/Task Models), and the selection of appropriate adaptive interventions (User
Interface Variants), all on the basis of the underlying Adaptive Theory.

— Another proposal by Oppermann (1995) describes adaptive systems as consist-
ing of three parts: an afferential, an inferential and an efferential component.
According to (Oppermann 1995, p. 6) “[t]his nomenclature borrows from a sim-
ple physiological model of an organism with an afferential subsystem of sensors
and nerves for internal and external stimuli, with an inferential subsystem of pro-
cessors to interpret the incoming information, and with an efferential subsystem
of effectors and muscles to respond to the stimuli”.

—  More recently, Jameson (2001) presented a “general schema” for the processing
in user-adaptive systems (Fig. 6), which can be informally described as follows
(Jameson 2008, p. 433): “a user-adaptive system makes use of some type of
information about the current individual user, such as the products that the user

2 The term “platform” is used here in its general sense. Exemplifying this use, we would categorise, for
instance, the “Web” as one such platform, quite distinctly from the “desktop” platform.

@ Springer



Layered evaluation of interactive adaptive systems 393

User model
/ o
~
kY
User model acquisition User model application
i \5
4
4
P
Information about Predictions or decisions
the user about the user

Fig. 6 General schema for the processing in a user-adaptive system; adapted from Jameson (2008). (dotted
arrows: use of information; solid arrows: production of results.)

has bought. In the process of user model acquisition, the system performs some
type of learning and/or inference on the basis of the information about the user
in order to arrive at some sort of user model, which in general concerns only
limited aspects of the user (such as her interest in particular types of product). In
the process of user model application, the system applies the user model to the
relevant features of the current situation in order to determine how to adapt its
behaviour to the user.”

These models represent different points of view, and focus on different aspects of
adaptation. One important similarity that they do have, though, is that they do not
attempt to be prescriptive in terms of the modules/components that make up an adap-
tive system. Instead, they focus, directly or indirectly, on the “steps” or stages of the
adaptation process in interactive adaptive systems.

Even more importantly, the models under discussion exhibit a number of common
characteristics:

— They commence with the collection and interpretation of “observation data”,
which, in these models, relate mainly to the user’s behaviour (see “Interaction
Cues” in Fig. 5, and “Information about the user” in Fig. 6).

— In all three cases, there is an “inference” step, which results in the crea-
tion or updating of corresponding models, on the basis of the observed data
(see “User/Task Models” in Fig. 5, and “User model acquisition” in Fig. 6).
Typically, this involves the employment of an intelligent mechanism that infers
user-, context-, etc., characteristics from the raw data.

—  Split between Oppermann’s (1995) “inferential” and “efferential” steps, and rep-
resented individually in the other two models (see “User Interface Variants” in
Fig. 5, and “User model application” in Fig. 6), is the task of making decisions
as to how the system should be adapted, i.e., how the system behaviour should
be changed.

The identified common characteristics of the above models, coupled with the precursor
work on layered evaluation frameworks for IAS, form a solid basis for the proposal
described in detail in the next section.
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3 The proposed evaluation framework
3.1 A model for “decomposing”adaptation

As already discussed, a comprehensive, yet not prescriptive, model of adaptation is
of paramount importance to the framework at hand. We have composed this model
by factoring out and enriching the common elements of previous attempts and the
related models outlined in the previous sections. Its foundations lie on the iden-
tification of three rough categories of “activities” in the adaptation process in an
IAS: observing and interpreting (user) input; adjusting internal models that evolve on
the basis of that input; and, using the up-to-date models to determine the system’s
adaptive behaviour. This rough set has been elaborated upon and refined to better
capture elements of the adaptation process that may need to be assessed. The result-
ing model is depicted in Fig. 7. Briefly, the main layers of adaptation identified are
(Fig. 7):

(a) Collection of input data (CID) refers to the assembly of user interaction data,
along with any other data (available, e.g., through non-interactive sensors) relat-
ing to the interaction context.

(b) Interpretation of the collected data (ID) is the step in which the raw input data
previously collected acquire meaning for the system.
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(c) Modelling of the current state of the “world” (MW) refers to derivation of new
knowledge about the user, the interaction context, etc., as well as the subsequent
introduction of that knowledge in the “dynamic” models of the IAS.

(d) Deciding upon adaptation (DA) is the step in which the IAS decides upon
the necessity of, as well as the required type of, adaptations, given a particu-
lar state of the “world”, as expressed in the various models maintained by the
system.

(e) Finally, applying (or instantiating) adaptation (AA) refers to the actual intro-
duction of adaptations in the user—system interaction, on the basis of the related
decisions.

It is argued that each of these adaptation layers needs to be evaluated explicitly,
although not all layers can be “isolated” and evaluated separately in all systems.
Furthermore, the nature of the IAS will necessarily dictate the relevance of each of
these layers.

Before we move on with the discussion of each of the layers, it is important to make
some preliminary remarks on the rest of the elements that appear in the model. Firstly,
the figure contains several elements “internal” to the IAS (“static” and “dynamic”
models, and adaptation theory). These are briefly described below.

The models potentially maintained by the IAS are separated into two broad cate-
gories. The first category groups together the IAS’s “static” models (comprising, for
instance, the system model, the task model, the application model, etc.) These are
often implicit, i.e., there does not necessarily exist an explicit representation of them
in the IAS; rather, they may be “dispersed” in the form of domain knowledge through-
out the system. In several cases, of course, explicit representations do exist and are
actively used in deciding upon adaptations (e.g., in the case of user plan recognition,
a task model is a necessity). This first category of internal IAS models is used, again
implicitly or explicitly, when interpreting input data. Consider as an example the case
of an adaptive, Web-based course delivery system; the fact that the user has requested
a specific URL may be interpreted by the system as a request for viewing/reading the
contents of the corresponding organization of learning material(s).

The second category groups together the IAS’s “dynamic” models (comprising,
for instance, the user model,? the context model,* a representation of the interac-
tion history, etc.) These are models that are updated by the IAS, on the basis of new
knowledge that it derives from the interpretation of the input data. They are, typically,
the main determinant for adaptation decisions, and can be used in various ways in

3 1t should be noted that, in some categories of adaptive systems, the user model is created once and does
not evolve over time. In these cases, one might categorize the user model with the static models of the
system. Nevertheless, these models can still be treated as dynamic, since they refer to individual users and
are not “shared” among users (as is the case, for instance, with a system’s task model).

4 The term “interaction context” (often shortened to “context” in this paper) is used to refer to all infor-
mation relating to an interactive episode that is not directly related to an individual user. This interpretation
of the term follows the definition of context given by Dey and Abowd (2000), but diverges in that users
engaged in direct interaction with a system are considered (and modelled) separately from other dimensions
of context. Therefore, the interaction context is characterised, for example, by: features and capabilities of
access terminals, characteristics of network connections, the user’s current location, current date/time, etc.
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the decision-making process (for example, a user model can be used to decide upon
adaptations for a specific user, or be combined with models of other users to provide
support for decisions based on the characteristics, behaviour, etc., of entire groups of
users).

Figure 7 also introduces an entity termed “adaptive theory”. The term itself is bor-
rowed from (Totterdell and Rautenbach 1990) and is used to refer to the theory that
underlies adaptations in the system (see also Fig. 5). The word theory is not used here
in its formal sense, but rather to represent the totality of adaptation goals/objectives
that drive adaptation in the IAS. In several systems, the adaptive theory is dispersed
into possibly independent adaptation “rules” which are themselves “triggered” by the
contents of the IAS’s models (e.g., the user model).

Finally, arrows are used in the figure to denote potential flows of information.
Although some of the depicted flows will be typical in certain categories of IAS, or
in certain application domains, only part of them are usually present in any one sys-
tem. For example, the flow from the adaptation decision layer, to the “adaptive theory”
entity, exists only in IAS that have a, so-called, second adaptation cycle (Totterdell and
Rautenbach 1990)—i.e., systems which are capable of assessing their own adaptation
decisions and modifying their adaptation strategies.

Note that the above described elements are not part of the model itself. Their inclu-
sion in the figure is solely intended to facilitate understanding of the model and support
related discussions. The proposed decomposition model (and, consequently, the pro-
posed framework) is neither based upon, nor presupposes the presence of any of the
models identified in the figure (with the possible exception of the user model, or its
equivalent). Further, we explicitly do not assume specific approaches to intelligence,
or decision making, although the depiction of the model might suggest that. In fact,
different approaches along the above lines might lead to different groupings of the
layers, which, for instance, may happen collectively, or have but rudimentary manifes-
tations in an IAS. The subsequent discussion of the adaptation decomposition model
is explicitly based on these provisions.

3.2 Layered evaluation of adaptation

In this section we will present in more detail each of the layers that appear in the model
and discuss whether they need to be evaluated (in isolation or combination) and with
what objectives. To this end, we will also introduce specific evaluation criteria that can
potentially serve as “guides” for their respective evaluation “layers”. Criteria that we
believe are applicable to all layers are discussed separately, after the layers themselves.
Discussions concerning assessment methods that might be appropriate for evaluating
the proposed criteria, as well as the scope and practical use of the framework and its
relation to the specific application domain of the IAS, are deferred until later sections.
Table 1 is intended to act as a “guide” to the rest of this section, and provides a col-
lective overview of the layers and the proposed criteria for each of them, along with
the formative evaluation methods that may be applicable in each case. To facilitate
reading, the relevant portions of the table are repeated at the end of the discussion of
each layer.
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3.2.1 Collection of input data

The “input” data that an interactive system collects is predominantly derived from
the user’s interaction with it, i.e., it comes from direct interaction of the user with
the system’s user interface, or interactive front end>. Data in this category include the
user’s pression of a button, selection of a link, etc. It is important to note at this point
that input data of this nature does not necessarily carry any semantic information. It
is in the next layer, and with the assistance of (implicit or explicit) application- and
task-models that this low-level data will acquire “meaning” for the system.

In addition to the traditional input data that an IAS may derive from direct user
interaction, there exists a host of additional information that may be available to the
system, from “sensors” not directly or explicitly manipulated by the user. For exam-
ple, in an adaptive environment, the user’s position, direction of movement, gestures,
direction of gaze, etc. may also be available (Zimmermann and Lorenz 2008); smart
environments such as smart homes or smart offices often rely on a variety of sensors.
The accuracy of these sensors needs to be considered, before the resulting data can be
used for further inferences. For example, the thermometer measuring the office tem-
perature in an intelligent office environment had an error of about 2°C (Cheverst et al.
2005) and the positioning system in an adaptive museum guide provided a resolution
of 5 cm and 5° in terms of orientation (Zimmermann et al. 2005). In fact, the quality of
the input data can be evaluated in a systematic way. Using the example of an adaptive
museum guide, Schmidt et al. (2009) describe how the impact of uncertainty in sensing
technology in physical spaces can be investigated. With more and more sensor data
available for user modelling, a number of IAS have been described that take advantage
of such potentially useful information as the ambient noise in the user’s environment
(Cheverst et al. 2005), the presence of the user in front of the interaction “terminal”
(Oliver and Horvitz 2005), the very fact that the user is looking at the screen or not,
and even the user’s affective state inferred from physiological sensors (Cooper et al.
2009). In many cases, the accuracy of these sensors seems to be taken for granted. In
fact there may be no need to evaluate this layer if previous studies have shown that
the data is reliable or if it is safe to assume that the data is reliable. Presence of data in
this category may not always directly affect user modelling itself, but most certainly
does affect the interpretation of user-related data, or may even be used to model the
broader context of interaction.

The nature of the sensors and the way in which their input is used will typically
determine what other criteria may need to be assessed. For instance, excessive latency
in a GPS sensor may result in the system adapting to a geographical context that “lags
behind” the user’s current one, and a low sampling rate for an accelerometer may
have adverse effects in a mobile guide that adapts its output to whether its user is
on the move or stationary. It should also be noted that certain categories of sensors,
especially ones not normally employed in interactive situations (e.g., ones related to

5 In the rest of this paper we will be using the term “interactive front end”, rather than “user interface”.
This is done to explicitly denote a potentially richer interactive experience than the one afforded by today’s
WIMP, keyboard- and mouse-based user interfaces, as well as to avoid misinterpretations that may result
from the typical association of the term “user interface” to desktop-based interaction.
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Table 2 Summary of collection of input data layer

Collection of input data (CID)

Goal Check quality of raw input data

Evaluation criteria Accuracy, latency, sampling rate, etc

Evaluation methods Data mining (see Sect. 4.1.3); Play with layer (see Sect. 4.3.1);
Simulated users (see Sect. 4.3.2); Cross-validation (see
Sect. 4.3.3)

a person’s physical well being), may well pose sensor- and context-specific consid-
erations and may require the introduction of respective (possibly entirely custom)
criteria.

Itis noteworthy that undetected problems in this layer may have “cascading” effects
in other layers. Returning to a previous example, treating a user’s position in a physical
space, as relayed by sensors, as entirely accurate, may lead to problematic interpreta-
tions of the users’ interests in relation to objects within that physical space. In contrast,
when the level of inaccuracy that should be anticipated is known, it can well be inte-
grated into the adaptation models of subsequent layers, as demonstrated by Schmidt
et al. (2009). These “cascading” effects can arguably occur between most pairs of
subsequent layers, but are most often neglected in this layer.

In synthesis, either of the categories of data discussed (i.e., originating from the
user, or from non-interactive sensors) is subject to “technical” assessments which
would determine whether factors such as accuracy, latency, sampling rate, etc. are
appropriate for the system at hand. Given the assumption that “raw” input data does
not carry semantic value by itself, such assessments may be all that is necessary at this
level. A summary of this layer is given in Table 2.

3.2.2 Interpretation of the collected data

What is far more interesting and challenging in terms of evaluation is the layer of inter-
pretation of the input data. According to the proposed model, this is the very layer
at which input data acquire “meaning” of relevance to the system. It should be noted
that the distinction between this stage and the collection of the input data may seem
somewhat artificial as far as current practice is concerned. It is usually the case that
input data is retrieved and interpreted in one step. The separation here is not intended
as a proposal for a new engineering paradigm or implementation approach; rather, it
seeks to explicitly identify and conceptually dissociate the two stages, thus making it
possible to discuss them in isolation.

The interpretation process may be straightforward, in those cases that there exists a
direct, one-to-one mapping between the raw input data and their semantically mean-
ingful counterparts. Examples include the retrieval of a user’s position (when the
latter is regarded in its strict geographical confines), the identification of a user action
in the context of a task, etc. When the interpretation is unambiguous, and indepen-
dently of whether it employs any of the system’s “static” models, it can be assessed
objectively and in a user-independent manner. For instance, an adaptive user support
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system (Encarnag@o and Stoev 1999) might exploit action sequences; registering the
number of sessions that the user completed or the number of the user’s undo actions
is probably highly reliable. There is no subjective judgment or other noise involved in
this observation.

Potential problems arise when: (a) the interpretation makes use of assumptions, or
(b) the interpretation requires some level of inference. Assumptions and inferences are
quite commonly employed in existing IAS, mainly due to the lack of additional data
that can better describe the context of interaction. A typical example is how adaptive
Web-based information systems consider a node in the hypermedia space “visited”,
“learned”, “of (no) interest”, etc., on the basis of how long the user spent on viewing
the respective page. Another example is sensor data in intelligent homes, which is par-
ticularly difficult to interpret (Sixsmith 2000). Although considerable work has gone
into developing and proving principles upon which “educated” assumptions or infer-
ences can be drawn (see, e.g., Goecks and Shavlik 2000; Claypool et al. 2001; Spada
et al. 2008), these are always dependant on the IAS’s application domain, deployment
context, etc.

A criterion that may need to be addressed at this stage is the validity of the interpre-
tations (at least in cases where the interpretations are not straightforward, as discussed
above). An example where validity plays a central role would be an adaptive news
broker (Billsus and Pazzani 1999). Users might provide feedback about a specific
news story by selecting one of four categories: interesting, not interesting, I already
know this, and tell me more about this. But the user’s answer depends on many uncon-
trollable factors. Users might read the story only roughly and might overlook some
interesting new facts. Or they might read the same story somewhere else afterwards.
Or, just for the moment, they might not be interested in this kind of stories. Several
other threats to validity do arise here, and further inferences might be highly biased if
the data quality is neither assured nor considered in this process.

Revisiting the example of the “state” of pages that have been viewed by a user, we
could now further identify it as a problem of validity of the interpreted data. If the
system’s assumption (or inference) that a page’s content is “known” by the user is erro-
neous, this could lead to entirely unexpected and unacceptable adaptations, although
the rest of the adaptation cycle may be flawless.

Some systems attempt to compensate for potentially erroneous interpretations by
explicitly incorporating in them the concept of uncertainty. For example, an IAS might
assign interpretations a probability, which might even be related to similar/related inter-
pretations made in the past. Carmichael et al. (2005) show how the inconsistency of
sensor data can be modelled. Modelling the uncertainty can help to identify distortions
in sensor data (Schmidt et al. 2009). It is claimed that the proposed evaluation criteria
for this stage of adaptation are valid in this case as well, although their scope may
need to be adjusted.

When considering the IAS behaviour from the user’s perspective, we can identify
two additional criteria that may need to be addressed at this layer, namely predict-
ability of the system’s interpretations and scrutability of the system’s interpretations.
Jameson (2008) defines predictability in this context to represent the extent to which
users can predict the effects of their actions. We specialize the definition for the needs
of applying this criterion to this layer, and constrain it specifically to the system’s
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Table 3 Summary of interpretation of the collected data layer

Interpretation of the collected data (ID)

Goal Check that input data is interpreted correctly

Evaluation criteria Validity of interpretations, predictability (of system’s
interpretations), scrutability (of system’s interpretations)

Evaluation methods Data mining (see Sect. 4.1.3); Heuristic evaluation (see Sect. 4.2.2);

Play with layer (see Sect. 4.3.1); Simulated users (see
Sect. 4.3.2); Cross validation (see Sect. 4.3.3)

interpretation of user actions. When users have a wrong mental model of the princi-
ples of this interpretation, there is a very real danger that they will try to modify their
behaviour to influence the system’s interpretations with unpredictable effects (see,
e.g., Zaslow 2002).

The second user-oriented criterion proposed is that of scrutability (Kay 2000). The
term scrutability is typically employed in user modelling to signify that every user’s
model can be inspected and altered by its owner. The goal is to enable users to deter-
mine themselves what is modelled about them and how adaptations based on their
models will be conducted. In the context of this layer, the relevant dimension of scru-
tability that applies is the capacity of users to determine (i.e., inspect and control) how
(or even whether) specific actions of theirs are interpreted by the system.

It is worth discussing at this point the notion of interaction between evaluation
criteria. For example, making a system thoroughly scrutable may directly contribute
to the system’s predictability from the user’s perspective. Although in the preceding
example the interaction is contributory, we will later encounter cases where attempt-
ing to maximize one criterion will have potential adverse effects on others. It is very
important to have a clear picture of such interactions between criteria when evaluating
a particular adaptive system, and, if possible, to decide beforehand what types and
levels of trade-offs between “competing” criteria are acceptable.

A summary of this layer is given in Table 3.

3.2.3 Modelling of the current state of the “world”

This stage of the proposed model concerns the derivation of new knowledge about the
user, the user’s group, the interaction context, etc., as well as the subsequent intro-
duction of that knowledge in the “dynamic” models of the IAS. There is a definite
overlap between this stage and the interpretation of the input data; in fact, in several
cases, there is no “second-level inference” in adaptive systems, which may simply go
from interpreting the input data to representing those interpretations in an appropriate
model. However, more often than not, IAS do employ second-level inference, mainly
in the direction of relating the interpreted input to the current state of the dynamic
models, as a basis for deciding the next “state” of those models. Inferences can be
derived in many different ways ranging from simple rule based algorithms to Bayesian
Networks, or Case-Based Reasoning systems.
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The main evaluation criterion for this stage is validity of the interpretations/infer-
ences. This refers to whether the inferences/interpretations reflect the actual state of
the entity being modelled. Whereas, in many cases, this can be determined objectively
and in a user-independent manner, this is not always true. For example, an IAS’s infer-
ence on a user’s interest in a particular piece or category of information (e.g., a tourist
information system might infer user interest in visiting sites of historical interest),
can only be judged on the subjective basis of the individual whom the inference con-
cerns. In the context of recommender systems, validity is usually tested by n-fold cross
validation (see Sect. 4.3.3) of a given dataset (Degemmiis et al. 2007; Berkovsky et al.
2008; de Campos et al. 2009). While this setting makes it easy to compare and bench-
mark different modelling mechanisms and algorithms, such standardized datasets are
not available in many other domains. In these cases, validity may be assessed through
external criteria such as expert ratings (Suebnukarn and Haddawy 2006) or prediction
of a user’s behaviour or performance (Yudelson et al. 2008).

Beyond validity, it is argued that predictability and scrutability also need to be eval-
uated in this layer, although from a slightly different perspective than the one adopted
in the previous layer. Specifically, predictability, in this case, refers to whether users are
capable of predicting the system’s modelling behaviour, given the system’s interpre-
tation of their actions. Similarly, scrutability, in this case, refers to the users’ capacity
to inspect and modify the user model itself (as opposed to the processes leading to its
creation, or the ones involving its utilization). It is in fact this context of scrutiny and
tailoring that the term is usually employed to convey.

While the above three criteria (and especially validity) are inarguably the most
important ones for this stage, there are a number of lower-level criteria that address
the modelling process in further detail. It is important to note that, in most cases, it
only makes sense to proceed with these criteria affer reasonable levels of validity have
been ascertained. The proposed lower-level criteria are: (a) comprehensiveness of the
model; (b) conciseness of the model; (c) precision of the model; and, (d) sensitivity
of the modelling process.

The first criterion, comprehensiveness of the model, is derived from information
theory and is intended to identify the degree to which the IAS’s model is capable of
representing in its entirety the inferred/interpreted information about the entity being
modelled. In other words, this criterion is concerned with how well the model can cap-
ture all the knowledge that is produced by the system within this particular adaptation
stage (for instance, whether there are any properties that should be modelled, but are
not modelled). Apparently, this is a criterion addressing the “structure” of the model
and its representational power, as these relate to the inference process itself. Consider
for example an adaptive learning system which offers learners, for every concept to
be learned, a main description, a set of examples, and a set of self-tests to take. If
the system’s learner model is only capable of representing concepts as “known” or
“not known”(or even a range of possible values between these two extremes) rather
than modelling the learner’s interactions in more detail, then it will be impossible to
take advantage of the rich set of interactions available (and learning states possible)
in further adapting the system to the user.

The second lower-level criterion, conciseness of the model, is “symmetric” to the
first, and seeks to identify properties of the entity being modelled, which can be
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represented in the model, but cannot be inferred from interaction (and, thus, do not
need to be modelled). This criterion is only relevant if the presence of such redun-
dant “attributes” has adverse effects on the system’s design or run-time operation
(e.g., if the system’s complexity is unnecessarily increased or run-time behaviour is
impacted). Returning to the example of the adaptive learning system in the previ-
ous paragraph, consider the case where the user model is capable of representing
learning progress in a fine grained way, including explicit representations of sub-
elements of concepts, such as examples, tests, etc. If these sub-elements are not well
structured in the system (e.g., not semantically distinguished within pages, neces-
sitating that assumptions are made as to whether the learner has encountered them
or not, in which order, etc.) then it will not be possible to populate the respec-
tive entries in the model dependably. This might be a problem if computational
effort is expended in deriving the poorly substantiated entries, and, even more so,
if the system’s adaptation logic uses these values as if they were always present and
dependable.

The criterion of precision of a model is again derived from information theory, and
is concerned with the level of precision with which aspects of the user, context, etc.,
are modelled. For example, using a three-point scale to represent a person’s knowledge
of a given topic is certainly different than using an expanded seven-point scale, or a
percentage. An alternative way to think about this criterion is that it is concerned with
whether properties are modelled with enough detail. Whereas a high level of precision
is, in general, a desired property of IAS, pursuing it may lead to redundancies, without
necessarily increasing the comprehensiveness of a model. An important differentiat-
ing characteristic between the criteria of comprehensiveness and precision is that the
first is mostly concerned with entire aspects of the entity being modelled, while the
second addresses the “granularity” of the model and the level of precision that can be
afforded.

Lastly, the criterion of sensitivity seeks to identify, on the one hand, how fast the
modelling process converges to a comprehensive and accurate representation of the
entity being modelled, and, on the other hand, the effects that fluctuations in the input
data have on their respective models. Evidently, the desiderata are to: quickly arrive at
a model that sufficiently represents the outside “world” (including the user), address-
ing in the process any “cold-start” problems (Schein et al. 2002); avoid “chase effects”
that may result from the system’s being too sensitive; and, avoid unnecessary laten-
cies between an evident change in the modelled entity and the propagation of that
change into the model. This is a very delicate subject that needs to be approached
with great care both in terms of adaptation design and in terms of evaluation. To bet-
ter comprehend the complexity of the particular criterion, consider the example of a
system that tries to “understand” whether the user’s lack of interest in a previously
appealing subject is temporary or the result of a more permanent shift in the user’s
interests.

A summary of this layer is given in Table 4.
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Table 4 Summary of the modelling the current state of the “world” layer

Modelling the current state of the “world” (MW)

Goal Check that constructed models represent real world

Primary evaluation criteria Validity of interpretations or inferences, predictability (of system’s
modelling behaviour), scrutability (of user model)

Secondary evaluation criteria Comprehensiveness, conciseness, precision, sensitivity

Evaluation methods Focus group (see Sects. 4.1.1, 4.2.1); User-as-wizard (see

Sect. 4.1.2); Data mining (see Sect. 4.1.3); Heuristic evaluation
(see Sect. 4.2.2); Play with layer (see Sect. 4.3.1); Simulated
users (see Sect. 4.3.2); Cross-validation (see Sect. 4.3.3)

3.2.4 Deciding upon adaptation

During this adaptation stage the IAS decides upon the necessity of, as well as the
required type of, adaptations, given a particular “state” (as the latter is expressed in
the various models maintained by the system, or directly from input data).

Usually there are several possibilities of adaptation given the same user properties.
Besides the way in which the system usually adapts, it is often possible to ignore
the user model completely, or to use a single stereotype for all users. Furthermore,
for most systems, there are even more adaptation behaviours possible. For instance, a
product recommendation system might have inferred a strong preference for a specific
product. It might now either recommend this product to the customer, only limit the
possible selection to this product, indicate that there is a suggestion without naming
it, or even recommend another product randomly. Comparing these alternatives might
help to explore a kind of baseline that indicates what usual (non-intelligent) behaviour
could achieve and whether adaptation really has advantages. As already discussed, one
should be careful when using comparative analysis, especially if the “static” system
compared against is a “without adaptation” version of the system being evaluated.

There is a very clear distinction between this stage and the next (see “Applying
adaptation decisions” below). This separation can already be seen, for example, in
the model of Oppermann (1995), where the inferential component (where, among
other things, adaptation decisions are made) is separated from the efferential com-
ponent (where adaptation decisions are applied). Again this is not necessarily a dis-
tinction that exists in practice; it is rather a way of facilitating the conceptualisation
of the steps that are involved in the derivation and application of adaptation deci-
sions, and which are often overlooked in evaluating, leading to questionable evaluation
results. One “rule of thumb” that we propose for the separation between these stages
is that decisions made at this stage are mainly at the semantic and syntactic level of
interaction; any further decisions made while effecting adaptation should belong to
the lower syntactic, or to the lexical/physical level of interaction®.

The goal in making this seemingly artificial distinction is to foster the separation
of the adaptation theory (i.e., the foundation of the logic that drives adaptation) from

6 The terms “lexical”, “syntactic” and “semantic” refer to the three levels at which Human—-Computer inter-
action occurs (Hoppe et al. 1986; Ziegler and Bullinger 1991): the lexical level of interaction (also referred
to as physical), which concerns the structure, presentation attributes, and actual behavior of the input/output
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decisions (made at design- or run-time) that represent a typical interaction design task,
rather than a particular adaptation artefact. To return to our very first example again: a
decision to guide learners would belong to this level; the same is true for more detailed
versions of that decision, such as “to guide the learner by augmenting links in-place as
they appear in the text”. All other lower-level decisions (e.g., colour and adornments
used to augment links) would belong to the next level though.

The primary aim of this evaluation step is to determine whether the adaptation
decisions made are the optimal ones, given that the user’s (and, more generally, the
“world’s”) properties have been inferred correctly. We propose the following evalua-
tion criteria for assessing the system towards this end: (a) necessity of adaptation; (b)
appropriateness of adaptation; and (c) subjective acceptance of adaptation (i.e., does
the user think that the adaptation is both necessary and appropriate?).

The necessity criterion is concerned with whether a decided upon adaptation is
indeed required, given a specific interaction state, as this is represented in the system’s
various models. This criterion is often directly related to the theory underlying the
system’s adaptive behaviour, as it addresses the very point at which specific states of
the system’s “world model” are linked to (at least) high-level strategies for remedying
identified problems, or capitalizing upon identified opportunities to support users in
their interaction with the system (or with elements of their environment if the system’s
role is a mediating one). For example, in a system that seeks to automate commonly
performed user tasks, the necessity criterion would need to be applied to all cases
where the system identifies an action sequence the automation of which it believes
will benefit the user.

Having established the need to adapt, one can then move on to the appropriateness
of the decision made, i.e., is the adaptation decided upon one that can cater for the
requirements posed by the current interaction context? For example, Niickles et al.
(2006) observed expert behaviour and how it was influenced by the availability of addi-
tional knowledge to them. Essentially, they were able to demonstrate which adaptation
decisions were taken by experts given different user models.

Finally, subjective acceptance of adaptation decisions refers to the user’s perception
of whether a decided upon adaptation is both required and appropriate. This criterion
is complementary to the ones discussed thus far, in that it specifically urges evalua-
tors to consider not only the objective dimensions of an adaptation decision, but also
its direct effects as perceived by end users. It may well be the case that users are
uncomfortable with a system decision, even if it is ultimately to their benefit (e.g., if
it makes obvious a particular non-complimentary social trait of the user). Subjective
acceptance is of particular importance when a lack of transparency may affect the
user’s trust in the system (Cramer et al. 2008) or compromise the user’s privacy, e.g.,
in a group recommendation situation (Masthoff and Gatt 2006).

Footnote 6 continued

interaction elements that make up the user interface; it is at this level that interaction physically takes place.
The syntactic level of interaction, which concerns the structure and syntax of the dialogue between the user
and the computer, through which the application semantics are made accessible to the user (e.g., specific
interaction steps taken by the user, method of accomplishing tasks). The semantic level of interaction, which
involves conveying the system functionality and domain-specific facilities to the end-user.
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When feasible and desirable, a number of more fine-grained user-oriented crite-
ria can also be considered for this layer. To start with, predictability of the system’s
adaptive behaviour, on the basis of its model of the “world” is an essential element in
many domains of adaptivity. Complementary to predictability is the criterion of scru-
tability of the system’s adaptive behaviour. As was the case in the preceding layer,
these criteria reappear, but the perspective has again shifted to capture the portion of
the adaptation process that is covered by this layer.

A criterion that is applicable in both this layer and the next is that of breadth of
experience. Jameson (2008) argues that, especially in IAS that support the user in
some form of information acquisition, the system’s adaptive behaviour may prevent
the user from experiencing the full range of items, products, functionalities, etc., that
are available. This is related to serendipity, a criterion often applied for the evaluation
of recommender systems (McNee et al. 2006), and intended to convey the extent to
which users make pleasant new discoveries when using the system. Jameson (2008)
points out that a reduction of the breadth of experience is especially likely if the system
relies more heavily than is necessary on an incomplete user model. Although this is
quite possible, in the context of this framework this criterion is intended to identify
decisions that have the described detrimental effects that are based on theoretically
sufficiently populated and valid models.

It is noteworthy that we have here another clear example of interaction between
proposed criteria. Specifically, some of the common methods used in systems to mit-
igate the diminishing of the breadth of experience, such as the systematic proposition
of items that are not dictated by the current user model in a recommender system (see,
e.g., Ziegler et al. 2005), may have direct impact on the predictability of the system’s
behaviour. It is again recommended that evaluators explore such interactions, espe-
cially for novel criteria they add to the assessment of individual layers or the system
as a whole, and that they ensure that the system’s design priorities in this respect are
reflected appropriately in the evaluation design.

A summary of this layer is given in Table 5.

3.2.5 Applying adaptation decisions

This stage refers to the actual introduction of adaptations in the user—system interac-
tion, on the basis of the related decisions. Although typically subsumed by adaptation

Table 5 Summary of the deciding upon adaptation layer

Deciding upon adaptation (DA)

Goal Determine whether the adaptation decisions made are the optimal ones

Evaluation criteria Necessity of adaptation, appropriateness of adaptation, subjective
acceptance of adaptation, predictability (of system’s adaptive behaviour),
scrutability (of system’s behaviour), breadth of experience

Evaluation methods Focus group (see Sects. 4.1.1, 4.2.1); User-as-wizard (see Sect. 4.1.2);
Heuristic evaluation (see Sect. 4.2.2); Cognitive walkthrough (see
Sect. 4.2.3); Simulated users (see Sect. 4.3.2); Play with layer (see
Sect. 4.3.1); User test (see Sect. 4.3.1)
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decision making in the literature, this stage may be varied independently of the decision
making process, e.g., to account for different adaptation strategies. More importantly,
this stage usually “hides” a level of adaptation (i.e., the transformation of possibly
high-level adaptation decisions to a “concrete” form experienced by the user), which
only too often, and in several cases mistakenly in the authors’ opinion, gets evaluated
in tandem with the higher-level decision making stage.

The evaluation criteria that are applicable at this stage depend very much on the type
of adaptation effected. In most cases, traditional evaluation criteria, such as usability,
will be highly relevant (Gena and Weibelzahl 2007). The identification of these criteria
can only be performed on a case-by-case basis.

However, there are a number of adaptation-specific criteria that are largely indepen-
dent of the type of adaptation and could be assessed at this stage. We propose that the
following be considered as a minimum: timeliness of adaptation (i.e., is the decided
upon adaptation applied in a timely manner—e.g., not too late?); unobtrusiveness of
the adaptation (i.e., how obtrusive, or obstructive is the application of an adaptation,
with respect to the users’ main interaction tasks); and, user control over the adaptation
(i.e., can the user disallow, retract, or even disregard an adaptation?). The last criterion
is a specialization of controllability, which is discussed in detail in Sect. 3.2.7; it is
repeated here explicitly to emphasize the role of the current layer in the users’ percep-
tion of their control over the system. Furthermore, all of the aforementioned criteria
can be thought of as directly contributing towards the acceptance of the adaptation by
the user.

Criteria that have been suggested for prior layers and also have bearing on the
application of adaptation decisions are breadth of experience and predictability of the
system’s adaptive behaviour. In terms of the former, assessment can address the extent
to which the way in which adaptations are applied precludes (or makes less likely)
that users will experience certain aspects of the system. In terms of the latter, assess-
ment may address whether modifications (incurred by adaptivity) at the physical and
syntactic levels of interaction are deemed predictable by the user.

The evaluation of this stage should be approached judiciously, and any related eval-
uation activity should be designed very carefully to measure only the relevant criteria.
The difficulty in doing so arises from the fact that the users “experience” the grand
total of the system’s adaptive behaviour through the adaptations that are effected (and
of which they are aware). Heuristic evaluations by experts in terms of usability cri-
teria can help to detect issues with the application of the adaptation decision at early
stages of the development cycle (Carmagnola et al. 2008). An alternative approach that
is more demanding on evaluation (and possibly also on development) resources, but
enables the straightforward participation of end users in the evaluation activities, is the
comparison of alternative manifestations of adaptation decisions. In such a scenario,
two versions of the adaptive system would be in comparison, and they would differ
only in how specific adaptation decisions are effected.

A summary of this layer is given in Table 6.

@ Springer



408 A. Paramythis et al.

Table 6 Summary of the applying adaptation decisions layer

Applying adaptation decisions (AA)

Goal Determine whether the implementation of the adaptation decisions made is
the optimal one

Evaluation criteria Usability criteria, timeliness, unobtrusiveness, user control, acceptance by
user, predictability (of system’s adaptive behaviour), breadth of
experience

Evaluation methods Focus group (see Sect. 4.1.1); User-as-wizard (see Sect. 4.1.2); Heuristic

evaluation (see Sect. 4.2.2); Cognitive walkthrough (Sect. 4.2.3); User
test (see Sect. 4.3.1); Play with layer (see Sect. 4.3.1)

3.2.6 Evaluating adaptation as a whole

The “piece-wise” evaluation of adaptation, as proposed in this paper, can provide valu-
able insight into the individual adaptation stages through which an IAS goes. However,
what is still missing is the “big picture”—the evaluation of the primary adaptation the-
ory (or theories). For example, the basis of adaptation in an adaptive learning system
might be that guiding learners through the available material, decreases learning time
and increases retention time of learned material.

To assert whether such high-level theories (or, seen from a different perspective,
hypotheses) hold true, one needs metrics that transcend the layered evaluation of
adaptation as this has been discussed so far. Such metrics must adequately capture the
application- and adaptation-domains, to be able to more holistically assess the “suc-
cess of adaptation”. This role cannot be fulfilled by the stage-based evaluation criteria
proposed in preceding sections, as these are “domain-agnostic”, i.e., they make no
assumptions, but also no provisions, for any particular application domain.

Browne et al. (1990) have proposed that this problem be addressed by: (a) artic-
ulating and assessing against the system’s objectives, and/or (b) assessing indirectly
against the underlying theory. In the first case, the evaluation is centred around the
identification of the objectives that the system aspires to attain (e.g., to speed up the
user’s interaction with the system, or to decrease the user’s error rate, or to increase
user satisfaction, etc.) According to Browne et al. (1990) many of the objectives of an
adaptive system can be expressed as lists of purposes, which, in turn, can be loosely
interpreted as the collection of “reasons” that led to the introduction of adaptation in
the system, in the first place. Metrics and assessment methods can then be devised to
measure the extent to which the stated objectives are met. These metrics might either
be subjective, such as perception of and satisfaction with the system (Zimmermann
and Lorenz 2008) or may be objective, such as task completion time or number of
steps required (Bontcheva and Wilks 2005).

Following the above approach may not be equally straightforward when the success
of the system in obtaining its objective is related only indirectly to the aspect of the
user interaction that the system is attempting to improve. The means for attaining the
objective may rest on an untested theory. For example, adaptation could be based on
a theory that attempts to decrease error rates in order to increase user satisfaction. In
order to test this theory it is essential that error rate data be collected (even though

@ Springer



Layered evaluation of interactive adaptive systems 409

Table 7 Summary of the evaluating adaptation as a whole layer

Evaluating adaptation as a whole

Goal Summative evaluation of the adaptation theory
Evaluation criteria Specific for system’s objectives or underlying theory
Evaluation methods Heuristic evaluation (see Sect. 4.2.2) Cognitive walkthrough (see

Sect. 4.2.3); User test (see Sect. 4.3.1); Play with layer (see Sect. 4.3.1)

this does not reflect the objective of the whole system), and associated with evaluation
results regarding subjective user satisfaction. In this case, error rates would serve as an
indirect metric towards assessing the adaptive theory. Related to this concept is that of
a “mediator variable” in statistics; the mediator variable is typically intended to con-
cretize and/or operationalise the relationship between an independent and a dependent
variable. When applying this approach evaluators are cautioned that it is sometimes
very complicated to establish causal relationships between variables in an empirically
rigorous manner (Green et al. 2010).

Apparently, the formulation/selection of metrics in both of the preceding cases is
domain- and system-dependent. The establishment of such metrics needs to take place
at design time, and their assessment must be planned well in advance, as there is a
distinct possibility that related measurements may require monitoring aspects of the
system’s or the user’s behaviour which are not part of the primary adaptation cycle.
The selection of appropriate evaluation/assessment methods and instruments depends,
naturally, on the very nature of derived metrics. For instance, one would approach in
entirely different ways metrics related to interaction speed, from those related to user
satisfaction, or retention of learning material.

The discussion until now may have led readers to the conclusion that the assess-
ment of interaction as a whole cannot be approached in a domain-independent way.
However, this is not necessarily the case. If we accept that there are adaptation goals
that are shared by IAS in different domains, then we could also formulate metrics
that go beyond individual domains. For example, Weibelzahl (2003) proposes as a
general goal of adaptation the simplification of the interaction process, and goes on
to introduce the metric of behavioural complexity as a means of assessing against the
stated goal.

A summary of this layer is given in Table 7.

3.2.7 Criteria applicable in most layers

Beyond the criteria introduced for the individual layers there are some that apply to
most, or even all layers. Namely these comprise privacy, transparency and controlla-
bility.

Privacy has been identified as a challenge to adaptive systems (Jameson 2003)
due to the potential tension between the use of personal data for personalization
and the user’s need for and concern of privacy (Kobsa 2007). In fact, privacy is a
complex issue that cannot be addressed by a single solution. All layers are affected
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by this issue. Starting with the Collection of Input Data layer, it may be necessary to
evaluate whether users are willing to provide a certain type of information (Ackerman
et al. 1999) or whether the data is allowed to be collected under certain legislation
(Wang et al. 2006). In regard to the MW layer it may be evaluated whether the infor-
mation in the user model is stored in a secure way. In regard to the DA layer, it may be
evaluated whether the adaptation may potentially disclose information about the user
to other users.

On a similar note, the criterion transparency may need to be evaluated with respect
to several or all of the layers. In general, it is desirable that a user of an adaptive sys-
tem can understand why the system has made a particular adaptation or recommenda-
tion and how the system’s adaptive mechanisms work (Jameson 2003). Accordingly,
depending on the system domain and application it may be important that the user is
aware which information is collected (CID layer), which inferences are drawn (MW
layer) or why a certain adaptation has been chosen (DA layer). Transparency is closely
coupled though not identical to scrutability (Kay 2000). A scrutable system allows
users to inspect their user model and to change it, e.g., in order to remove inaccura-
cies. Mapped onto the layered approach it may be evaluated whether a user can undo
or change system interpretations (ID layer), undo or change user modelling actions
(MW layer), or undo and change adaptation decisions (DA layer). Depending on the
IAS at hand, it may well be that scrutability subsumes transparency in those layers
that it is applicable. Care should be exercised when making this assumption, however,
since transparency is typically understood more expansively and is thus applicable to
more layers than scrutability.

Controllability in this context refers to the user’s perceived ability to regulate, con-
trol, and operate the product (Zhang et al. 2007). Users feel in control if the system
behaviour can be strongly influenced by the actions of the user (Norman 1994; Winter
et al. 2008). The term is sometimes also used to refer to the system property of the
ability to move a system around in its entire configuration space (Ogata 2009) which
is obviously related but not identical to the user’s subjective perception of being able
to do so.

In the design of adaptive systems, the “ability of the user to determine the nature
and timing of the adaptation” (Jameson and Schwarzkopf 2002, p.193) is a key issue,
because in many systems the adaptation is triggered implicitly by user actions and
while some users want to control each aspect of adaptivity, others may have less desire
to do so. Controllability can be evaluated in all layers, but is of particular importance
for the following three layers: when Modelling the Current State of the World users
need to feel in control that they can influence what the system thinks about them.
When Deciding upon Adaptation users should be able to control which decision is
taken. When Applying Adaptation Decisions users should be able to control how the
adaptation is implemented. The specific system goals and domain may determine how
important controllability is considered for system success. While in adaptive learning
systems a high level of controllability seems to be desirable (Kay 2001), it may be less
so with recommender systems or agent-based systems (Trewin 2000). As in the case
of transparency, there are commonalities between the criteria of controllability and
scrutability, and similar caveats apply as controllability does not necessarily imply a
satisfactory level of scrutability, but the opposite is usually true.
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Further to the above, there may also exist functional criteria that are of importance to
the success of adaptivity and need to be subjected to user-based evaluation. For exam-
ple, whereas algorithm complexity is something that can be studied independently
(see, e.g., Domshlak and Joachims 2007), it may be necessary to assess in real-world
conditions the efficiency of a system as perceived by its users. Assessment of this kind
of criteria may sometimes require the simulation of scale (e.g., in the number of users
in the target population), which may be addressed with hybrid approaches, such as the
employment of simulated users (see Sect. 4.3.2).

4 Methods for the formative evaluation of IAS

Having presented the proposed evaluation framework for IAS, we now proceed to
discuss a number of evaluation methods that can be used in conjunction with the
framework. Returning to the differentiation between formative and summative eval-
uation, we would like to point out that, due to the nature of layered evaluation, this
paper focuses almost exclusively on formative methods. This bias is due to the fact
that, whereas summative evaluation methods are well established and in wide use, the
same is not true of methods that are formative in nature and have been specifically
tailored or developed to cater for the distinct nature of IAS. This section describes
some of these methods and their application in the proposed framework.

Several publications already discuss and/or provide overviews of evaluation meth-
ods for adaptive systems (for example, Chin 2001; Gena 2005; Gena and Weibelzahl
2007; van Velsen et al. 2008).

To start with, Chin (2001) presented a detailed discussion of factors that need to
be considered when planning an empirical evaluation of an adaptive system (termed a
“user test” in this paper). Chin (2001) placed emphasis on producing rigorous experi-
ments that are well-controlled, use appropriate statistics, and are reported in sufficient
detail. The discussion was restricted to summative evaluations (and is, in fact, an
excellent guide for evaluators interested primarily in this type of studies). Qualitative
methods were only briefly presented and their employment in adaptive systems not
directly addressed.

Gena (2005) and Gena and Weibelzahl (2007) provide a comprehensive overview
of evaluation methods for the adaptive web, derived from research in HCI. Inspired by
Preece et al. (1994) and by Dix et al. (1998), Gena (2005) classifies these methods into:
(a) collection of users’ opinions, (b) observing and monitoring usage, (c) predictive
evaluation, (d) formative evaluation and (e) experiments and tests. This classification
lacks clarity due to overlaps: for example, observing usage is often done while doing
an experiment, and predictive evaluation is often of a formative nature. In later work
(Gena and Weibelzahl 2007) this is rectified and a distinction is made between data
collection methods (including the collection of user opinions and user observation
methods) and evaluation methods. Gena and Weibelzahl (2007) classified methods
according to: (a) the factors the methods are most suitable to generate and evaluate
(e.g., user satisfaction); (b) applicability conditions (e.g., a prototype and presence of
expert evaluators); and, (c) their advantages and disadvantages. Both papers provide
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an overview of layered evaluation approaches, however the link between the general
HCI methods discussed and the evaluation of layers in an adaptive system is not made.

van Velsen et al. (2008) review user-centred evaluation studies of adaptive and
adaptable systems. Rather than providing a framework for evaluation, they have taken
a descriptive approach: mapping the current user centred evaluation practice, reflect-
ing on its weaknesses and providing suggestions for improvement (e.g., the need to
report think-aloud protocols in more detail than current practice). Most of the meth-
ods discussed would be qualified as data collection methods (as identified in Gena
and Weibelzahl 2007), rather than evaluation methods; of these, questionnaires were
identified as the most popular method in user-centred studies of IAS.

In contrast to these existing overviews, this section provides an overview of meth-
ods specifically tailored or developed for the evaluation of IAS. This overview is not
intended to be exhaustive; for more comprehensive accounts of general HCI evaluation
methods readers are referred to Maguire (2001), and Gena and Weibelzahl (2007). As
already discussed, the focus will be on formative evaluation methods, and on relat-
ing these to the layered evaluation of IAS. Furthermore, methods will be related to
phases in the life-cycle of system development, as this arguably largely determines
their applicability/suitability, and, ultimately, selection.

In particular, this section distinguishes three development phases in which a layer
may be evaluated: specification, design, and implementation. In contrast to the phases
proposed by Gena and Weibelzahl (2007), the specification phase excludes the ear-
lier period, in which the purpose and goals of a system may be unclear, necessi-
tating investigations of the characteristics of users, tasks and contexts of use. The
assumption made here is that such investigations, if necessary, have taken place prior
to the specification phase. In contrast to the phases proposed by van Velsen et al.
(2008), no distinction is made between high-fidelity prototypes and full systems.
Arguably, formative evaluation is needed even when a system has been fully imple-
mented. Perhaps even more importantly, most of the evaluation methods that can be
used with a fully implemented system are also applicable with a high fidelity proto-
type.

The following sub-sections discuss and provide examples from the literature for
the methods that can be applied in each of the above three phases for the dif-
ferent layers. As formative evaluation aims to inform and improve system design,
this blurs the distinction between design and evaluation. Actually, in user-centred/
participatory design, users are involved from the start, and design and evaluation go
hand in hand. Therefore, methods suitable for the specification phase have also been
included.

Table 8 provides an overview of the methods, categorizing them on the basis of
when, how, and by whom the evaluation is done. It also shows which layers the method
is particularly suitable for. This table will be explained in detail in the subsections
below and in Sect. 5.3.

To conserve space, the terms “input to a layer” and “output of a layer” will be
used to refer, respectively, to the input and output data of the portion of an adaptive
system’s functionality that corresponds to one of the framework’s layers (and may
match a particular system component, although this is not necessary).
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4.1 Methods for the specification phase

Methods described in this section can be used when the general functionality that
corresponds to a layer in the proposed framework has been decided, but no design
exists yet. In other words, the system’s input, and the desired kind of output for that
stage are known, but the way in which the input will be transformed into output is not
(or not fully).

Three methods are particularly useful in this phase: focus groups, the user-as-
wizard, and data mining. Which of these methods is most suitable depends on the
nature of the layer and the availability of data. If the task under evaluation is one
that humans may be good at, then the user-as-wizard and focus groups methods are
appropriate. If it is possible to obtain a dataset that maps input onto ideal output, then
data mining may be appropriate.

4.1.1 Focus groups

Focus groups are a type of interview conducted on groups. Participants provide their
opinions on issues in an informal group setting, facilitated by a moderator (Krueger
and Casey 2009). This method is typically used early in the development process, to
gather user requirements or obtain initial feedback on designs and prototypes. It pro-
duces rich qualitative data about what users want and (dis-)like. The informal setting
encourages discussion. Normally, multiple focus groups are held on the same issues
to avoid bias due to participant selection and group dynamics in one particular group.

When focus groups are used in the specification phase, participants are told what
kind of input the layer would have and may be given examples of this input. They dis-
cuss how the layer should produce its output. For instance, when considering the AA
layer of an adaptive news website, participants may be given examples of the layer’s
input such as “emphasize football news, de-emphasize cricket news” (i.e., the adap-
tation decisions made by the preceding DA layer). They are asked to discuss how the
(de-)emphasizing should be instantiated. A discussion may ensue of the relative merits
of emphasizing through bigger fonts, re-ordering the news’ list, adding star annota-
tions, etc. Table 9 provides additional examples of how focus groups can be used in
the specification phase. The “Input” column shows what participants are told about
the layer’s input. The “Task (Question to group)” column shows what the participants
are asked to discuss. Where available, examples from real studies are provided. If no
reference is given, the example is hypothetical and included for illustrative purposes
only.

Focus groups are suitable if humans are good at the task under evaluation. Often,
this means that they are more appropriate for evaluations addressing the later layers
in the adaptation process (i.e., MW, DA, AA). Even when participants seem capable
of and are vocal in discussing how a layer should operate, results need to be used with
caution. Participants’ subjective opinions may well be wrong. This is expressed in the
well-known design mantra “users are not designers and designers are not users”.

For more hands-on information on how to run focus groups see (Krueger and Casey
2009).
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4.1.2 The-user-as-wizard

The user-as-wizard is a method introduced specifically to provide a structured way for
using humans to inspire the algorithms needed in an adaptive system. This method was
first fully described by Masthoff (2006), though it had been implicitly (partly) applied
before (e.g., Masthoff 2004; Masthoff and Gatt 2006; de Rosis et al. 2006; Niickles
et al. 2006). It integrates ideas from both contextual design and wizard-of-Oz.

Contextual design is an ethnographic method, in which users are observed in their
work place, to find out how they go about their work, in what environment, using which
artefacts (Beyer and Holtzblatt 1997). The idea is that users are the experts in their tasks
and that observing them is better than asking them questions, as users’ behaviour is
often instinctive and their knowledge tacit. For example, Anderson et al. (1985) based
their geometry tutor on observations of the strategies employed by teachers. However,
observing experts in their normal setting is not ideal either, as the experts may use
background and contextual knowledge that are not available to a system. Also, such
studies are limited to situations that occur in the real-world setting. Finally, they are
limited to the design of the system as a whole, rather than individual adaptation layers.

Wizard-of-Oz (see Sect. 4.3.1) is a technique used in user tests in which a system
designer plays the role of the system. It has, for example, been used when developing
dialogue systems that use speech recognition, to be able to evaluate the interactions
without having to worry about the quality of the speech.

In the user-as-wizard method, participants take the role of the wizard, and they
are left completely free to perform the wizard’s task, without giving them a script to
follow. The rationale behind this method is that humans tend to be good at adaptation,
and, thus, observing them in the role of the wizard may provide useful input in design-
ing the system’s adaptive behaviour. In this method, participants are given exactly the
same information as the system would have under the layer being evaluated. They deal
with fictional users rather than real ones. This allows studying multiple participants
dealing with the same user and controlling exactly what information participants get.

The method consists of two stages. In the first stage, the exploration stage, partic-
ipants take the role of the adaptive system, or, most frequently, of functionality that
corresponds to a particular layer. This investigates how humans perform the task that
needs to be performed. In the second stage, the consolidation stage, this understanding
is consolidated by participants judging the performance of others.

Exploration stage Participants are given a scenario describing a fictional user and
their intentions (task). Using fictional users is a well-known technique in user-centred
design, where so-called personas are developed as examples of user classes (Cooper
1999; Grudin and Pruitt 2002). Similarly, scenarios—stories of a persona doing a
task—are used extensively (Carroll 2000). Personas and scenarios are also used in
cognitive walkthroughs (Wharton et al. 1994; see below). Therefore, personas created
for this type of study may be reused at other development stages.

In this stage, participants are given the task the adaptive system is supposed to
perform. For instance, consider a scenario that describes 7-year-old Mary visiting a
museum, and indicates that Mary likes horses, flowers, and the colour pink. A task
given to participants could be to recommend three paintings for Mary to view. There
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is no need to instruct participants that they have to adapt. They will automatically base
their recommendations on what they know about Mary. Crucial to the success of the
method at this stage is finding out the participants’ reasons for their decisions and
actions, as this reflects: (a) what participants found important, providing criteria on
which to judge adaptation; and, (b) how they went about the task, providing inspiration
for the adaptation algorithm. The same observational methods as for a user test can
be used (see Sect. 4.3.1). The above process may be repeated for several scenarios.

Consolidation stage The consolidation stage verifies the acceptability of the human
performance and determines in what respects it can be improved. Participants should
not have been involved in the exploration stage.

First, participants are given: (a) a scenario involving a fictional user and their inten-
tions; and, (b) an associated task. The scenarios and tasks used are typically the same
as in the exploration stage.

Next, participants are shown a performance on this task for this scenario. This can
be a human performance (as from the exploration stage), or it can be a system perfor-
mance (e.g., using an algorithm based on the exploration stage). For example, suppose
anavigation support system needs to create a hierarchy of items of interest to the user.
In the exploration stage, participants have produced such hierarchies. In the consoli-
dation stage, participants are shown some of those hierarchies, and some hierarchies
produced by an algorithm. Participants are not told whether the performance was by a
human or system. They are then asked to judge the quality of task performance (in the
example, how good the hierarchies are), potentially on multiple criteria. These criteria
may be based on factors found to be important through observations of participants in
the exploration phase (e.g., participants wanted hierarchies to be balanced in depth),
or from input from system designers, or from indications in the literature (e.g., discus-
sions on breadth versus depth in the literature). Again, as in the exploration stage, it is
important to find out participants’ reasons for their judgments. Similar observational
methods can be used as in the exploration phase.

This procedure may be repeated for several task performances, presented in random-
ized order. Judgments of human performance may be interspersed with judgements of
system performance. Note that this resembles a Turing test (Turing 1950), in that we
could say that our system performs well, if participants judge it as well as they judge
human performance.

Person and Graesser (2002), for instance, used a Turing test to evaluate the natural-
ness of dialogue moves of an ITS, finding that bystanders were unable to discriminate
between dialogue moves of the ITS and a human tutor. However, depending on the
layer’s task, we may want it to outperform humans (e.g., when detecting patterns in
a user’s typing behaviour), or may still be satisfied with performance that is below
human performance (e.g., when recommending books).

Examples of the use of the method and its stages are presented in Table 10. The
“Input” column shows what participants are told about the layer’s input, in the form
of a scenario. The “Task” column shows what the participants are asked to do (i.e.,
producing the layer’s output in the exploration stage, and judging the layer’s output in
the consolidation stage). The “Observational method” column indicates what method
was used to find out why participants acted/made their decisions the way they did.
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420 A. Paramythis et al.

A limitation of the user-as-wizard method is that it is not suitable for tasks that
humans are bad at. Basing adaptation algorithms on human performance is only sen-
sible if humans perform well. Some tasks are inherently more difficult for humans
than for computers. For example, humans tend to be bad at processing large amounts
of data. For such tasks, they may have difficulty not just deciding what to do, but
also judging performance. As in the case of focus groups, this means that this method
is most suitable for the later layers of the framework (i.e., MW, DA, AA). Another
limitation is that participants’ judgments may not always correspond with what would
be best for users. For instance, in a study of a medical reporting system, it was found
that while doctors said they preferred graphs, they actually performed better with
texts (Law et al. 2005). For this reason, a normal user test will still be needed. The
user-as-wizard method is only intended as an initial step in the design process.

4.1.3 Data mining

Data mining can be a very useful formative evaluation method in the specification
phase if representative data is available showing which inputs should result in which
outputs. Data mining techniques can inform the layer’s design by discovering patterns;
for example, which features of the input are important to predict the output accurately
(Mobasher 2007; Mobasher and Tuzhilin 2009). There are three ways in which such
ideal, gold-standard, output data can be obtained.

Firstly, the ideal outputs could be part of an existing dataset. For example, when
designing a system component that predicts a user’s movie rating based on their ratings
for other movies, we can use the MovieLens dataset (Herlocker et al. 2004). If this
data includes a particular user’s rating for the movie, then this will be the ideal output
for the layer when it receives as input the other data for that user.

Secondly, the ideal outputs may be measured directly in a special study. For exam-
ple, when designing an algorithm that predicts learners’ knowledge from their behav-
iour, one could have learners interact with the system, gather behavioural data (the
algorithm’s input) and administer a test to measure the learners’ knowledge (the algo-
rithm’s ideal output).

Thirdly, a special study can be set up to indirectly measure the ideal outputs. For
example, when designing a component that predicts learners’ emotional state from
sensor readings, one could have learners interact with the system, gather sensor data,
and use human observers to annotate observed emotions over time. This differs from
the user-as-wizard method, as the observers are not really performing the component’s
task: instead of deciding based solely on the input (sensor data), they may use infor-
mation unavailable to the component, such as facial expressions. So, this can be used
even when humans are not good at the task targeted by the evaluation, but are good at
producing the desired output using richer input. When using this approach, at least two
annotators are required and one should report to what extent they agree (e.g., using
Cohen’s kappa).

Table 11 shows examples of the use of data mining in the specification phase. The
“Gold standard” column shows the gold standard used (combinations of layer input
and ideal layer output). The table also shows how this gold standard was obtained, as
this is the most difficult aspect of using data mining. The availability of gold-standard
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output data is also used to evaluate designed and implemented systems, see cross-val-
idation below (Sect. 4.3.3). For more detail on data mining for personalisation, see
(Mobasher 2007; Mobasher and Tuzhilin 2009). For more hands-on information on
how to use data mining see (Krueger and Casey 2009).

4.2 Methods for the design phase

Methods in this section may be applied when the design has been (partly) completed.
Initially in this phase, ideas will exist of how different system components will work,
which may have been illustrated through storyboards showing what output the com-
ponents will produce given certain input. Later in this phase, full algorithms and/or
graphical user interfaces (GUIs) will have been designed, providing clarity of how the
system and its parts will work. It is assumed that no (full) implementation of the func-
tionality corresponding to the layer exists yet. In addition to the methods described
here, a user test (a method typically associated with the implementation phase) may
also be applicable, by using a wizard-of-Oz technique (see Sect. 4.3.1).

4.2.1 Focus groups

While focus groups would most frequently be used in the specification phase, this
method is applicable in the design phase too. The main difference is that participants
are shown the system’s input and output for the layer under evaluation, and discuss
the output’s appropriateness. Table 9 shows examples of focus groups in the design
phase.

The main limitation of using focus groups in the design phase is that they gather
subjective opinions only; as mentioned above in the user-as-wizard section, what
people say they like might not be best for them.

4.2.2 Heuristic evaluation

In a traditional heuristic evaluation, usability experts judge a system’s user interface
against a set of criteria. The most popular heuristics in usability testing are Nielsen’s
heuristics (Nielsen 1994a): ten broad guidelines based on a factor analysis of common
usability problems. When evaluating a layer of an adaptive system, the experts need to
be given examples of the layer’s input and resulting output. They also need appropriate
heuristics.

Carmagnola et al. (2008) report a heuristic evaluation using the heuristics asso-
ciated with Jameson’s (2003; 2005) five usability challenges for adaptive systems:
predictability and transparency, controllability, unobtrusiveness, privacy, and breadth
of experience. These challenges have been proposed in this paper as criteria to be
used when evaluating a specific layer, or the system as a whole (see Sect. 3.2).
Jameson linked these goals to frequently encountered properties of adaptive systems
that may have detrimental effects in attaining these goals. Accordingly, he proposed
compensatory and preventive measures. Later, Jameson (2009) extended the origi-
nal five challenges into nine “usability side effects” of adaptive systems. This list no
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longer includes unobtrusiveness, but adds: need to switch applications or devices, need
to teach the system, unsatisfactory aesthetics or timing, need for learning by the user,
and imperfect system performance.

Magoulas et al. (2003) proposed an integration of Nielsen’s original usability heu-
ristics with layered evaluation for adaptive learning environments. For each layer, they
selected a subset of Nielsen’s heuristics which they deemed particularly appropriate,
and added more detailed criteria for these heuristics. For example, for the ID layer,
they selected “Learner control” and “Error prevention”. For “Learner control”, they
added criteria such as “the same content is presented in various formats according
to the learning profile”. The idea of a specific set of heuristics for a layer appears
promising, and it makes sense to have more detailed criteria for heuristics in the con-
text of a layer. However, the heuristics they selected for each layer and the criteria
proposed do not always seem appropriate. In the example given, the criteria do not
seem to address learner control directly, but rather automatic adaptation to the learner
profile.

Table 12 shows examples of how the criteria introduced in Sect. 3 can act as heu-
ristics appropriate for layered evaluation. It also shows sample questions that can be
asked about the layers to judge how well they perform on the criteria. The table is not
intended to provide the definitive set of heuristics for the evaluation of IAS, though
it provides a good starting point. It is a challenge for the IAS community to produce
such a set, and, in particular, to base such a set on an analysis of common problems
discovered in TAS and the layers of TAS (similarly to Nielsen’s factor analysis of
usability problems).

Heuristic evaluation can in principle be applied to every layer, as long as appropri-
ate heuristics have been agreed upon. The experts need to have expertise in heuristic
evaluation, need to understand the meaning of the particular heuristics and questions
used, and need to understand the layer’s input and output. However, experts are not
real users, so results need to be treated with caution. In addition, trade-offs between
different heuristics may be required (as already mentioned in the discussion of the
criteria in Sect. 3). For example, making the system status more visible may reduce
unobtrusiveness. So, depending on the task and domain, some heuristics may be of
lower priority than others, and the relative importance of heuristics for a particular
IAS may need to be considered.

For more information on how to conduct heuristic evaluations see (Nielsen 1994a).

4.2.3 Cognitive walkthrough

A cognitive walkthrough (Wharton et al. 1994) focuses on learnability: usability
experts work through typical user tasks, and decide for each action whether a novice
user might encounter difficulties. They use the correct action sequence to accom-
plish each task. For each action, they keep four questions in mind: will users expect
to do this, will they notice the control (e.g., button), will they recognize the con-
trol is appropriate for this step, and will progress be apparent once it has been used.
This method is most suitable for the evaluation of layers that have direct or indirect

@ Springer



423

Layered evaluation of interactive adaptive systems

(V@) (sostwaxd
JUBAQ[AI S, IO} Y} YIIM JUISISUOD ST UOTIOE Y} JOYIYM INg ‘PITEA ST AI0SY) Y} JOYJOYM SSISSE 0} PAPUIUT JOU ST Uonsanb sIyy)
(K109} aAndepe s, wA)SAS ay) pue (K10)SIY pue) 91e)s UONORIANUI aY) UIAIS uodn paproap waisks ay) uonoe ayy sem djeridordde moy
(V@) (A12An22[[02 uey)
Ioyjel ‘suonoe [enplalpur 10j pasod oq prnoys uonsanb jxou oy} pue sIy3) juodn paproap WaISAS 9y} UONOL ) sem AISSa0ou MOH
(VV) (Sursesrd A[reonaysoe oouereadde s wolsAs ay) 01 safueyd onewone ary
(VV ‘VQ) {IX21U09 pue sanianoe  siasn ayj 0) paydepe Ajareidordde (sagessow “3-9) suonoe waisKs jo Jurwn ay) S|
(VA ‘MIA ‘A {popadu A[[eaI 10U ST T UdYM ‘UIJO 00) JYSNOS JOU SUOTO. WaISAS Jo Teaoidde s, 1osn oy S|
(VV) (U9)JO 00} pue A[LIESS909uun Jasn ay) SuIqInisip jou suonoe s, walsks jo suoneuedxo ary
L(VV/VQ) 2ouaradxe Junomsal uey) I9yIel ‘SalIoA0dsIp juesed[d pajoadxoun oyeur 0} s1osn MO[[e WIISAS o) S90(
((VV) Wway) 10J 9[qRIINS SSI[ Sem JYINOY) WAISAS Y] JBY) [BLIDJBUI $$9008 0 9[qe [[1S Jasn oY) S|
({INOTARYDQ S, WRISAS oY) [01U0D Jey]) s1oowered
Sumes £q 30 ‘opewr a1e (Y(J) SUOISIOAP pue (M JA) SeduaIojur moy pue (yy) parjdde o1e suoneidepe moy edouonpjur 1osn Y} ue))
(V) suotsroop uoneidepe ‘(WA suonoe Surfjopow 1esn ‘((I]) suonejaidiojur wojsAs oSueyo 10 opun Josn Y} ue))
(M ‘dl) {Prrom [ea1 oy o} Jefrurs Aem e ur pajodjord ejep reuosiad sy
&(V@) 10J pasn sLILIRYM pue (MIA ‘dl) P210IS ST BIRp YOIYM (VV)
umoys suoneydepe ‘(MIA ‘dI) UMBIP 9q 0} PIMO[[E SOUIJUT (([D) WY} Jnoqe painjded ejep Jo pury 9y SpIoap 0} d[qe Jasn ) S|
(VA ‘MIA ‘Al pasn pue pa1ois st e1ep
sty Kem oyl pue ‘(MIA ‘(I) umerp seduaiojur Jo ad£y oy ‘(QrD) way) noqe paimded ejep Jo pury 9Y) Jnoqe POULIOJUL Jasn Y} ST
(VV) {PlIom [ea1 oy} woIj suonejoadxo s 1osn Yiim siy eyl Aem e ur ouop suonejdepe o1y
(VV) {sosn A[fewrou 1osn oy suonedrjdde Jo SUOTIUSAUOD Y} MO[[0] WAISAS Y} SA0(]
(VV ‘vQ) (Sutuonounj/eouereddde s woysAs oy 01 saSueyd Jolew aroidde 0) payse siosn a1y
(VV) {Iuaisisuoout 00} souariadxa 1asn ay) Sunyew jou uoneydepe ayy sy
(V) suois1oop pue (AN ‘dl) SJI2q S, WeISAS 9} U0 q [[I4 SUOTIOR JIAY) JO 199JJ2 ) Jeym 101paid 03 9[qe Iasn oY) S|
(Vv) peuaddey sey uoneydepe moy pue {(y() Aym pue uaye) sey 1 suoisioap uoneydepe
jeym Aym pue ‘(MIA) pa[[epow pue (1) pareidiour (D) paimded sey wolsAs oy} Jeym puBISIOPUN PUB MOUY JOsn oY) 20

Kyssaoauyssoudieridorddy
SonaYIsAy
SSouT[oWI],

ssauaAlsnnqou)

Kydipuaos/eoudriadxa Jo yipearg

AnqeIniog/AIIqe[jonuo)

Koearg

Anpqerorpaid

Anpqisuayardwod/Aouaredsuely,

suonsonb ojdwexyg

BLIONID)

UONBN[BAD OTISLINAY UT PAsn 3 U Jey) suorsanb pue erajuo uonenead pasodoid jo sapdwexy 1 dqeL

pringer

As



424 A. Paramythis et al.

effects on the GUI, i.e., the DA+ AA layers or the system as a whole. For example,
consider the evaluation of the DA+ AA layers of an ITS which annotates lessons
with traffic light icons based on whether the learner is ready to learn them (after a
knowledge test). A cognitive walkthrough can be used to evaluate if a novice user
will be able to select the optimal sequence of lessons to reach a particular learning
goal.

Sometimes it may be possible to evaluate earlier layers of the framework, such
as the MW layer. For example, consider the evaluation of the scrutability of a user
model. If there is a GUI which allows users to modify their user model directly, then
a cognitive walkthrough can be used to evaluate whether a novice user will be able to
change a given user model to a particular desired state. If there is no such GUI, a cog-
nitive walkthrough can be used only if: (a) there is a GUI to provide input to the user
model (e.g., rate news stories); and, (b) the modelling algorithm has been designed
such that a correct action sequence can be identified (difficult when Machine Learning
is used).

Modifications to the method may often be required to suit the evaluation of an IAS.
In particular, experts will likely need to be provided with multiple action sequences
per task; after all, the system’s behaviour may well change depending on the user.
Also, a cognitive walkthrough (when applied unmodified) typically looks at the first
time a user does a task, ignoring that the system may change over time, after learning
more about the user.

Unfortunately, there is a complete lack of reported cognitive walkthroughs in the
IAS community, and therefore, no table with further examples has been provided. For
more information on how to run cognitive walkthroughs see (Wharton et al. 1994).

4.3 Methods for the implementation phase

Methods in this section can be used when a prototype of the system functionality to
be evaluated has been implemented. This may be a limited prototype which can only
deal with a subset of inputs, or a full implementation.

4.3.1 User tests

Once the functionality corresponding to an evaluation layer has been implemented,
it can be tested by real users. Typically, users are given well-defined tasks to do;
hence rask-based user test will be used to identify the most common type of user test.
Measurements are made of users’ performance (e.g., how fast they learn in an ITS)
and opinions. Observational methods are used to identify the cause of problems. The
main difficulty of testing an individual layer of adaptation is that it may be hard for
participants to provide the kind of input required, necessitating the presence of special
interactive facilities to support the process (alternatives include doing indirect user
tests, or employing simulated users, as discussed later).

Other pitfalls for the empirical evaluation of adaptive systems have been noted (Chin
2001; Masthoff 2002; Gena and Weibelzahl 2007; Tintarev and Masthoff 2009), but
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these are not specific to the layered evaluation of adaptive systems and are therefore
not repeated here.

Observational methods Different observational methods can be used in a user test,
such as:

—  Thinking-aloud Participants are asked to verbalize their thinking while perform-
ing a task (Ericsson and Simon 1993; Lewis 1982; Nielsen 1993). Niickles et al.
(2006) asked experts to think-aloud when deciding what explanation would be
best, given the learner’s knowledge level. D’Mello et al. (2006) used a variant
called emote-aloud: learners verbally expressed their emotions. Porayska-Pomsta
et al. (2008) suggested asking learners to describe what they are thinking and
feeling.

—  Co-discovery Participants work together with somebody they know well, and
their naturally arising discussion exposes their thinking (O’Malley et al. 1984).

—  Retrospective testing Using an interview or questionnaire, participants report
their thoughts after the task has finished, possibly while watching a video of their
actions (Nielsen 1994b). The latter is also called retrospective thinking-aloud,
while thinking-aloud during the tasks is sometimes called concurrent thinking-
aloud.

—  Coaching Participants are encouraged to ask questions when they encounter prob-
lems, help is provided and notes are made of these issues (Nielsen 1994b).

Some changes to the observational methods may be needed when evaluating an IAS.
For instance, when investigating usability it is normally stressed that participants are
not to be aided (unless using coaching), and not to be asked direct questions during
the task as these may guide them. However, when evaluating an adaptive system this
may cause problems. For instance, users may not even notice the adaptation occurring,
which may make it necessary to interrupt them, and ask them about it explicitly. For
example, when evaluating scrutability, and participants fail to notice the scrutability
tool (as happened in Czarkowski 2006), it may be good to lead them to it (making
a note to improve its visibility). Alternatively, adaptivity-related activities may be
incorporated in the tasks to alleviate this problem.

Further to the above, the normal limitations of observational methods apply also
when evaluating TAS. It is often claimed that both thinking-aloud and co-discovery
may interfere with participants’ cognitive processes, slowing them down and making
them behave differently than they normally would, as also noted by Chin (2001). How-
ever, the impact may depend on how strictly Ericsson and Simon’s (1993) principles
for thinking-aloud are followed. Adhering to these principles, classic thinking-aloud
aims at verbalisation without mental processing, only prompting by “keep talking”,
not establishing personal contact or directing the participant’s attention. Usability
studies often use a more relaxed approach, which may lead to mental processing
and interference with task performance (Ericsson and Simon 1993). Even classic
thinking-aloud has in some studies been found to decrease task performance (van
den Haak et al. 2003) and increase task duration (Hertzum et al. 2009), though it has
also been found to have little effect on participants’ behaviour and mental processes
(Hertzum et al. 2009). In contrast, relaxed thinking-aloud clearly changed behav-
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iour and increased perceived mental workload (Hertzum et al. 2009). A change of
behaviour is even worse when evaluating an IAS, as it may influence the adapta-
tion taking place. Based on the above, the classic variant of thinking-aloud would
be preferable for evaluating an IAS. The coaching method clearly changes task per-
formance as participants can ask for help, and may, therefore, be inappropriate for
IAS.

Thinking-aloud also requires training, and is less natural than co-discovery and
coaching. A study by van den Haak et al. (2004) found that participants enjoyed
co-discovery more than both concurrent and retrospective thinking-aloud. How-
ever, co-discovery may be less natural/suitable when a system is supposed to adapt
to an individual user (unless a user model is provided, as in the indirect exper-
iments discussed below). Thinking-aloud and retrospective testing may lead to
participants justifying their errors, and being insincere. Retrospective testing may
suffer from participants not being able to recall why they did things. However,
van den Haak et al. (2003) found that concurrent and retrospective thinking-
aloud protocols revealed comparable sets of usability problems. Given the reduc-
tion in task performance for concurrent thinking-aloud, they argued in favour of
retrospective thinking-aloud, while noting that it may be less suitable for more
complicated tasks. In contrast, van den Haak et al. (2004) argued in favour of
concurrent thinking-aloud, as it is less resource intensive than retrospective thinking-
aloud (which requires twice the amount of time) and co-discovery (which requires
twice the number of participants). They did not find a difference in task performance
in that study.

The best observational method is likely to depend on the available resources (time
and number of participants), the task type and complexity, the type of participants
(importance of participant enjoyment and naturalness), and the importance of avoid-
ing changes in participant behaviour.

Wizard-of-Oz technique 1If a layer’s functionality has not been implemented yet, it
may still be possible to do a user test by using a wizard-of-Oz technique (Gould et al.
1982). A human “wizard” (somebody from the design team) simulates the system’s
intelligence and interacts with the user through a real or mock computer interface.
This technique is used for rapid prototyping when a system is too costly or difficult
to build (Wilson and Rosenberg 1988). The wizards tend to follow a precise script.
Participants are typically unaware that a wizard is used, and believe the system is fully
implemented.

Wizard-of-Oz has been used in the evaluation of adaptive systems for a long time.
For example, Maulsby et al. (1993) used wizard-of-Oz to prototype an intelligent
agent. Several recent UMUALI papers report on wizard-of-Oz studies (Miettinen and
Oulasvirta 2007; Batliner et al. 2008; Damiano et al. 2008; Conati and MacLaren
2009). For example, Miettinen and Oulasvirta (2007) used wizard-of-Oz to simulate
the system functionality that corresponds to the CID/ID layers: sensors were simulated
by human codings of data. In a layered evaluation, wizard-of-Oz can also be useful
to simulate layers preceding the one being evaluated, to ensure these work perfectly
and to enable the evaluation of a layer in isolation. A wizard could also help users to
provide input for a layer that has no user interface normally.
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As noted by Walker et al. (2009), wizard-of-Oz is impractical for large-scale
research as it creates uncertainty as to whether different facilitators acting as wiz-
ards may have different effects.

Play-with-layer Play-with-layer is a variant of a user test in which participants are
not given tasks, but allowed to freely explore the system or layer. They freely input data
as if coming from the preceding layer in the adaptation process, and judge the output.
There are several ways of judging a system’s behaviour for a particular layer. Firstly,
it can be judged against criteria. Secondly, a questionnaire or interview can be used
to obtain participants’ opinions. Finally, it may be possible to use objective measures,
for example the frequency of occurrences of certain events, such as adaptations.

Indirect user test A problem with using a user test for an adaptive system is that
adaptation takes time, often too much time to be able for the system to adapt during a
typical one-hour experiment. One solution is to focus on evaluating the later layers in
the framework, with the user model provided (by, or to, the participants). When the
user model is provided to the participants, this comes down to an indirect user test. In
contrast, standard user tests will be called direct.

In an indirect user test, participants perform the task on behalf of somebody else,
rather than for themselves. This allows the evaluator to control the characteristics of
the person for whom participants perform the task, avoiding the time delay otherwise
needed for initializing and populating the user model from actual user interactions
with the system. Importantly, an indirect experiment also ensures that the input to a
layer is perfect, making it very suitable for layered evaluations. George et al. (2007)
used an indirect experiment because they wanted to focus on a particular behaviour
of the system that did not always occur and wanted to remove extraneous factors
from the evaluation. Indirect user tests are less natural for participants, and the results
may therefore be less reliable.

Table 13 shows examples of both standard user tests (task-based, direct), and indi-
rect and play-with-layer variants. It shows the input of the layer, the task performed by
participants (for standard and indirect user tests), the measurement and observational
methods used, and the criteria that the layer is evaluated against.

For more information on how to conduct, design and report user tests see (Robson
1994; Dumas and Loring 2008).

4.3.2 Simulated users

A general problem with user tests is that they tend to be costly in both financial and
temporal terms. This may be further hampered by difficulties in recruiting a sufficient
number of users. The situation is even worse when evaluating an adaptive system.
Adaptation takes time, so a user study may need a long duration or even be longi-
tudinal, with users taking part in multiple sessions. It may be hard to get users that
can participate long enough for the adaptation to be fully tested. Recruitment is fur-
ther complicated by the need for many different types of users to fully measure the
impact of adaptation, the accuracy of user modelling, etc. In addition, comparatively
more formative testing is probably needed in IAS, as they tend to contain intelligent
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algorithms, and many adaptation alternatives to compare. Finally, when evaluating an
individual layer, it may be hard for users to provide the layer’s input. For example,
when evaluating the DA layer, it may be difficult for users to provide a correct user
model. Or, as we have seen, even when it is possible for the user to provide the input,
special interaction facilities may need to be implemented for this purpose. For these
reasons, the simulated users method is based on computational models of users instead
of real users.

In usability testing, model-based testing has been proposed as a way to quickly test
systems without the need for real users. Methods such as GOMS (Card et al. 1983) are
used as a basis for implementing simulated users (e.g., using a probabilistic model).

Murray (1993) proposed the use of simulated students for formative ITS evalua-
tion. This method has since been used by many ITS researchers (e.g., VanLehn et al.
1998; MacLaren and Koedinger 2002; Milldn and Pérez de la Cruz 2002; Guzmén
et al. 2007). It has also been used in the evaluation of other types of adaptive systems.
Table 14 shows example studies. It shows the layer’s input produced by simulated
users, the measurements taken, and the criteria on which the layer is evaluated.

The advantage of using simulated users is that different aspects of adaptation can
be tested rapidly, and that the system inputs for the different layers can be controlled.
The main problem is that the models used for building the simulated users are likely to
be based on the same assumptions that underlie the adaptive system’s design. What if
those assumptions are wrong? For example, the simulated voices used for evaluation
by Chickering and Paek (2007) are a subset of those used to train the baseline model.
So, what if these simulated voices were unrealistic? A second issue is that modelling
static user behaviour differs from modelling adaptive user behaviour. A model that
accurately captures user behaviour when the system is static, does not necessarily
accurately predict how users will behave when a system adapts. Finally, despite their
usefulness in formative evaluations, simulated users will not be able to provide qual-
itative feedback, or provide subjective opinions on vital aspects of the system (e.g.,
aesthetics, feeling of trust). We therefore advocate using simulated users initially to
gain rapid insight, and reverting to real users to validate findings. Indeed, most papers
mentioned in Table 14 report on additional studies with real users to either validate
the simulation models or to validate the findings of the simulations (Masthoff 2002;
Masthoff and Gatt 2006; Guzman et al. 2007; Hollink et al. 2007).

4.3.3 Cross-validation

This method is appropriate for validating the accuracy of a layer’s output if there exists
a gold-standard: representative data showing which inputs should result in which out-
puts (see Sect. 4.1.3). The data is split into two parts: one part (called the training
data) is used to inform the design of the system’s functionality for a given layer. The
other part (called the test data) is used to verify the accuracy of the (potentially imple-
mented) design. To avoid accidental effects caused by the way the data is split, more
rigorous forms of this approach tend to be applied, such as k-fold cross-validation
(Kohavi 1995): the data is split into k segments, and at any time k-1 segments form
the training data, with the remaining segment acting as test data. This is repeated k
times, with each segment in turn acting as test data.
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Cross-validation is by far the most frequently used method in UMUALI papers of
the last three years: it was used 20 times in the period 2007-2009 (compared to only
12 times in all the preceding years). This effect, however, may be partly due to the
special issues on Data Mining and Personalization (Mobasher and Tuzhilin 2009) and
Statistical and Probabilistic Methods for User Modelling (Albrecht and Zuckerman
2007). Table 11 shows examples of cross-validation. Note that components constructed
on the basis of results derived from data mining are normally evaluated using cross-
validation.

There is a question about whether this method has a place in this paper, given
our stated emphasis on formative evaluation. The method in itself is perfectly valid;
however, evaluators that use it tend to only apply this method and then report on the
accuracy of the evaluated component. Therefore, evaluations based on this method
tend to be completely summative, without any formative insights. In our opinion, this
does not have to be the case. The accuracies achieved tend to be quite far from 100%,
and one wonders whether it would not be possible to analyse in what kind of cases
the aspect evaluated is sub-optimal, so that at least some insight is gained into when
it works well and when it needs improving. Another limitation of the method is that it
only investigates accuracy (be it in all its forms, such as MAE, precision, recall, ROC)
and sometimes efficiency, and there are many other criteria that may need evaluating.
Finally, this method’s need for gold-standard output normally makes it unsuitable for
the DA and AA layers.

For more information on how to use cross-validation see (Witten and Frank 2005).

5 Using the framework

Having discussed the framework itself and formative evaluation methods that can be
used in association with it, in this section we turn our attention to practical issues
related to the employment of the framework. Firstly, we discuss how the application
domain and type of adaptation employed may affect evaluation, and specifically the
selection and operationalisation of assessment criteria. We then concentrate on the
evaluation of layers in combination for the needs of particular systems and evaluation
studies. This is, finally, followed by a synthetic view over the evaluation methods
presented above, offering preliminary guidance for selecting a method (or methods)
for specific evaluation settings.

5.1 Considering the application and adaptation domain

Section 3.2 discussed a number of criteria that can be used when employing layered
evaluation. These were selected on the basis of their generality and wide applicability,
and are, in their majority, layer-specific. However, for all but the most trivial cases,
there will be attributes of adaptation that are “cross-cutting concerns” over more than
one (or even all) layers (see, for instance, the criteria proposed in Sect. 3.2.7, or the
criterion “breadth of experience” argued to be applicable both when deciding upon,
and when applying adaptations—Sects. 3.2.4 and 3.2.5 respectively). Often, what
these attributes are depends on the application domain and the type(s) of adaptation
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supported. Their identification and operationalisation is not always a straightforward
task, but the literature provides some guidelines that can assist towards this end.

One approach which can be used to guide the selection of criteria comes from
Browne et al. (1990) who propose that a number of “metrics” be defined to assist in
the design and evaluation of adaptive systems. Totterdell and Boyle (1990) provide
a more detailed account of how these metrics can be used to drive the assessment of
adaptation. Note that the word “metrics”, as used in the preceding publications does
not necessarily refer to measurable indices in a system, but rather operationalised dis-
crete elements of the system’s adaptive behaviour. Of the proposed metrics, some are
of direct relevance to the discussion here (Browne et al. 1990):

—  Objective Metric: captures the objective of the adaptive system (e.g., decrease
error rate).

—  Theory Assessment Metric: required when the success of the system in obtaining
its objective is related only indirectly to the aspect of interaction that the system
is attempting to improve (e.g., increase user satisfaction through reduced error
rates).

— Trigger Metric: describes the aspect of user interaction on which the adaptation
is based.

—  Recommendation Metric: provides a description of the output of the theory-based
part of the system (i.e., the adaptation decisions made by the system).

Totterdell and Boyle (1990) argue that by specifying and assessing these metrics in
relation to one another, one can answer many questions about the functioning of an
adaptive system. It is further argued here that the Objective- and Theory Assess-
ment- metrics in particular, can serve as a guide for defining criteria that permeate
the evaluation of individual layers or the system as a whole. Consider, for instance,
a system that controls temperature and lighting in a house. For such a system, the
Objective Metric may be associated with the automatically achieved comfort level
of the inhabitants. The Theory Assessment Metric would then possibly address the
effort levels that the inhabitants have to exert to attain the desired temperature and
lighting settings, in relation to the system’s initiative in modifying these settings. Note
that these are but the first steps towards an evaluation design; these high-level met-
rics would then have to be broken down to measurable quantities that, in turn, can
be derived through the application of selected evaluation methods and data collection
instruments.

A second approach which can be used to guide the selection of criteria, and is
along similar lines to the specification of metrics, is to focus on the dimensions of
adaptation in a system, including its determinants and constituents, to arrive at the
operationalisation of attributes that need to be assessed during evaluation. Knutov
et al. (2009) identify six questions that, when answered, can provide a reasonably
complete definition of adaptation in a system, as well as the ways in which they relate
to each other (Fig. 8):

7 Knutov et al. (2009) restrict their analysis to Adaptive Hypermedia Systems, but the questions and their
interrelations are arguably more generally applicable to most classes of IAS.
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(Knutov et al. 2009)

What can we adapt? (What?)

What can we adapt to? (To What?)

Why do we need adaptation? (Why?)
Where can we apply adaptation? (Where?)
When can we apply adaptation? (When?)
How do we adapt? (How?)

There are apparent correspondences between the metrics proposed by Totterdell and
Boyle (1990) and the questions/dimensions put forward by Knutov et al. (2009).
Perhaps the most important such correspondence is that between the Theory Assess-
ment metric and the Adaptation goals (Why?), which is usually what an evaluation
of an IAS sets out to assess in the first place. It is recommended that evaluation
activities start from this very dimension to define measurable criteria for individual
layers and the system as a whole. The integration of such criteria into an evaluation
process driven by the proposed framework can take place from two complementary
perspectives: (a) evaluators can specify the layers for which the defined criteria are
relevant and incorporate them into their evaluation design; (b) the criteria, when they
represent cross-cutting concerns, may also determine what combinations of layers
(a subject addressed in the subsequent subsection) may be addressed to get a more
holistic picture of the system.

Both propositions put forward here are intended to facilitate the process of for-
malizing the underlying design decisions in an IAS, so as to enable the derivation
of the domain-specific criteria that will be used to assess these decisions. Of utility
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in this context may be other evaluation frameworks that propose complementary or
alternative approaches to layered evaluation, and are discussed in Sect. 6.3.

5.2 Evaluating layers in combination

When presenting the evaluation layers, it was often remarked that evaluating them in
isolation may not be feasible due to the nature of adaptivity in the system, the system’s
architecture, etc. In addition to such practical considerations, one may also have to
observe organizational and resource constraints that may apply in the evaluation. For
instance, a system may be sufficiently complex that evaluating each layer in isolation
would require an amount of resources not readily available. When such constraints
exist, or when assessment criteria need to be evaluated across layers as discussed
above, it may be necessary to evaluate layers in combination. This section discusses
potential combinations of layers and considerations for their employment.

Starting from the end of the adaptation process, a combination that is often made in
the literature is between the layers of deciding upon (the type of) adaptations, and the
layer of effecting the said adaptations in the interactive front end. This combination
is often motivated by the fact that most adaptive systems do not support alternative
manifestations of adaptation decisions at the syntactic and lexical levels of interaction.
For instance, an adaptive learning system usually supports only one way of denoting
links are “ready to read”. Although, in general, this combination is a reasonable one,
evaluators should be careful when drawing conclusions about a system’s adaptive
theory from results thusly derived. This is especially true in the case that results are
negative, since this could be attributed either to a faulty hypothesis serving as the basis
of adaptation, or to an inappropriate incarnation of the adaptation decision at the phys-
ical level of interaction. This may be the case, for instance, with the results reported by
Brusilovsky et al. (2001), where the authors ensured the validity of the user model, and
concluded that the identified problems must lie with the adaptation theory—but did
not separately check whether alternative manifestation of adaptive navigation support
might have led to better results. At the opposite end of the spectrum, even if the IAS
does distinguish between the two layers, it is possible to treat them jointly in terms of
evaluation by: (a) enumerating all the possible concrete manifestations an adaptation
decision may have, and (b) treating each decision - concrete instance pair as a distinct
decision.

Another combination often made in the literature merges together the first three lay-
ers of the proposed framework, treating the collection of input data, its interpretation,
and the modelling of the resulting knowledge as a single step or a single stage in the
adaptation process. Again, this is in many cases a reasonable combination, but may
suppress the true origin of identified problems. Consider the case of a personalized
museum guide, in which visitations of artefacts in the museum’s physical space are
used to infer the visitors’ interests in different styles, epochs, artists, etc. If the eval-
uation of the first three layers in combination shows that the user model only poorly
represents the users’ real interests, what should that be attributed to? The system’s
component that determines a person’s position and direction of sight in the museum’s
rooms? The algorithm that translates a series of positions into “visits”? The assump-
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tion that visitors will only stand in front of artefacts that fall within their interests? The
extrapolation of common characteristics between the visited artefacts? In an evalua-
tion that merges together the first three layers, such questions may be impossible to
answer with any certainty.

A combination that is potentially less challenging than the aforementioned one
merges together only the first two layers of the proposed framework, namely the col-
lection of input data, and its interpretation. This can be entirely straightforward in
situations where the interaction data assembled is unambiguous, and/or represents
the entirety of data observable by the system. In such cases, the only processing that
occurs and may, therefore, result in errors, is concentrated in the interpretation of the
collected data. If, however, this premise does not hold, this combination is susceptible
to the same kind of problems discussed above.

It should be noted that by adopting two of the layer combinations discussed above,
namely treating the first three of the proposed framework’s layers as one and the last
two likewise, we effectively arrive at the two-layer decomposition proposed by Kara-
giannidis and Sampson (2000). Employment of the two-layered evaluation approach is
a major step forward from traditional practices that make no attempt at assessing indi-
vidual adaptation steps, and could be considered the most minimalistic decomposition
plausible for evaluating adaptation.

In summary, combining layers is a reasonable approach under certain circum-
stances, and possibly the only feasible one in some cases. When employing it, however,
researchers and practitioners should exercise additional caution when: (a) using crite-
ria that are meant for the evaluation of individual layers (and whose semantics may be
diffused when merging layers); and, more generally, (b) planning the evaluation to pre-
vent the occurrence of unattributable effects. All potential difficulties that arise when
merging layers can be traced back to the fact that the individual layers still exist, but
are “hidden” (as are their effects on adaptation) from the perspective of the evaluator.
A thorough understanding of this fact and its repercussions is, in the authors’ opinion,
a prerequisite for the successful application of the layered evaluation approach with
combined layers.

5.3 Selecting evaluation methods for layered evaluation

In the planning of evaluation studies, once decisions have been made regarding the
layers (or their combinations) that need to be assessed, and the criteria this will be
done against, the next issue to tackle is the selection of the evaluation methods most
appropriate for the evaluation settings. The presentation of methods for the forma-
tive evaluation of IAS in Sect. 4 has adopted the explicit assumption that the most
appropriate evaluation method(s) in a given situation will depend on the development
phase. Other factors to be considered include who will be involved and which data is
available.

From the overview of methods it is clear that the evaluation can either involve
users, experts, or simulated users. Users are the most realistic participants, as they
are the ones who will end up using the system. Experts may be required when the
layer’s input and/or output is difficult to understand for ordinary users (e.g., for an
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IAS using a decision-theoretic model to decide upon adaptations). Experts may also
have a better understanding of evaluation criteria (as required for example for heuris-
tic evaluations and cognitive walkthroughs). Simulated users may allow for rapid and
controlled testing of multiple alternatives.

Evaluation methods also differ in terms of the input and output data for the com-
ponent(s) evaluated in each layer:

—  The layer’s input. The input data to the component(s) that embody the function-
alities that a layer is intended to assess can be either given to the participating end
users or experts, or decided by themselves. This could be input that is normally
gathered over a long period of time, for example a user model that has been built
up over a period of weeks. Allowing the participants to decide the input may
require the development of special interaction facilities for this purpose, as most
layers will lack this.

—  The layer’s output. Similarly to the input, we can either provide the output data
of the component(s) corresponding to a layer to the participants, or let them pro-
duce that output themselves. Presenting such output may require effort, as most
components involved in the adaptation process will not normally have a front end
(interactive or otherwise). Another problem is that it may be hard to differentiate
between outputs intended to be assessed at two layers (e.g., it may be hard to
consider the outputs of the Apply Adaptation and Decide upon Adaptation layers
separately).

— A method for assessing the output’s quality. We can use subjective opinions, judge
the output on criteria, or compare the output with a gold standard (the ideal output
for the corresponding input).

Table 8 (see Sect. 4, p. 63) provided an overview of the methods discussed in this
paper and how they differ on these aspects. Figure 9 puts together a set of rules of
thumb that evaluators can follow, summarizing the discussion and propositions made
in Sect. 4. The diamonds (<>) indicate questions that guide the selection of methods.
For example, the first question is what the development stage is, and depending on
the answer different methods apply. If it is the specification stage, then data mining,
user as wizard, and focus group are possibilities. Which of these is best depends on
further questions. For example, the later two methods are only suitable if it is a task
humans are good at. Note that the organization in Fig. 9 is only partial, and is intended
to facilitate decision making, but not necessarily to be the sole driving force in this
respect. After all, the best method will also depend on the criteria one wants to eval-
uate. For example, the simulated users method is not suitable to evaluate subjective
acceptability.

6 Limitations and alternative approaches

In this section we discuss the framework’s scope, focusing on areas that restrict its
applicability. Following that, we provide a brief account the potential limitations of
formative evaluation, and how the discussion of formative evaluation methods is also
relevant to summative evaluation. The section closes with a discussion of comple-
mentary and alternative frameworks and approaches that have been proposed for the
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evaluation of IAS, and that one may want to consider in order to alleviate some of the
discussed shortcomings of the proposed approach.

6.1 Scope and limitations of the proposed framework

The proposed framework is intended to be applicable to as wide a range of IAS as
possible, independently of their application domain, type and purpose of adaptation,
etc. It is meant to guide the design at different stages of the development lifecycle of
an adaptive system. The framework itself is intentionally not prescriptive in terms of
evaluation methods, techniques, and data collection approaches, but strives to provide
guidance for evaluators to make informed decisions on these matters. Although it can
be readily used to inform the design of summative studies of specific aspects of an
adaptive system’s behaviour, it has been primarily conceived to facilitate the planning
and undertaking of principled formative studies.

The framework does exhibit a number of limitations that should be taken into
account when applying it. These relate primarily to the applicability of layers in cer-
tain types of IAS, aspects of adaptation not directly addressed by the framework, and,
arguably, the feasibility (in terms of temporal and resource constraints) of applying
the framework in its entirety.

It has already been discussed that some of the proposed layers may not be possi-
ble to evaluate separately in a system, or, for that matter, may not even exist—a fact
probably obvious for the case of the first and last layers in the framework, but not
exclusive to them. For instance, for systems that use inference mechanisms which
relate input data and adaptation decisions directly—as sometimes found in machine
learning systems (Krogsater et al. 1994; Pohl 1997, 1999)—the modelling layer might
not be applicable in isolation. One possible way of mitigating this type of problems,
namely the combination of layers so that the resulting adaptation process stages (and
corresponding layers) better reflect the system’s actual operation, has been discussed
in detail in Sect. 5.2.

At a different level, the framework deliberately does not address the evaluation of
meta-adaptivity. The term is used here to refer to systems that are capable of assess-
ing and modifying their own adaptive behaviour, learning, in the process, to identify
situations in which different adaptations are best applied. Although there are differ-
ent forms and levels of sophistication of meta-adaptivity, some of which not even
computationally possible yet (Totterdell and Rautenbach 1990), all of these have one
characteristic in common: they require that a system be capable of self-evaluating
its own adaptive behaviour. In more detail, this refers to the run-time assessment of
the effects of decided upon and effected adaptations, with the intent of evaluating
their “success” (i.e., whether the goals underlying their introduction have been met).
This stage is referred to as “second-level adaptation” in Totterdell and Rautenbach
(1990) and may further involve the modification of aspects of the lower-level adapta-
tion cycle (e.g., by enabling or disabling rules in rule-based adaptation, or by altering
the “weight” of alternatives, in decision theory-based adaptation).

The evaluation of meta-adaptivity is, as one might expect, a complicated matter.
Practically, it necessitates the consideration of an additional second-level adaptation
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process, comprising: identification/isolation of the effects of applied adaptations on the
user’s behaviour; comparison between said effects and the ones intended or desired;
and, potentially, selection and application of alternative sets of behaviours. A plausible
evaluation approach may involve ensuring that the system shares the same views as the
users with regards to the “success”, or “failure” of adaptations. Seen from a different
perspective, if an IAS assesses and modifies lower-level adaptation “strategies”, then
what needs to be evaluated is whether any such modifications are optimal from the per-
spective of the user. Although, from an engineering standpoint, the IAS component(s)
involved in “adapting the adapter” operate at a meta-level with respect to the rest of the
IAS components, this distinction may not be relevant from the perspective of evalua-
tion. For certain systems it may be possible, for example, to treat “meta-adaptations” as
just another type of adaptation. This would mean that meta-level adaptations are ame-
nable to the same treatment as first-level ones, and can thus be included in the layered
evaluation as this has been described so far. To the best of our knowledge, there do not
yet exist proposals in the literature for generically addressing this challenging topic.

Another limitation lies in the breadth of the framework. Applying all layers and
criteria to a single system, potentially at various stages of the development process, is
next to impossible. As mentioned earlier, the framework is meant to inform and guide
study design decisions. It may neither be feasible nor necessary to apply all layers
and criteria. For example, the Collection of Input Data layer has not been addressed
in evaluation studies of many systems. If there are no obvious shortcomings in this
layer, the evaluation of other layers may take priority. Nevertheless (and this is an
important implication of the layered approach), due to the implicit dependencies of
layers, evaluators need to be aware that a problem identified in a higher layer might
just be the symptom of problems introduced at lower layers.

The above are some of the limitations of the framework’s scope, but not necessar-
ily the only ones. We fully expect that there will exist evaluation settings and system
features that may render the framework inapplicable. We encourage evaluators to criti-
cally consider the framework in those cases, and, where applicable, modify and extend
it to fit their needs.

6.2 Limitations of formative evaluation

This paper has focused almost exclusively on formative methods. This is not to be
interpreted as a preference or indeed as an implicit suggestion of a superiority of for-
mative evaluation. The relative merits of formative versus summative evaluation have
been hotly debated (e.g. Cronbach et al. 1980; Scriven 1981, 1991; Chen 1996). Some
of the limitations mentioned for formative evaluation are that:

— Formative evaluations may be more time- and labour-intensive compared to most
forms of summative evaluation due to relying more on qualitative methods.

— Formative evaluations do not seek to generalize, so may be more limited in their
findings.

— Formative evaluations are not necessarily as carefully controlled; they are typi-
cally not aimed at producing scientific proof.
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— Formative evaluations may be less suitable for comparisons, as they do not nec-
essarily produce an objective measure of “goodness”.

— Formative evaluations may be less independent, with more involvement of the
design team.

These limitations do not necessarily always hold: they depend on how the formative
studies are set up. Additionally, methods are not necessarily either formative or sum-
mative in nature; a single study may be used both to determine the system’s value
and how to further improve it. In fact, Scriven (1991) argued that it is a fallacy that
formative and summative studies are intrinsically different. The mantra “When the
cook tastes the soup, that’s formative; when the guests taste the soup, that’s summa-
tive” (R. Stake, as quoted in Scriven 1991, p. 19) shows that the same method (tasting
the soup) can be both formative and summative depending on when it is used and for
what purpose. So, the methods presented in this paper are not necessarily restricted
to formative evaluations. Indeed, two of the methods described are arguably the most
popular ones for summative evaluation of IAS (namely user-tests and cross-valida-
tion). However, the paper provided a formative perspective, for example for user tests,
emphasising observational methods rather than the reporting of statistics.

Summative studies have an important role to play in demonstrating the success of
the ultimate goal of the adaptive system, and their value should, thus, not be underesti-
mated. An important role of formative studies is to produce better summative studies.
For example, by improving system components through formative studies, it can be
ensured that the summative studies are measuring what they are supposed to measure
(e.g. how much personalization helps a student to learn) rather than being hindered
by lower-level components (such as learner modelling) not working properly. Forma-
tive studies can also produce a qualitative understanding which can be verified later
through well-controlled summative studies.

On a final note on the subject, summative evaluation is not restricted to evaluating
the system as a whole. It is possible to perform summative evaluations using the lay-
ered evaluation framework: evaluating the “value” of individual layers. This paper has
shown how formative evaluation methods can be adapted to cope with layered evalu-
ation and the evaluation of an adaptive system. Much of this is equally applicable to
summative evaluation. For example, for summative evaluation, it is just as important
to ensure that the input received from the lower layers is accurate. Evaluators are urged
to consider how the factors covered here may influence the design of studies and the
selection of data collection instruments for summative assessment of IAS.

6.3 Complementary and alternative approaches

At this point it is worth briefly recounting some of the complementary, as well as
alternative approaches to the evaluation of adaptation that have been proposed in
the literature. Broadly speaking, some of them focus on the identification of criteria,
while others address complementary aspects of adaptive systems to those of layered
evaluation.
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6.3.1 Identifying appropriate evaluation criteria for IAS

The first framework that was designed to identify appropriate criteria was introduced
by Tobar (2003). The approach is based on a so-called map which integrates different
design perspectives to facilitate the understanding of adaptation assessment and design.
Tobar’s proposed framework is targeted towards the identification of specific adapta-
tion features that need to be assessed, the establishment of criteria for the assessment,
and the generation of evaluation plans on this basis.

A more recent approach called AnAmeter, proposed by Tarpin-Bernard et al. (2009),
is somewhat related to the one proposed by Tobar (2003), but has important differenti-
ations as well. Instead of prescribing the procedural means for identifying adaptation
features for assessment, AnAmeter provides a relatively exhaustive enumeration of
potential adaptation constituents and determinants in an IAS in a tabular form. Eval-
uators can characterize the adaptivity and use the resulting table to determine exactly
what needs to be assessed. This facilitates the identification of potential conflicts
and correlations (e.g., where the same determinant affects several constituents). This
framework is also unique in that it attempts to summarize and quantify the “degree” of
adaptation in a system, and in that it is supported by a web-based tool that enables eval-
uators to interactively manage the tabular description of the system at hand. Although
this framework is still at the early stages of its development, it appears to bear promise
in structuring the adaptation space in an easy to understand way. It would also be
interesting to see future work examining the extent to which this approach can be used
in conjunction with layered evaluation.

6.3.2 Addressing complementary aspects of the evaluation of IAS

Herder (2003) proposed a utility-based approach to complement the layered evalu-
ation process. The basic idea is that the added value of an adaptive system can be
expressed by a utility function that maps selected, measurable criteria with respect to
the performance of the adaptive system to a quantitative representation. If one would
compare an adaptive system with its non-adaptive counterpart, the value of adaptation
is the difference in utility between the two systems. Herder (2003) argues that the
main advantage of the layered evaluation approach in this context is that it separates
the utility function in several functions in a principled manner.

Magoulas et al. (2003) argue about the need to develop an educational-evaluation
model and a methodology that include usability testing as a standard procedure capa-
ble to determine the impact of adaptation on learners’ behaviour in an educational
environment. As described earlier, they introduce modifications to the standard heu-
ristic evaluation approach and augment it with criteria that diagnose potential usability
problems related to adaptation, subsequently integrating it into the layered evaluation
approach. In contrast to Jameson’s (2003) generic usability challenges these heuris-
tics are formulated for the specific case of adaptive educational systems. This not only
narrows their applicability but also seems to introduce some unnecessary assumptions
about the system and the adaptation in particular. As shown in Sect. 4, Heuristic Eval-
uation can be used to assess several different layers, and may in particular be useful
to evaluate the adaptation as a whole.
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The evaluation of open learner models and their scrutability is addressed in the
SMILI framework proposed by Bull and Kay (2007). As we have briefly seen, although
scrutability is not itself a stage in the adaptation process, it has major implications in
the evaluation of other stages, especially if users are able to modify the contents of
their personal models (e.g., inaccuracies in the model may be attributable to the user’s
intervention, rather than to the system’s derivation of incorrect assumptions). The
SMILI framework allows evaluators to characterize the scrutability of a system along
a set of seven different purposes of scrutability such as an increase of the user model’s
accuracy, or the facilitation of reflection. Different elements of the system are then
rated against these purposes in order to identify useful potential evaluations, i.e., those
that provide evidence of the performance of the system on one or more central pur-
poses of the system. While the framework proposed here does address scrutability to
some extent (as a criterion), the SMILI framework is by far more explicit and detailed
as far as scrutability is concerned.

7 Discussion

The main postulation of layered evaluation of IAS is that adaptation needs to be
decomposed and assessed in layers in order to be evaluated effectively. Since the first
introduction of the term in 2000, the scientific community has adopted this concept
in planning and conducting empirical studies. Many authors explicitly refer back to
the foundational papers published on the topic to justify experimental designs, to pro-
vide rationale for goals or structure of their evaluation studies (Arruabarrena et al.
2002; Ortigosa and Carro 2003; Petrelli and Not 2005; Cena et al. 2006; Goren-Bar
et al. 2006; Glahn et al. 2007; Kosba et al. 2007; Nguyen and Santos Jr 2007; Stock
et al. 2007; Carmagnola et al. 2008; Limongelli et al. 2008; Ley et al. 2009; Popescu
2009; Santos and Boticario 2009), or to demonstrate methodological shortcomings of
existing studies (Masthoff 2002; Gena 2005; Brusilovsky et al. 2006; Yang and Huo
2008; Brown et al. 2009). The fact that layered evaluation received such a high level
of attention in the literature reaffirms the claim that the evaluation of adaptive systems
implicates some inherent difficulties.

The benefits of layered evaluation are perhaps representatively illustrated by a set
of studies of a mobile adaptive multimedia guide system for museums called PEACH
(Stock and Zancanaro 2007). PEACH records the visitors’ movements through the
museum and collects explicit feedback about items seen. Based on this data, PEACH
provides recommendations and a personalised report presented through a life-like
agent. PEACH has been evaluated in a number of different empirical studies involv-
ing the running system respectively prototypes of the system. The studies can be
associated with different evaluation layers.

In regard to data collection, the user can express preferences through a so-called
“like-o-meter”. A field study with 140 users showed that visitors are willing to pro-
vide their feedback. They understood how to use the feedback system and provided a
sufficient number of ratings (Stock et al. 2007). The study provided evidence that the
tool is effective in collecting feedback from visitors.
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In regard to the modelling of users, the movements of visitors in the museum were
recorded and categorized into different behaviour patterns (Zancanaro et al. 2007).
Clustering algorithms confirmed existing qualitative ethnographic findings on visitor
behaviour.

In regard to the adaptation decision, a study was designed to explore which “adap-
tivity dimensions” would be accepted by users, i.e., are presentations that rely on one
characteristic in the user model preferred over decisions that rely on different char-
acteristics? In a laboratory study, users were presented with two simulated systems,
one being adaptive and the other non-adaptive. After expressing their preference for
one of the versions, they were asked to give reasons for their preference in regard to
the four dimensions the system can adapt to (location, interest, follow-up, history).
The study yielded insights with respect to the dimensions of adaptation which may be
accepted by different user groups (Goren-Bar et al. 2006).

In regard to the instantiation of adaptation it should be noted that the user interface
of the museum guide evolved over several user-centred design cycles (Goren-Bar et al.
2005). One of the interface components on the mobile device is a life-like character
that presents information and engages the user. The effectiveness of this character in
attracting the visitors’ attention was tested in a study with an early prototype (Kruppa
and Aslan 2005).

The combination of these studies of PEACH and the improvements made based on
their results contributed to the successful deployment of a full adaptive system in a
real-world environment.

The evaluation framework proposed here is centred around a decomposition model
that identifies five distinct stages in the adaptation process that should be evaluated as
individual (or combined) layers. An important point we would like to make about the
proposed decomposition is that it is neither the only one feasible, nor, necessarily, the
most appropriate one for all types of assessment of IAS one might want to perform.
For instance, it would be possible to decompose adaptation on the basis of the soft-
ware components involved in a system’s implementation. Furthermore, even if one
takes a process-based approach to the decomposition, it is not necessary that the same
level of granularity be employed. Our proposal tries to strike a balance between, on
the one hand, identifying all the individual clusters of steps involved in that process,
and, on the other hand, having a manageable set of coherent and assessable “targets”.
A related point that merits attention is that evaluating an IAS in a layered fashion
(irrespectively of whether the proposed model is followed), does not directly address
“cross-cutting” evaluation concerns, which have implications on all adaptation stages.
Evaluators are still required to ensure that such concerns are individually integrated
into the evaluation activities of each stage.

The proposed framework’s target audience includes potentially most of the actors
involved in the development of adaptive systems (e.g., usability experts, system design-
ers, evaluators), as the framework may be employed from different perspectives. While
a practitioner might use it to improve an existing system, a researcher might apply the
framework to several systems in order to compare the quality of different modelling or
inference approaches for the same task. The framework thus aims to serve both as an
instrument to be used for the principled design of evaluation studies of IAS, but also
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as the common ground between disciplines for the derivation of concrete, validated
design knowledge for different types of adaptation in a variety of application domains.

Another goal of the framework is to facilitate the integration of evaluation activi-
ties in the iterative design of IAS. Evaluation can (and, arguably, should) take place
throughout a system’s development, from early on to inspire the design of adaptive
behaviour, up until and including the implementation and deployment of a system.
In this context, the results of formative evaluation can be quite important in terms
of system evolution: most often, evaluations are not just intended to investigate how
good a layer (or system) is, but seek insights over what causes problems and why.
On the other hand, summative evaluation of either individual layers or a system as a
whole are also of paramount importance, as they offer a solid basis for generalization
of findings, and foster theory development, which has been a perennial goal of the
IAS field.

Skill is required in isolating and evaluating (combinations of) layers in a system’s
adaptive behaviour. We have shown examples of how this can be done, several of them
grounded on evaluation work reported in the literature.

Normally, multiple evaluation methods will be used during the development of an
IAS. Adaptive systems can clearly benefit from the many methods available in the
field of HCI, to involve users in system design and evaluation. This paper has shown
how these traditional methods need to be tailored to suit the particular requirements
of adaptivity in the user—system interaction. It has also described some methods (e.g.,
User-as-Wizard) that are specific to the adaptive systems field. The best method to
employ at any one time will primarily depend on when the evaluation takes place
(with respect to the system’s development lifecycle) and the characteristics of the
layer under consideration. We have addressed this topic, as well as two other areas
where the application of the framework necessitates that domain- and system-specific
characteristics be taken into account: (a) the potential combination of layers for the
purposes of the evaluation, and (b) the derivation of metrics/criteria that reflect the
goals of employing adaptation in a system in the first place, and can be used to assess
its performance at different stages of the adaptation cycle. Our express aim in pursuing
the above goals has been to remain non-prescriptive, yet provide a sufficiently holistic
approach so that it can be readily employed in the evaluation of IAS.

In closing, the concepts behind layered evaluation have already had a significant
impact on the evaluation of IAS. It is our hope that this paper will foster the wider
adoption of the approach and will contribute to an increase in the number and quality
of studies in the field.
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