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Abstract We consider the problem of modeling and reasoning about statements of
ordinal preferences expressed by a user, such as monadic statement like “X is good,”
dyadic statements like “X is better than Y,” etc. Such qualitative statements may
be explicitly expressed by the user, or may be inferred from observable user behav-
ior. This paper presents a novel technique for efficient reasoning about sets of such
preference statements in a semantically rigorous manner. Specifically, we propose a
novel approach for generating an ordinal utility function from a set of qualitative
preference statements, drawing upon techniques from knowledge representation and
machine learning. We provide theoretical evidence that the new method provides an
efficient and expressive tool for reasoning about ordinal user preferences. Empirical
results further confirm that the new method is effective on real-world data, making it
promising for a wide spectrum of applications that require modeling and reasoning
about user preferences.

Keywords Preference elicitation · Ordinal utility function · Reasoning over
preferences · Support vector machines · Kernels

1 Introduction

The product catalogs of online merchants and information providers grow continu-
ously, and with them grows the number of lay users accessing these catalogs. While
keyword search provides them with some means of access to the catalogs, user needs
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in the shopping context are typically more complex than in Web search. In particular,
users have personal preferences regarding price, quality, and other attributes of the
products. The aim of our work is to facilitate reasoning about such preferences to pro-
vide more targeted search results. Using the purchase of a used car as an example, we
envision a catalog search-aid system that allows a user to state (using this or another
form of user interface) preference statements like

1. “I like ecologically friendly cars,”
2. “For a sport car, I prefer red color over black color,”
3. “This car is better than that car,”
4. “This car would be better in red.”

Alternatively, such preferences could be derived implicitly from observable user
behavior (e.g., see Joachims et al. 2005). The system should use this qualitative pref-
erence information to create an effective user model, and utilize the created model to
guide the user to the most relevant parts of the catalog.

In this paper, we present a new approach to modeling and reasoning about such
ordinal preferences exemplified in the example above. We develop a robust solu-
tion for this type of modeling problem that is computationally efficient, semantically
sound, and empirically effective. Specifically, we propose a method for generating an
ordinal utility function from a set of qualitative preference statements. Our proposal is
based on a somewhat surprising mixture of techniques from knowledge representation
and machine learning. We formally show that it leads to a flexible and unprecedent-
edly powerful tool for reasoning about ordinal preference statements. Furthermore,
we present experiments that provide initial evidence for practical applicability and
effectiveness of our method, making it promising for a wide spectrum of user-centric
applications.

Our approach goes beyond traditional methods for reasoning over preferences
that were explored in computer science over the last three decades. Various logics of
preference, graphical preference representation models, and preference learning and
reasoning algorithms were proposed, in particular, in the field of artificial intelligence
(AI) (for overviews, see Boutilier et al. 2004; Doyle 2004; Doyle and Thomason 1999).
While these works have made significant contributions, there is still a substantial gap
between theory and practice of decision support. The main problem is that so far there
is no single framework for eliciting, modeling, and reasoning about user preferences
that is both efficient and effective for any set of decision alternatives and any form
of preference information. It is clear nowadays that getting closer to such a universal
framework requires obtaining new insights into the problem (Doyle 2004; Shoham
1997b). Focusing on ordinal preferences, in this paper we tackle this challenge and
for the first time provide a method that is both computationally efficient and without
need for strong parametric assumptions. The method was first proposed in Domshlak
and Joachims (2005). This paper exemplifies its use in user modeling and provides
extended empirical and theoretical results.

1.1 Problem statement and background

We use the used-car catalog search as our running example. For any user willing to
buy a car, the space of all possible used-car configurations constitutes the space of all
possible choice alternatives �. The ordinal preferences of such a user can be viewed
as a (possibly weak, possibly partial) binary preference relation P over � (Hansson
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2001b). On the side of the system, the content of a used-car catalog constitutes an
“available” subset of � that is currently relevant for the user choice, and a catalog
search-aid system of our interest should allow its user to express her preferences, use
the provided preference information to estimate P, and present the catalog content
in a way that enables the user to quickly home in on desirable alternatives.

The content of the catalog is typically described in terms of some attribution
X = {X1, . . . , Xn} (e.g., attributes of the catalog database schema), and this attri-
bution abstracts� to X = ×Dom(Xi). For example, if the number of previous owners
of a car is not kept in the catalog, and the exterior color is captured by a small-range
attribute, then two car configurations in � that differ only in the number of previous
owners or in that they are colored in different shades of blue are simply indistinguish-
able in this particular catalog system. As a result, the attributes X and their domains
effectively constitute the maximal alphabet for any language that can be used to pro-
vide the catalog system with an information about �. In particular, the users willing
to search the catalog also have to express their preferences in terms of X.

Now, what preference information can we expect the users to provide? As sug-
gested by multi-disciplinary literature (Chomicki 2003; Doyle 2004; Hansson 2001b;
Joachims et al. 2005; Pu and Faltings 2004), in general users can (relatively) reliably
provide only qualitative preference statements that either

1. compare between pairs of complete alternatives (e.g., “I prefer this car to that
car”), or

2. critique certain alternatives (e.g., “I prefer a car similar to this one but without
the sunroof”), or

3. generalize preference over some properties of � (e.g., “In a minivan, I prefer
automatic transmission to manual transmission.”).

Formalizing that, we assume the user provides us with a qualitative preference
expression1

S = {s1, . . . , sm} = {〈ϕ1�1ψ1〉, . . . , 〈ϕm�mψm〉}, (1)

consisting of a set of preference statements si = ϕi�iψi, where ϕi,ψi are logical for-
mulas over X, �i ∈ {�, �, ∼}, and �, �, and ∼ have the standard semantics of
strong preference, weak preference, and preferential equivalence, respectively. For
ease of presentation, in what follows we assume attributes X are boolean (denot-
ing Dom(Xi) = {xi, xi}), and ϕi,ψi are propositional logic formulas. Extending our
framework to arbitrary finite-domain variables is straightforward, yet requires a more
involved notation that we decided to avoid here.

Given such a preference expression S, the reasoning system has to address

1. the interpretation of S in terms of the information S conveys about P,
2. a suitable representation of this information, and
3. the computational machinery to reason about this information.

Several proposals for direct logical reasoning about S have been made, yet all these
proposals are limited by severe trade-offs between computational efficiency and
semantic expressiveness (Boutilier et al. 2004; Lang 2004; Goldsmith et al. 2005;

1 The actual mechanics of obtaining such preference expressions is in itself an important and complex
topic that involves various issues of human-computer interaction, and in particular, user interfaces
(e.g., see Chai et al. 2002; Pu et al. 2003; Blythe 2002).
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Wilson 2004). In attempt to escape these trade-offs as much as possible, several works
in AI (e.g., see Blythe 2002; Brafman et al. 2004; Ha and Haddawy 1999; Linden et al.
1997; McGeachie and Doyle 2004) proposed to compile information carried by S into
an ordinal utility function

U : X �→ R (2)

consistent with (what we believe S tells us about) P, that is requiring

∀x, x′ ∈ X . U(x) ≥ U(x′) ⇒ P |� x′ � x . (3)

The consistency requirement posed on U by (3) says that ordering a set of alternatives
from X in a non-increasing order of values provided to these alternatives by U will
never put alternative x before alternative x′ if our interpretation of the user’s expres-
sion S implies that the user strictly prefers x′ to x. In what follows, we refer to the task
of constructing such a utility function U from S as ordinal utility revelation (OUR).

Observe that specifying a utility function U as in (2) can be expensive due to the fact
that |X | = O(2n). Therefore, previous works on OUR searched for special conditions
on user statements under which U can be represented compactly (e.g., see Bacchus
and Grove 1995; Boutilier et al. 2001; Brafman et al. 2004; Ha and Haddawy 1999;
Haddawy et al. 2003; La Mura and Shoham 1999; McGeachie and Doyle 2004). The
general scheme followed by these works (which we refer to as independence-based
methodology) is as follows.

1. One defines certain preferential independence conditions on X, and provides a
“representation theorem” stating that under these conditions U can be com-
pactly specified. Some of such foundational representation theorems come from
the classical works on measurement and multi-criteria decision theories (Krantz
et al. 1971; Keeney and Raiffa 1976; Fishburn 1982).

2. Next, one possibly defines some additional preferential independence conditions
on X under which a utility function U consistent with S is not only compactly
representable, but also can be efficiently generated from S (Ha and Haddawy
1999; McGeachie and Doyle 2004; Brafman et al. 2004).

3. Finally, the system poses restrictions on the form of allowable preference expres-
sions, so that they are constrained to a sufficiently simple language for which the
conditions from above are fulfilled.

Considering the first step of independence-based methodology, note that any function
U as in (2) can be represented in a generalized additive form (Fishburn 1982; Bacchus
and Grove 1995):

U(x) =
k∑

i=1

ui(x[i]) (4)

where each sub-function ui depends on some subset of variables X[i] ⊆ X, and x[i] is
the restriction of a complete assignment x ∈ X to the attributes in X[i]. Note that ui
can be selected to be any function that maps a (partial) assignment to a real value. The
generality of (4) is immediate since we may have k = 1 and X[i] = X, which means
that one can effectively select a function u1(x) that assigns an arbitrary utility to each
possible complete assignment x ∈ X . While by itself this generality has no practical
implications, (4) allows us to generalize the core assumptions of previous works on
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OUR—each concrete instance of the independence-based methodology corresponds
to some independence conditions on X that guarantee existence of U (a) satisfying
(3) and (b) having a compact decomposition in terms of (4) (that is, defined by a small
number k of small attribute subsets). An additional key property of all previous works
is that attribute subsets X[1], . . . , X[k] decomposing U are assumed to be known to
the system.2

Finally, to our knowledge, all the works on independence-based OUR (except for
the approach suggested in Haddawy et al. 2003) assume that the user’s preference
expression is consistent, that is, the user makes no mistakes in specifying her prefer-
ences. In practice, however, this assumption is not necessarily reasonable, and later
we discuss this issue with respect to our approach.

1.2 Challenges and our results

In short, computationally efficient schemes for multi-attribute utility revelation pro-
posed in economics and AI are parametrized by the structure that user preferences
induce on X, and thus are applicable only when such compact structure exists and
is known to the system. One of the problems though is that the attributes X used
by the catalog system do not necessarily correspond to the criteria affecting prefer-
ence of each individual user over the actual physical alternatives in �. Hence, even if
user preferences are compactly structured, they should not necessarily be compactly
structured over X.

Having in mind these limitations, we list the challenges that search/decision support
applications pose to the research on OUR. The vision here is threefold.

1. The user should be able to provide preference expressions S while being as little
constrained in her language as possible.

2. The utility revelation machinery (that is, generating U from S) should be com-
pletely non-parametric, that is free of any explicit assumptions about the structure
of the user’s utility function.

3. Both utility revelation and using the revealed utility function should be compu-
tationally efficient, including the case where user preferences pose no significant
independence structure on X whatsoever.

To the best of our knowledge, in this paper we present the first approach that fulfills
these goals. Combining ideas from knowledge representation, machine learning, and
philosophical logic we provide a concrete mathematical setting in which all the above
desiderata can be successfully achieved, and formally show that this setting is appeal-
ing both semantically and computationally. The mathematical framework we propose
is based on a novel high-dimensional structure for preference decomposition, and a
specific adaptation of certain standard techniques for high-dimensional continuous
optimization, frequently used in machine learning in the context of Support Vector
Machines (SVMs) (Vapnik 1998).

2 In fact, most systems to date (except for a few recent development in Brafman et al. 2004; Boutilier
et al. 2005; Haddawy et al. 2003) take a very simplifying assumption that user preferences can always
be represented to a large degree by a linear function over X (that is, k = n, and Xi = {Xi}) (Blythe
2002; Burke et al. 1997; Linden et al. 1997; Pu and Faltings 2004; Shearin and Lieberman 2001).
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2 High-dimensional preference decomposition

Considering our vision for modeling and reasoning about user’s ordinal preferences,
one can certainly be somewhat skeptical. Indeed, how can OUR be efficient if the
user preferences pose no significant independence structure on X, or, if they do, the
system is not provided with this independence information? In the rest of this section
we describe the representational and semantic sides of our proposal, and then discuss
its computational properties in Sect. 3.

2.1 Representation model

The very basic idea underlying our proposal is as simple as it gets: Since we are not pro-
vided with useful preferential independence information in the original representation
space X , maybe we should move to a different space in which no such independence
information is required? Proceeding with the technical side of this idea, let us schemat-
ically map the alternatives X into a new, higher dimensional space F using a certain
mapping

� : X �→ F = R
4n

. (5)

As one would expect, the mapping� is not arbitrary, and it establishes a clear connec-
tion between the dimensions of X and F as follows. Let F = {f1, . . . , f4n} be a labeling
of the dimensions of F , and

D =
n⋃

i=1

Dom(Xi) = {x1, x1, . . . , xn, xn} ,

be the union of attribute domains in X. Let val : F → 2D be a bijective map-
ping from the dimensions of F onto the power set of D, uniquely associating each
dimension fi with a subset val(fi) ⊆ D, and vice versa. Likewise, in what follows, by
Var(fi) ⊆ X we denote the subset of attributes “instantiated” by val(fi). For example,
if val(fi) = {x2, x3, x17}, then Var(fi) = {X2, X3, X17}. Given that, for each x ∈ X and
fi ∈ F, we set:

�(x)[i] =
{

1, val(fi) = ∅ ∧ val(fi) ⊆ x
0, otherwise

. (6)

To illustrate this mapping �, let X be a two-dimensional space defined by an attribu-
tion X = {X1, X2}, and let x = x1x2. From (6), for this x we have �(x)[i] = 1 if and
only if val(fi) ∈ {x1, x2, x1x2}, that is

�(x) =





1
0
0
1
0
1
0
0





val(f1) = x1
val(f2) = x1
val(f3) = x2
val(f4) = x2
val(f5) = x1x2
val(f6) = x1x2
val(f7) = x1x2
val(f8) = x1x2

(7)

and �(x)[i] = 0, otherwise. Note that the (ignored in 7) dimensions f9, . . . , f16 either
have val(fi) = ∅, or val(fi) contains both a literal xj and its negation x̄j. It is not hard
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to verify that these dimensions are essentially redundant because for such fi we have
�(x)[i] = 0 for all alternatives’ descriptions x ∈ X . Indeed, later we show that we
actually use only the (3n − 1)-dimensional subspace of F , dimensions of which corre-
spond to all the non-empty partial assignments to X. In fact, for ease of presentation,
in what follows we discuss F as if ignoring its redundant dimensions. However, for
some technical reasons important for our computational machinery (and clarified in
Sect. 3), the structure of F and � has to be defined as in (5–6).

Geometrically,�maps each n-dimensional vector x ∈ X to the 4n-dimensional vec-
tor in F that uniquely encodes the set of all projections of x onto the subspaces of X .
This, however, does not shed too much light on the semantics of �. To see the latter,
recall that

1. The attribution X is just one out of many possible attributions of the physical
alternatives � (induced by some system-specific considerations), and as such it
does not necessarily correspond to the criteria affecting preferences of a user over
�.

2. The description of the alternatives from� in the catalog in terms of the attribution
X forces the user to express her preferences only in terms of X.

3. However, if the user does articulate some preference information in terms of X,
then the implicit preference-related criteria behind this information obviously
have some encoding in terms of X.

To stress the latter point, suppose that the catalog system maintains in its records the
class and the color of the cars as a pair of attributes X, X ′ ∈ X. Suppose that a user
of the system likes sport cars, likes green color, and yet strongly dislikes green sport
cars, providing a statement capturing the latter piece of information. In this case, the
user articulates her preferences over a combination of a particular pair of values of
X and X ′, and no single attribute directly maintained by the system can capture the
user’s utility alone. However,

1. if such a complex preference is articulatable in terms of the attributes X, then it
has to correspond to this or another set of value assignments to a subset of X, and

2. the evaluation of any abstracted alternative x ∈ X with respect to such a complex
preference corresponds to a single (possibly empty) value assignment to a subset
of X, and that is, to a single dimension of F .

This means that there are not only dimensions in F that capture the utilities of “sports
car” and “green,” but there is also a dimension that directly captures the utility of
“green sports cars.” This correspondence between complex preferences and individ-
ual dimensions of F makes the semantics of F very attractive. In addition, Theorem
1 below shows that F is not only semantically attractive, but also satisfies our desire
for “no need for independence information.”

Theorem 1 Any preference ordering P over X is additively decomposable in F . That
is, for any preference ordering P over X , there exists a linear function

U (�(x)) =
4n∑

i=1

wi �(x)[i] (8)

with weights wi ∈ � that satisfies (3).
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Proof The proof of Theorem 1 is rather straightforward.3 Since the binary relation P
over X × X is an ordering, there exists a utility function U satisfying (3) with respect
to P, and let X[1], . . . , X[k] be the factors of U with respect to its generalized additive
form U(x) = ∑k

i=1 ui(x[i]) as in (4).
Let the parameter weights w1, . . . , w4n ∈ R be defined as:

wi =
{

uj(val(fi)), Var(fi) = X[j]
0, otherwise

(9)

and let

U (�(x)) =
4n∑

i=1

wi �(x)[i]. (10)

By the construction, we have U(�(x)) = U(x), and thus:

∀x, x′ ∈ X . U(�(x)) ≥ U(�(x′)) ⇒ P |� x′ � x. (11)

�

Since, by Theorem 1, the dimensions of F can successfully “linearize” any preference
ordering P over X , in what follows we can focus only on linear utility functions as in
(8). Of course, the reader may rightfully wonder whether this linearization in a space
of dimension 4n can be of any practical use, and not just a syntactic sugar. At this stage,
however, we ask the reader to postpone the computational concerns, and focus on the
interpretation of preference expressions in terms of this high-dimensional space F .

2.2 Interpretation of preference expressions

Considering qualitative preference statements forming user expressions S as in (1),
there are two major categories of preference statements one would certainly like to
allow in S (Hansson 2001b):

1. dyadic (comparative) statements, indicating a relation between two referents
using the concepts such as “better,” “worse,” and “equal in value to,” and

2. monadic (classificatory) statements, evaluating a single referent using ordinal
language concepts such as “good,” “very bad,” and “worst.”

One can raise expectations even further by asking to allow, for instance, “higher order”
preferences such as “x is preferred to y more than z is preferred to w” (Packard 1975).
While we strive to support all these forms of preference statements and more, for ease
of presentation, let us focus on dyadic statements for now.

Let us first consider an “instance comparison” statement “x is better than x′”, where
x, x′ ∈ X . The interpretation of this statement poses no serious difficulties because
it explicitly compares between complete descriptions of two alternatives. However,
this is the exception, rather than the rule. Most of the preference statements that
we use in our everyday activities (e.g., “I prefer compact cars to SUVs”) have this
or another generalizing nature. As such, these statements typically mention only a
subset of attributes. This creates an ambiguity with respect to the actual referents of

3 It is worth noting here that this explicit “construction” of U only serves the existential proof of
Theorem 1, and does not reflect whatsoever the machinery of our proposal presented later in the
paper.



Efficient and non-parametric reasoning over user preferences 49

these statements. Several proposals on how to interpret generalizing preference state-
ments have been made both in philosophy and AI. However, there is no agreed-upon
solution to this problem (e.g., see Boutilier 1994; Doyle and Wellman 1994; Hans-
son 2001a), and the inherent uncertainty about the message that such a statement
aims to communicate makes developing such a solution very questionable. On the
other hand, different existing proposals are not entirely tangential. Specifically, all
these proposals suggest to interpret generalizing preference statements as indirectly
comparing between sets of alternatives from �, while possibly disagreeing on what
sets of alternatives are actually compared by each statement separately, and/or by a
multi-statement preference expression as a whole.4

Considering interpretation of qualitative preference expressions in our new rep-
resentation space F , observe that each parameter wi of U in (8) can be seen as
representing the marginal utility of the interaction between the attributes Var(fi) ⊆ X
when these take the value val(fi). In other words, wi represents the marginal contribu-
tion of the “criterion” val(fi) to attractiveness (or unattractiveness) of any alternative
x such that val(fi) ⊆ x. Moreover, the dimensional structure of F allows us to devote
wi to this specific criterion only; the marginal utilities of all the syntactically related
criteria [captured by subsets and supersets of val(fi)] can be successfully represented
by other parameters w of U.

Having this perspective in mind, let us consider an arbitrary dyadic statement
ϕ � ψ , and begin with providing some essential notation. Let Xϕ ⊆ X (and simi-
larly Xψ ) be the variables involved in ϕ, and M(ϕ) ⊆ Dom(Xϕ) be the set of all ϕ’s
models in the subspace of X defined by Xϕ . For instance, if X = {X1, . . . , X10}, and
ϕ = X1 ∨ X2, then Xϕ = {X1, X2}, and M(ϕ) = {x1x2, x1x2, x1x2}. To avoid confusion
between M(ϕ) and the standard notion of “models of ϕ” (which are complete assign-
ments to X that satisfy ϕ), in what follows we refer to the elements of M(ϕ) as local
models of ϕ.

Following the most standard (if not the only) interpretation scheme for OUR, we
compile ϕ � ψ into a set of constraints on the space of candidate real-valued utility
functions (Krantz et al. 1971). However, in contrast to previous works, in our case
these constraints are posed not on a space of functions from the original attribute-
based space X , but on the space of functions of form (8), that is, the space of linear,
real-valued functions from our new representation space F . Specifically, we compile
the statement ϕ � ψ into a set of |M(ϕ)| × |M(ψ)| constraints5

∀mϕ ∈ M(ϕ), ∀mψ ∈ M(ψ).
∑

fi:val(fi)∈2mϕ

wi >
∑

fj:val(fj)∈2mψ

wj, (12)

where 2m denotes the set of all non-empty value subsets of the local model m. For
example, statement (X1 ∨ X2) � (¬X3) (e.g., “It is more important that the car is
powerful or fast than not having had an accident”) is compiled into

wx1 + wx2 + wx1x2 > wx3

wx1 + wx2 + wx1x2 > wx3 (13)

wx1 + wx2 + wx1x2 > wx3 .

4 For an excellent survey of this topic, we refer the reader to Hansson (2001b).
5 The constraints for dyadic statements of the form ϕ � ψ and ϕ ∼ ψ are similar to (12) with> being
replaced by ≥ and =, respectively.
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The constraint system C resulting from such compilation of a user expression
S defines the space of solutions for our formulation of OUR. On the side of the
semantics, we argue that C corresponds to a least committing interpretation of prefer-
ence statements. Specifically, the three guiding principles of this interpretation are as
follows.

A1 If 〈ϕ � ψ〉 ∈ S, then every local model mϕ of ϕ is preferred to every local model
mψ of ψ .

A2 All possible explanations for ϕ � ψ should be considered.
A3 If there is no reason for a bias toward certain explanations for ϕ � ψ , a most

general explanation should be preferred.

The principle (A1) with respect to a preference statement ϕ � ψ is enforced by
the universal quantification in (12). Let us now lift our mapping � to

� : X+ �→ F , (14)

where X+ is the extension of X to all partial assignments to the attributes X. Note
that this lifting of applicability of� from X to X+ is completely innocuous and it does
not require changes even in (6). Under the extended �, by adopting (A1) we lift the
semantics of the utility functions U in (8) to partial assignments to X, making (12)
equivalent to

∀mϕ ∈ M(ϕ), ∀mψ ∈ M(ψ). U(�(mϕ)) > U(�(mψ)). (15)

Intuitively, (15) encodes the assumption that if the user has to choose between two
alternatives x and x′ while knowing only that x satisfies (= contains) m ∈ M(ϕ) and x′
satisfies m′ ∈ M(ψ), then the user will choose x. To us this assumption appears to be
the least one can assume about the actual message behind the statement ϕ � ψ .

Here we note that even a slightly more committing interpretation has been con-
sidered natural in the philosophical literature on preference logics. Specifically, let
ϕ/ψ be equal to ϕ if ϕ ∧ ¬ψ is logically contradictory (that is, ϕ → ψ), and equal
to ϕ ∧ ¬ψ , otherwise. The standard interpretation of an informal user statement “ϕ
is preferred to ψ” is that local models of ϕ/ψ are preferred to local models of ψ/ϕ
(Packard 1975; von Wright 1972; Hansson 2001a). In the scope of our approach, this
translates into requiring

∀mϕ/ψ ∈ M(ϕ/ψ), ∀mψ/ϕ ∈ M(ψ/ϕ). U(mϕ/ψ) > U(mψ/ϕ) (16)

instead of (15). If chosen, however, this change in the interpretation will have no
impact on the rest of our approach as (16) will be treated as if the user explicitly
provides us with a statement “ϕ/ψ is preferred to ψ/ϕ.”

Considering the principle (A2), notice that the statement ϕ � ψ provides us with
some information on user preferences, but not with an explanation to this preference.
On the other hand, different explanations for why the user states ϕ � ψ are possi-
ble, and in fact, these explanations may be not the same for different pairs of local
models m ∈ M(ϕ), m′ ∈ M(ψ). For instance, it is possible in our example that the user
prefers x1 ∧ x2 to x3 mainly due to the high marginal value of the criterion x1 and
x1 ∧ x2 to x3 mainly due to the high marginal value of the criterion x1x2. This is why
each constraint in (12) does not make unnecessary commitments, constraining only
the relation between the cumulated marginal utilities of the criteria val(fi) ∈ 2mϕ and
val(fj) ∈ 2mψ involved in the local models of ϕ and ψ , respectively.
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Finally, while different explanations for each statement 〈ϕ�ψ〉 ∈ S separately, and
the expression S as a whole, are possible, at the end the user-modeling system has
to adopt and act upon one such explanation. On this matter, (A3) simply states the
principles of Bayesian inference that advice to prefer the least biased explanation
possible. In Sect. 3 we describe how we pick a particular utility function U for a given
set of constraints, and justify this selection procedure with respect to (A3) in Sect. 4.
This finalizes our arguments for the “least committing” of our interpretation scheme,
and we hope to have convinced the reader that semantically this scheme is appealing.
What still remains to be shown, however, is that our scheme is also computationally
realistic, and we consider this issue in the next section.

3 Computational machinery

Returning to the computational side of the story, it is not hard to see that the structure
of the target utility functions U, as well as the constraint system C built according to
(12/15), pose numerous complexity issues.

(a) Our target utility function U is a linear, real-valued function from a 4n dimen-
sional space F . Thus, not only generating U, but even keeping and evaluating
this function explicitly might be infeasible. Likewise, though the constraint sys-
tem C is linear, it is linear in the exponential space R

4n
. Hence, in general, the

dimensionality of C does not allow us to solve it directly.
(b) The summations in each constraint as in (12) are exponential in the arity ofϕ and

ψ (that is, in |Xϕ | and |Xψ |). That is, not only the dimensionality of C, but also its
description complexity is an issue. Practice shows that this source of worst-case
complexity is something we should worry about because it is far from being of
theoretical interest only. For instance, each “instance comparison” between a
pair of complete alternatives in X is translated into a (single) constraint with up
to 2n+1 summation terms, and this is a very natural form of everyday preference
statements, already supported by some catalog search-aiding systems.

(c) The number of constraints generated for each preference statement can also be
exponential in the arity of ϕ andψ . This issue, however, seems to be significantly
less problematic in practice because the number of constraints actually equals
the number of local models of ϕ and ψ . In other words, an exponentially large
number of constraints may come only from a preference statement comparing
between disjunctive formulas with numerous disjuncts, that is, a preference
statement that simultaneously compares between large sets of models. While
possible in principle, we believe that such preferential comparisons are rarely
natural.

(d) Finally, strictly speaking, even if the number of local models of ϕ and ψ is
small, the actual enumeration of these models required by (12) can be compu-
tationally intractable due to #P-completeness of propositional model counting.
However, we believe that propositional formulas coming from user statements
are unlikely to be of a size that would pose computational challenges in
practice.

From the theoretical perspective, all these complexity issues are equally important.
However, as argued above, the first two sources of complexity appear to be the most
crucial in practice. Fortunately, here we show that these two issues can be overcome.
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In what follows we introduce the computational machinery underlying our frame-
work. As in the previous section, consider a dyadic statement ϕ � ψ . Our translation
of this statement leads to a set of |M(ϕ)| × |M(ψ)| linear constraints of the form:

∀mϕ ∈ M(ϕ), ∀mψ ∈ M(ψ) :

U
(
�(mϕ)

)
> U

(
�(mψ)

) ⇔
4n∑

i=1

wi �(mϕ)[i] >
4n∑

i=1

wi �(mψ)[i]

⇔ w ·�(mϕ) > w ·�(mψ) (17)

From (17), the set of utility functions consistent with an expression of κ such prefer-
ence statements {〈ϕ1 � ψ1〉, . . . , 〈ϕκ � ψκ 〉} is defined by the solutions of the linear
system C:

∀1 ≤ i ≤ κ , ∀mϕi ∈ M(ϕi), ∀mψi ∈ M(ψi) :

w ·�(mϕi) > w ·�(mψi), (18)

consisting of k = ∑κ
i=1 |M(ϕi)| × |M(ψi)| constraints in R

4n
. To simplify the presenta-

tion, in what follows we denote the k ordered pairs of local models underlying (19)
simply by (mi, m′

i), 1 ≤ i ≤ k, rewriting (18) as

∀1 ≤ i ≤ k : w ·�(mi) > w ·�(m′
i). (19)

Clearly, naive approaches to solving such systems (that is, finding a w ∈ �4n
that satis-

fies all the constraints) will be computationally intractable for any non-trivial number
of attributes n = |X|. However, below we show that exploiting duality techniques from
optimization theory (Bertsekas et al. 2003) and Reproducing Kernel Hilbert Spaces
(RKHS) (Kimeldorf and Wahba 1971; Wahba 1990; Vapnik 1998) allows solving such
systems in time only linear in n and polynomial in k.

At the first step, we reformulate our task of satisfying C as an optimization problem.
Since the solution of (19) is typically not unique, we select a particular solution by add-
ing an objective function and a “margin” by which the inequality constraints should
be fulfilled. Specifically, similar to an ordinal regression Support Vector Machine
(SVM) (Herbrich et al. 2000), we search for the smallest L2 (i.e., shortest Euclidian
length) weight vector w that fulfills all constraints with margin 1. The corresponding
constrained optimization problem is:

Minimize (w.r.t. w) :
1
2

w · w

subject to : (20)

∀1 ≤ i ≤ k : w ·�(mi) ≥ w ·�(m′
i)+ 1.

Note that this reformulation of the problem does not affect its satisfiability, and that
the solution of (20) is unique, since it is a strictly convex quadratic program.

In the second step we consider the Wolfe dual (Bertsekas et al. 2003) of (20):

Maximize (w.r.t. α) :
k∑

i=1

αi − 1
2

k∑

i=1

k∑

j=1

αiαj

((
�(mi)−�(m′

i)
) ·

(
�(mj)−�(m′

j)
))

(21)

subject to: α ≥ 0
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This is a standard technique frequently used in the context of SVMs (Vapnik 1998;
Herbrich et al. 2000). The Wolfe dual as in (21) has the same optimum value as the
primal in (20). From the parameter vector α∗ that solves the dual one can derive the
solution w∗ of the primal as

w∗ =
k∑

i=1

α∗
i (�(mi)−�(m′

i)).

The third and final step is based on the observation that the dual (21) can be expressed
in terms of inner products in the high-dimensional feature space. It is easy to verify
that the following optimization problem is equivalent to (21):

Maximize (w.r.t. α) :
k∑

i=1

αi − 1
2

k∑

i=1

k∑

j=1

αiαj

(
�(mi) ·�(mj)−�(mi) ·�(m′

j)−�(m′
i) ·�(mj)

+�(m′
i) ·�(m′

j)
)

(22)

subject to : α ≥ 0

For many kinds of mappings �, inner products can be computed efficiently using
a RKHS kernel (see Vapnik 1998), even if � maps into a high-dimensional space.
Our task, thus, is to find such a kernel for the specific mapping � that we use in our
construction in (5–6).

Let us define an injective representation of partial assignments m from X+ by pro-
jecting them to indicator vectors m ∈ R

2n. Each attribute value is mapped onto a single
dimension. If an attribute value is present in m, the corresponding component of m
is 1, otherwise 0. If an attribute is unspecified by m, all corresponding components of
m are set to 0. For example, if X = {X1, X2, X3, X4} and m = x1x2x3, then

m =





1
0
0
1
1
0
0
0





x1
x1
x2
x2
x3
x3
x4
x4

The indicator vectors m ∈ R
2n for the partial assignments m to X (appearing as

the local models of the formulae compared by the user) are similarly defined; if an
attribute is unspecified by m ∈ X+, all corresponding components of m are set to 0.
Using this construction, inner products for an (effectively equivalent) variant �λ of
our mapping � can be computed as follows.

Theorem 2 For the mapping �λ : X+ �→ F = R
4n

�λ(m)[i] =
{√

cλ(|val(fi)|), val(fi) ⊆ m
0, otherwise,

(23)
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where

cλ(k) =
n∑

l=k

λl

∑

l1 ≥ 1, . . . , lk ≥ 1
l1 + · · · + lk = l

l!
l1! . . . lk! , (24)

and any m, m′ ∈ X+ and λ1, . . . , λn ≥ 0, the kernel

K(m, m′) =
n∑

l=1

λl(m · m′)l (25)

computes the inner product �λ(m) ·�λ(m′) = K(m, m′).

Proof The following chain of equalities holds.

K(m, m′) =
n∑

l=1

λl(m · m′)l

=
n∑

l=1

λl

∑

(i1,...,il)∈{1,...,2n}l

(mi1 m′
i1 mi2 m′

i2 . . . mil m′
il )

=
n∑

l=1

λl

∑

(i1,...,il)∈{1,...,2n}l

(mi1 mi2 . . . mil )(m′
i1 m′

i2 . . . m′
il )

=
n∑

k=1

cλ(k)
∑

{i1,...,ik}⊆{1,...,2n}
(mi1 mi2 . . . mik)(m′

i1 m′
i2 . . . m′

ik)

= �λ(m) ·�λ(m′)

cλ(k) is the multiplicity with which a monomial of size k occurs. The multiplicity is
influenced by two factors. First, different orderings of the index sequence (i1, . . . , il)
lead to the same term. This is counted by the multinomial coefficient l!

l1!...lk! , where
l1, . . . , lk are the powers of each factor. Second, all positive powers of any mi m′

i are
equal. We therefore sum over all such equivalent terms

∑

l1 ≥ 1, . . . , lk ≥ 1
l1 + · · · + lk = l

l!
l1! . . . lk! .

Note that many of the monomials always evaluate to zero under our encoding m of
m. Specifically, monomials corresponding to expressions (xi ∧ xi ∧ · · · ) will always be
nullified.6 In particular, it is therefore sufficient to consider only monomials of size
less or equal to n, since all others will always evaluate to zero. �

The kernel in (25), which is similar to a polynomial kernel (Vapnik 1998), allows
us to compute inner products in the high-dimensional space in linear time, and, for
strictly positive λ1, . . . , λn, moving from � to �λ does not change the satisfiability of

6 This clarifies our declaration in Sect. 2.1 that we effectively use only the (3n − 1) dimensions of F ,
corresponding to the non-empty partial assignments to X. However, keeping the computations in the
4n-dimensional space F allows us to use the machinery of the RKHS kernels.
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our constraint system C. To see the latter, observe that any solution wλ of (19) for �λ
corresponds to a solution w of (19) for � via

wλ[i] = w[i]√
cλ(|val(fi)|)

.

The only difference between the mappings �λ and � is that the former biases the
inference’s prior towards smaller size monomials, “preferring” more general expla-
nations for user preference statements. To a large degree, this bias can be controlled
via the kernel parameters λ1, . . . , λn.

Now, using the kernel inside of the dual leads to the following equivalent
optimization problem.

Maximize (w.r.t. α) :
k∑

i=1

αi − 1
2

k∑

i=1

k∑

j=1

αiαj

(
K(mi, mj)− K(mi, m′

j)− K(m′
i, mj)+ K(m′

i, m′
j)
)

(26)

subject to : α ≥ 0

It is known that such convex quadratic programs can be solved in polynomial time
(Bertsekas et al. 2003). To compute the value of U for a given alternative x ∈ X , it is
sufficient to know only the dual solution and the kernel:

U (�(x)) = w∗ ·�λ(x) =
k∑

i=1

αi
(
K(mi, x)− K(m′

i, x)
)

(27)

Hence, neither computing the solution U of the constraint system C, nor computing
the values of U on X requires any explicit computations in R

4n
. Through the use of

kernels, all computations can be done efficiently in the low-dimensional input space.
We have extended SVMlight to solve this type of quadratic optimization problem.7 It
can efficiently handle large-scale problems with n, m ≈ 10, 000.

As a final comment on the mechanics of our inference procedure, note that it
would be unreasonable to expect that preference statements of a user will always
be consistent. In case of an inconsistent preference expression, the set of constraints
in the primal optimization problem (20) becomes infeasible and the solution of the
dual optimization problem (21) is unbounded. Fortunately, the soft-margin technique
(Cortes and Vapnik 1995) can be used to handle such inconsistent preference speci-
fications. The idea is to introduce non-negative slack variables ξi into the constraints
and penalize their sum in the objective function. This leads to the following modified
primal optimization problem:

Minimize (w.r.t. w, ξ1, . . . , ξk):
1
2

w · w + C
k∑

i=1

ξi

subject to: w ·�(m1) ≥ w ·�(m′
1)+ 1 − ξ1

· · ·
w ·�(mk) ≥ w ·�(m′

k)+ 1 − ξk

ξ1 ≥ 0, . . . , ξk ≥ 0

(28)

7 SVMlight is available at http://svmlight.joachims.org/
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The parameter C in the objective allows trading-off constraint violations against mar-
gin size. Note that the sum of the slack variables is an upper bound on the number of
constraints that are violated by the solution w.

The dual of this optimization problem is similar to the original dual, except that
the dual variables αi are now upper-bounded by C.

Maximize (w.r.t. α) :
m∑

i=1

αi − 1
2

k∑

i=1

k∑

j=1

αiαj((�(mi)−�(m′
i)) · (�(mj)−�(m′

j))) (29)

subject to: C ≥ α ≥ 0

The properties of the dual solution discussed earlier for the consistent case also hold
for the soft-margin formulation.

4 Inference semantics

Since the user’s statements typically provide only partial information about her prefer-
ences, the constraint system in (19) is underconstrained, and thus the utility revelation
takes the form of inductive8 reasoning. If the system has access to a prior Pr(U) over
utility functions, a reasonable inductive inference procedure would be to pick the most
likely utility function U that fulfills all constraints. In particular, for the Gaussian prior
Pr(U) ∼ e−||w||2 this procedure results in finding the weight vector w with minimum
L2-norm that fulfills the constraints. This is exactly our objective in (20).

To illustrate the behavior arising from this prior, consider the set of three state-
ments:

s1 = (X1 ∨ X2) � (¬X3),

s2 = (X3) � (X4),

s3 = (X1) � (X2).

For the small set of constraints induced by these statements, we can compute the
solution without the use of kernels and get the following weights.

wx1 =0.75 wx2 =−0.25 wx3 =0.5 wx4 =−0.5
wx1 =0.4 wx2 =0 wx3 =−0.45 wx4 =0
wx1x2 =0.05 wx1x2 =0.4

All other weights are set to zero. Below is an illustrative excerpt of the ordering
induced by the utility function generated in our framework:

U (�(x1x2x3x4)) = 1.25

U (�(x1x2x3x4)) = 1.05

U (�(x1x2x3x4)) = 0.9

U (�(x1x2x3x4)) = 0.55

8 Actually, the preference elicitation problem is more accurately modeled as a transductive inference
problem (see e.g., Vapnik 1998), but we do not consider this refinement at this time for simplicity.
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U (�(x1x2x3x4)) = 0.1

U (�(x1x2x3x4)) = −0.4

U (�(x1x2x3x4)) = −0.55.

We believe that this ordering reflects a natural interpretation of the statements. Fur-
thermore, alternatives for which the statements give no clear judgment receive utility
values closer to zero than those for which a statement clearly applies. In general, the
Gaussian prior appears reasonable in situations where we expect the utility function
to have a compact form (that is, most weights in w are small).

Now let us go back to the semantics of the parameters of U. Recall that (a) the
purpose of each parameter wi is to capture the marginal value of the event val(fi), and
(b) we strive to a least committing interpretation of preference expressions. Despite
the fact that we care only about the ordinal properties of U (and thus these functions
are isomorphic under any order-preserving transformation), our machinery implicitly
provides us with a reference point 0 ∈ R

2n
. Specifically, we will have wi = 0 both in

case the user is known to associate no value with val(fi), and in case where this is not
known, but we have no reason to believe otherwise.

Given an alternative x ∈ X and a utility function U consistent with the constraints
posed by the user’s preference statements, suppose that we have:

U(�(x)) = 0 (30)

Such an evaluation of x may correspond to two semantically different situations. If
for all fi such that val(fi) ⊆ x, we have wi = 0, then the user is considered9 to be
indifferent about x. Informally, the user is indifferent about an alternative if she has
neither reasons to like it nor reasons to dislike it. Alternatively, if for some fi such that
val(fi) ⊆ x, we have wi = 0 [and yet we have U(�(x)) = 0], then the user is considered
to be neutral about x. The user is considered to be neutral about an alternative if her
reasons to like it somehow “balance” her reasons to dislike it.

To summarize the above, we have two semantically different situations that cor-
respond to (30), and there is no way to distinguish between them from the value of
U alone. But should we? First, from the practical point of view of providing the user
with a choice-guiding procedure, so far we have seen no benefits for distinguishing
between neutrality and indifference. Interestingly, this position also underlies one of
the best-known approaches to the logic of monadic preference concepts, namely that
of Chisholm and Sosa (1966). In their terminology, to be neutral means to be equal in
value to something that is indifferent, which is exactly the connection between these
two cases in our framework.

The representation of neutrality and indifference in our framework bring us to dis-
cuss the monadic statements of preference. While, as we already mentioned, the actual
value of the reference point has no specific semantics, the fact that our machinery has
a reference point independent of the given set of constraints turns out to be very help-
ful. In philosophical logic there are several traditions for interpreting concepts such as
“good” and “bad” (for a comparative survey see Hansson 2001b, p. 118), but probably
the most natural one for our least committing methodology seems to be (again) the
approach of Chisholm and Sosa (1966). According to these authors, the meaning of
“good” and “bad” should be defined with respect to neutrality, and, together with the

9 It is probably better to say that “preference elicitation provides us with no reasons to believe that
the user is not indifferent about x,” but we allow ourselves to use a shorter formulation.
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aforementioned connection between indifference and neutrality, “a state of affairs10

is good provided it is better than some state of affairs that is indifferent, and . . . a
state of affairs is bad provided some state of affairs that is indifferent is better than
it” (Chisholm and Sosa 1966). This interpretation gives rise to an extremely straight-
forward encoding of monadic preference statements in our framework. Specifically, a
statement “ϕ is good” is translated into a set of |M(ϕ)| constraints:

∑

fi:val(fi)∈2m(ϕ)

wi > 0, (31)

which can be seen as a special case of the constraint form as in (12).
Finally, let us now consider higher order preference statements, such as “ϕ is pre-

ferred to ψ more than ρ is preferred to ω.” It is not hard to see that, following the
principles of our interpretation, such a statement should be encoded as:

∑

fi:val(fi)∈2m(ϕ)

wi −
∑

fj:val(fj)∈2m(ψ)

wj >
∑

fk:val(fk)∈2m(ρ)

wk −
∑

fl :val(fl)∈2m(ω)

wl (32)

and the description complexity of such constraints is of the same order as those in (12).

5 Experiments

While the proposed approach is appealing from a theoretical perspective, it remains
to be shown whether its assumptions match the properties of real-world data. In the
following, we evaluate the effectiveness of our approach on turning a set of prefer-
ence statements S into a desirable ordering, as well as its empirical computational
efficiency. In particular, we address whether the method we propose can

1. generate an accurate ordering from instance comparisons?
2. generate an accurate ordering from generalizing statements?
3. exploit instance comparisons to retrieve some best k items in the collection?
4. exploit generalizing statements to retrieve some best k items in the collection?

The last two questions address the applicability of our approach in systems focusing
on one-shot preference queries that are used only within a single search session of the
user. For instance, such queries are typical to “pull-based” e-commerce retail systems
in which the users are not likely to have repeated interests in the very same category of
products. In contrast, the first two questions address the applicability of our approach
in “push-based” systems that aim at supporting standing preference queries of the
users, describing long-term information needs that should be repeatedly addressed as
the content of the catalog is changing.

While important, we do not include user interface issues into our evaluation, but
focus the evaluation on the inference method itself. Designing interfaces that let users
easily provide statements via explicit entry, ratings, or implicit signals like clicks and
dwell times are beyond the scope of this paper and are the subject of future work.

In our experiments we use two datasets, namely the EachMovie dataset (McJones
1997) and the MovieLens (1 Million) collection (Riedl et al. 2006). Both datasets
consist of user ratings for movies, but contain no generalizing statements. To our

10 In our terminology, “state of affairs” corresponds to alternative.
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knowledge, all (publicly available) preference-related data sets contain only ratings
or instance comparisons (of books, movies, etc.), but unfortunately no generalizing
statements. While it is straightforward to generate instance comparisons from ratings,
we will use a rule-learning algorithms to extract generalizing statements from ratings
as described below.

The EachMovie dataset (collected and provided by P. McJones at DEC/Compaq
Research) consists of six-point-scale movie ratings (i.e., 0–5 stars) collected from
72,916 users on a corpus of 1,628 movies. Each movie is described by a set of attri-
butes, out of which we use twelve attributes corresponding to the decade of the movie,
whether it is currently in the movie theaters, and a binary classification according to
ten (non-disjoint) genre categories. We present results that are averaged over the 50
users with the largest number of ratings. As the set of alternatives for each user we
randomly select 500 movies among those rated by this user.

The MovieLens dataset (collected and provided by the GroupLens Research
Project at the University of Minnesota) consists of 6,040 users rating 3,900 mov-
ies on a five point scale (i.e., 1–5 stars). Movies are described using the decade of
its release and 18 (non-disjoint) genre categories. Again, we use the 50 most prolific
users and select 500 rated movies for each. Unlike for the EachMovie dataset, these
movies are not selected randomly from the set of rated movies, but with the goal of
making this dataset less “easy” (i.e., lower the average rating, which is almost 3.5 of
5 stars). We therefore selected the 50 highest rated movies and the 450 lowest rated
movies for each user.

In our experiments we generate one separate ordinal utility function for each user,
and then report average results over all users. Note that the problem is less of a
prediction problem, but more of a communication and decoding problem—the set of
statements S is a message that is interpreted by our method to recover the desired
ordering. The smaller S and the more accurate the ordering, the more effective is
our method. Furthermore, this inference problem is transductive (Vapnik 1998), not
inductive. In contrast to inductive learning where evaluation is done on a randomly
drawn test set, in transductive learning there is a fixed set of partially labeled examples
(i.e., the 500 movies) which is known to the algorithm at inference time.

Finally, all our experiments reported here use a soft-margin parameter C = 1
k (see

28), where k is the number of constraints in the constraint set from (18). We found
these results to be representative for a large range of different values of C.

5.1 Generating an ordering from instance comparisons

In this first experiment we explore in how far our method can recover an ordering
given a set S of instance comparisons. We generate a separate ranking for each user.
The instance comparisons for each user are generated by repeatedly selecting two
movies with different ratings uniformly at random from the set of 500 movies. Each
such pair forms one instance-level statements. In this setting, our method is equivalent
to an ordinal regression SVM (Herbrich et al. 2000) with a particular feature encoding
and sampling of statements. In practical applications, such instance comparisons can
be derived from implicit feedback signals like clickthrough (see e.g., Joachims et al.
2005) or from explicit feedback like in conjoint analysis (see e.g., Green et al. 2001).

The accuracy of the orderings generated from S is measured in terms of ranking
error, that is the fraction of times where the user rating and the utility function dis-
agree on the ordering of two movies. This error measure considers only movie pairs
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Fig. 1 Fraction of misordered pairs (i.e., ranking error) averaged over all users. The x-axis show
the number of instance comparisons in S that were used to create the ranking. Errorbars show one
standard error. (C = 1

k )

rated unequally by the user. Ties in the ordering induced by the utility function are
broken randomly. Note that random performance according to this error measure is a
score of 0.5, and that a score of 0.0 indicates a perfect ordering. However, it is unlikely
that a perfect ordering can be achieved given the rather coarse descriptions of the
movies available in the datasets.

Figure 1 plots the number of statements versus the error of the generated ranking
for the EachMovie data on the left, and the MovieLens data on the right. Each curve
in Fig. 1 gives the performance for a different choice of kernel degree, that is, different
choice of kernel parameters λ1, . . . , λn. The “degree” d indicates that all λi with i > d
are set to zero, while all others are one. This eliminates all monomials of size greater
than d.

Overall, the method is able to generate a reasonable utility function that ranks items
significantly and substantially better than the random baseline of 0.5. The results are
using the default value of C = 1

k for the soft-margin parameter, where k is the number
of constraints in the constraint set from (18). The method seems to be rather robust
regarding the choice of C, since other values of C gave comparable results over a
wide range. Regarding the choice of degree for the kernel, the method is robust as
well. Most values gave reasonable accuracy and most differences are not significant.
However, for the EachMovie data with large numbers of instance comparisons, lower
degree kernels appear to have some advantage over higher degree kernels. A priori,
the latter outcome may have two (possibly complementary) explanations:

1. Interactions between the data attributes do not significantly affect the prefer-
ences of a typical user, and thus her preferences can be effectively captured by a
function linear in these attributes,

2. The small amount of information carried by each individual instance compari-
son and the small number of such statements in S do not allow us to separate
between (preference-wise) important and unimportant interactions between the
attributes.

However, while in principle both explanations are possible (together and separately),
the results of our next set of experiments suggest that the first explanation is very
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unlikely, further supporting the attractiveness of eliciting generalizing preference
information.

5.2 Generating an ordering from generalizing statements

Generalizing statements have the potential to be more informative and flexible than
instance comparisons, since they can be constructed without being limited to the (cur-
rently visible) items in the database. Analogous to the setup of the previous section,
we now consider as input a set of generalizing statements S.

The main obstacle is that our (and all other publicly available) preference-related
data sets do not contain generalizing statements. To overcome this obstacle, we
designed an experimental setup in which generalizing statements are generated from
ratings-based instance comparisons. To simulate generalizing preference statements,
we generate such statements using the C4.5 decision trees learning algorithm (Quinlan
1993) on the following binary classification problem. As training examples, we con-
sider all 500 × 500 pairs (A, B) of movies by concatenating their attribute vectors.
For each user we generate a separate training set. If the user rated the first movie
higher (lower) than the second movie, the pair is labeled positive (negative). No pair
is generated if both movies have the same rating because it was unclear how to trans-
late such cases into training examples for the classification task. On this data, we run
the C4.5 decision tree learner.11 Using the c45rules software included in the C4.5
package we then convert the resulting decision tree into a set of rules ordered by their
level of confidence, and interpret each of the extracted rules as a single generalizing
preference statement. For example, the highest ranked rule for the user that rated the
largest number of movies in the EachMovie dataset was the rule (a) below.

B_decade = 1990s A_decade = 1980s
B_Art_Foreign = 1 A_Thriller = 1

(a) B_Family = 0 (b) B_Classic = 0
B_Romance = 0 B_Horror = 1

-> A preferred to B -> A preferred to B

This rule can be interpreted as the monadic preference statement “the user does
not like foreign films from the 1990s that are not Romance or Family movies.” For
the same user, the highest ranked dyadic rule is rule (b), meaning “the user prefers
thrillers from the 1980s over non-classic horror movies.”

The set of rules (or equivalently the corresponding generalizing preference state-
ments) generated by C4.5 can be thought of as a compact description of the user’s
desired ordering, as expressed in the user’s ratings. This simulates a communication
task as elaborated above, where a user prefers communicating her preference order-
ing to the system by providing a set of generalizing statements instead of explicitly
rating the individual movies.

Figure 2 shows how well the utility function orders the movies depending on the
number of generalizing preference statements used to generate this function. The form
of the plot is the same as in the previous section, but instead of instance-level state-
ments we use the top t generalizing preference statements as returned by c45rules.
Each curve in Fig. 2 gives the performance for a different choice of kernel degree. As
expected, the error rate decreases as more preference statements are provided. For
small numbers of preference statements, all degrees perform roughly equivalently.

11 http://www.cse.unsw.edu.au/∼quinlan/
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Fig. 2 Fraction of misordered pairs (i.e., ranking error) averaged over all users. The x-axis show the
number of statements in S that were used to create the ranking. Errorbars show one standard error.
(C = 1

k )

For larger sets of preference statements, high-degree kernels substantially and sig-
nificantly outperform low-degree kernels. This finding is largely independent of the
choice of regularization parameter C and is not limited to our default choice of C = 1

k .
In further experiments we found that no value of C makes low-degree kernels perform
as good as high-degree kernels. The best results were obtained for degrees greater or
equal to 5. Increasing the degree beyond 5 gave only small further improvements and
by degree 9 the performance seems to asymptote. It appears that low-degree kernels
cannot capture the dependencies explicitly expressed in the preference statements,
and thus the ability to handle large-degree monomials (i.e., non-linear interactions
between attributes X) is beneficial. Unlike for the instance comparisons discussed in
the previous section, the generalizing statements focus on the relevant high-degree
monomials so that overfitting is avoided even for high-degree kernels. Furthermore,
the error rate achieved with the generalizing statements is lower than when using the
instance comparisons like in the previous section.

Since, we are using a very coarse description of the movies, the attributes do not
suffice to produce a perfect ordering from a small number of preference statements.
In particular, the average error rate of the complete set of C4.5 rules is 0.24 for the
EachMovie data and 0.16 for the MovieLens data. Note that this pairwise classifi-
cation performed by C4.5 is potentially easier than the utility revelation problem,
since the rules do not have to form an ordering. Comparing the C4.5 performance
against the error rates of around 0.28 and 0.26 achieved by the ordinal utility function
for the high-degree kernels, we conclude that our method performs the translation
into a consistent ordering effectively and with good accuracy.

5.3 Using instance comparisons to find the best alternatives

The two experiments above verify that our preference revelation method is indeed
well-founded in how it interprets both instance and generalizing preference state-
ments. However, the experiment design above addresses mostly applications that
should continuously push information to the user based on its long-term user model,
and less reflects the needs of search-engine like applications that aim to respond to
some one-shot user need. We believe that in the latter case the system does not need
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to discover the complete preference ordering of the user, but only needs to iden-
tify a small set of highest-utility alternatives among those currently available in the
catalog. For example, suppose that a user of a movie recommendation system is not
interested in subscribing to periodic personalized recommendations, but only wants
to get a single recommendation “for today.” In such case it is important to quickly
identify movies that the user would have found most interesting, and it is not impor-
tant whether less interesting (to this user) movies in the catalog are ordered correctly
among themselves.

To evaluate our system in this type of setting, we conducted a set of experiments
that simulate how users might provide instance comparisons in an interactive system.
Each experiment for each user goes through a series of iterations. Starting with a
random ordering, the user marks the best movies among the top t = 10 movies that
are presented to her. The system then generates an instance comparison between
each marked and each unmarked movie in this top-t set, adds these statements to
S, generates a new ranking, and repeats. In our experiments, we simulate the user
feedback by marking all movies which have the highest number of stars among the
top t. Performance is measured by the average star-rating among the t highest ranked
movies.

Figure 3 shows the average number of stars among the ten movies ranked highest
by the SVM for up to nine iterations of feedback. The curves for EachMovie and
MovieLens show similar behavior. The first iterations lead to bigger performance
gains than later iterations. Like in the previous experiments with instance compari-
sons, there seems to be a trend that the performance for lower degree kernels is better
than that for higher degree kernels. However, the difference is small and in many
cases not significant.

5.4 Using generalizing statements to find the best alternatives

One possible problem with the instance comparisons (as used in the previous experi-
ment) is that they might miss “clusters” of movies that the user rates highly. Consider,
for example, a user that likes Western and Romance movies. If the initial ranking
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contains a Western, but no Romance movies, the instance comparisons generated
from the initial ranking make it unlikely that a Romance movie will ever enter the
top t in any further iteration. This means that the user will never be able to state
preferences for Romance movies. Generalizing statements can remedy this problem,
since the user can directly express her interests.

As before, we generate generalizing statements using C4.5. To focus on statements
describing the top of the ranking, we use all movies with five stars (or at least the ten
highest rated movies) among the 500 movies of each user as positive examples, and all
movies with a below average star-rating as negative examples. On this focused dataset
we then run C4.5 and C4.5 rules and extract the resulting monadic generalizing state-
ments from the rules. On average, this generated 4.0 statements for the EachMovie
data and 6.4 statements for the MovieLens data.

Figure 4 shows the average star rating among the top ten movies after processing a
given number of generalizing statements. Again, the behavior of the method is similar
for both corpora. With just a single generalizing statement, the performance jumps
substantially and significantly above the random baseline. Adding further statements
provides smaller gains. It appears that the higher degree kernels provide a small
benefit over a linear utility function, although the difference is not significant.

The “dot” in either plot of Fig. 4 marks the performance achieved by directly using
the C4.5 rules and ranking movies by the confidence factors that C4.5 estimates. Inter-
estingly, the utility function generated from the rules is more accurate than the rules
themselves. We conjecture that this is due to the fact that C4.5 rules are intended
for classification, not ranking, and that the C4.5 method for estimating confidence
factors might be suboptimal. In any case, the graph shows that our SVM method can
successfully extract ranking information from the generalizing statements to find the
highest rated items in the database.

Comparing the performance in Fig. 4 against the experiments with instance com-
parisons in Fig. 3, we see that the generalizing statements again lead to a better perfor-
mance than the instance comparisons. In practice, we conjecture that a combination
of instance comparisons and generalizing statements might provide an optimum of
usability and performance.
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5.5 Computational efficiency

Regarding computational efficiency, the average CPU-time of SVMlight for solving
the quadratic program for a set of 64 generalizing statements was less than 0.1 s. In
other experiments we have found that SVMlight can efficiently handle much larger
scale problems with n ≈ 10, 000 attributes and m ≈ 10, 000 statements.

6 Related work

Modeling user preferences and reasoning about them has became an active topic of
research in computer science over the last three decades. Research on preferences,
however, has a much older history. As the paradigm of human decision making, pref-
erences are a key concept in decision theory, philosophy, psychology, and economics
(e.g., Green et al. 2001; Hansson 2001b; Keeney and Raiffa 1976). The central research
goals in these areas have been to provide logical, cognitive, and mathematical mod-
els of human decision making. The main additional value that computer science has
brought into the research on user preferences is an attempt to automate the whole
loop of preference information processing, modeling, and decision support. The goal
of such automation is to make (both previously developed and new) logical and math-
ematical foundations usable in systems where both the number of choice alternatives
is huge, and no professional decision analyst is available to help each user in her task.

Since the paradigm of human preferences have been extensively studied across this
many fields, it is simply impossible in one paper to relate to every significant proposal
in this area, or even just provide a comprehensive survey of this multi-disciplinary
effort. Therefore, below we describe only previous work that is most closely related
to our approach.

The key properties of our approach (apart from its tractability) are (a) the struc-
ture and semantics of the space in which we decompose the ordinal preferences of
the users, and (b) the fact that this decomposition is linear, making the technique
completely non-parametric. The search for the “right” dimensional structure for pref-
erence decomposition has been always one of the key research issues in the area. In
the recent survey article on representation and reasoning about preferences (Doyle
2004), Doyle writes: “…we seek attributions that cleanly divide up outcomes (alter-
natives) into attributes that correspond to distinct dimensions of variation of utility.
That is we seek coordinate systems over outcomes such that utility takes a simple
form in the chosen coordinate system.” Unfortunately, it has been well known that
dimensions natural to human decision analysts (and definitely some dimensions given
to them) typically provide at most partial decomposition of the preferences, reducing
the utility function to a weighted sum of some sub utility functions over subsets of
these dimensions (Keeney and Raiffa 1976). Thus, while listing open problems in the
area, Doyle writes: “Can one recast the underlying set (of attributed outcomes) in
terms of a different span of dimensions such that the utility function becomes linear?
If so, can one find new linearizing dimensions that also mean something to human
interpreters?”

To the best of our knowledge, so far this question has not been answered. In fact, we
found only one work directly attempting to shed some light on this issue, namely the
work of Shoham on utility distributions (Shoham 1997a, b). In an attempt to provide
a unified view on probabilities and utilities, Shoham showed that, in principle, such a
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set of linearizing dimensions (called, in Shoham 1997a, b, factors) exist for any utility
function, and that this set of dimensions may have to be exponentially larger than the
original set of attributes. However, the result of Shoham is more foundational than
operational. The connection between the attributes and the particular set of factors
proposed in (Shoham 1997a, b) is not generally natural, and thus it is rather unclear
how to perform preference elicitation with respect to this set of factors. Likewise, no
efficient computational scheme for reasoning about this, potentially very large, set of
factors has been proposed until these days. In some sense, in our work we extend the
basic ideas and intuitions of Shoham, and, for the first time, provide an affirmative,
practically usable, answer to the question of existence of a generic, linearizing space
of dimensions.

In principle, “unstructuring” preferences by considering them in a linearizing set
of dimensions is not the only way to achieve a non-parametric framework for mod-
eling user preferences. One can design an inference mechanism that takes a set of
observations on user preferences (e.g., user’s own statements), and provides us with a
function over the original set of attributes, such that the choice of function is optimal
with respect to certain desired criteria (e.g., structural compactness). Clearly, these
criteria should be reasonable enough to provide an axiomatic basis for the inference,
and only recently such a set of criteria was proposed by Herfert and La Mura (Herfert
and La Mura 2004). The inference method proposed in (Herfert and La Mura 2004) is
based on the notion of decision-theoretic entropy (La Mura 1999, 2003), and it returns
a unique utility function that is minimally committing with respect to missing informa-
tion and individual judgments. However, the computational mechanism behind the
methodology of Herfert and La Mura constitutes an explicit, non-linear optimization
in the functional space R

2n
, where n is the number of original attributes. Moreover,

the description of the inferred utility function can be arbitrarily complicated, since the
“right” utility function can still be poorly structured with respect to the attribute space
X . Therefore, while providing a powerful alternative to the conjoint analysis family of
methods, the inference method in (Herfert and La Mura 2004) is not generally tracta-
ble. Having said that, we believe that there is a fundamental connection between the
inference mechanism in our methodology, and the one proposed by Herfert and La
Mura, and currently we investigate this issue.

As pointed out during the paper, our approach is closely connected to methods
from machine learning and draws extensively upon techniques developed there. In
particular, we translate the preference elicitation problem into a Support Vector
Machine (Vapnik 1998; Cortes and Vapnik 1995) formulation, in which it is possible
to use RKHS Kernels (Kimeldorf and Wahba 1971; Wahba 1990; Boser et al. 1992;
Vapnik 1998) to efficiently work with high-dimensional vectors. For such formula-
tions, it is known that the solution can always be expressed as a linear combination
of the training data (Kimeldorf and Wahba 1971; Wahba 1990). In particular, our
formulation builds upon the ordinal regression setup in Herbrich et al. (2000). How-
ever, in contrast to this and other methods for learning with preferences (see, e.g.,
Cohen et al. 1999; Freund et al. 2003), our approach explicitly addresses the semantics
of translating logical preference expressions to ordinal utility functions, and by that
allows us handling not only instance comparisons, but also generalizing preference
statements. An interesting property of the preference elicitation problem as consid-
ered in our approach is that it is inherently transductive (see e.g., Vapnik 1998), not
inductive as typically considered in machine learning. In transductive learning, the
goal is to optimize performance on a finite and knows set of examples or alternatives
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(e.g., items in a catalog), not over a distribution of examples like in inductive learning.
Exploiting the transductive setup more directly as part of the inference mechanism is
an interesting area for future work.

7 Conclusions

We have described a novel approach to ordinal utility revelation from a set of qualita-
tive preference statements. The task is ubiquitous in the design of systems that adapt
to users by modeling user preferences. To the best of our knowledge, our proposal
constitutes the first solution to this problem that can handle heterogeneous prefer-
ence statements both efficiently and effectively. The key technical contribution is a
computationally tractable, non-parametric transformation into a space where ordinal
utility functions decompose linearly and where dimensions have clear and intuitive
semantics.

Our ongoing and future work builds upon the foundations laid in this paper in
several directions. First, we would like to provide informative upper bounds on the
number of preference statements that a user will have to specify before the inferred
utility function approximates her preferences sufficiently well. Furthermore, we would
like to perform a deeper analysis of the semantics of our inference procedure, con-
necting it, for instance, with the recent axiomatic approaches for preference revelation
such as this in La Mura (1999, 2003).

Along with advances in theoretical foundations, we would like to explore appli-
cations in real-world settings, removing the assumptions about the structure of user
preferences and removing restrictions on the form of statements currently imposed
in existing operational systems. We believe that the framework proposed in this work
pushes these limits of explicit user modeling, and hence provides an attractive infra-
structure for user-centric electronic catalogs and product configuration systems.
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