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Abstract. This paper describes an approach for tailoring the content and structure of
automatically generated hypertext. The implemented system hylite+ is based on applied
Natural Language Generation (NLG) techniques, a re-usable user modelling component
(ViewGen), and a flexible architecture with module feedback. The user modelling compo-
nent is used by the language generation modules to adapt the hypertext content and links
to user beliefs and preferences and to the previous interaction. Unlike previous adaptive
NLG systems, which have their own, application-specific user models, hylite+ has re-used
a generic agent modelling framework (ViewGen) instead. Apart from avoiding the devel-
opment costs of a new model, this also enabled a more extendable system architecture.
Another distinct feature of our approach is making NLG techniques adaptable by the user,
i.e., providing users with control over the user model and the hypertext adaptivity.

Key words. adaptive language generation system, dynamic hypertext, hypertext, user mod-
elling

1. Introduction

When people talk to each other or write texts, they constantly adapt their lan-
guage and information content to make themselves understandable, relevant, and
interesting. Some of the main factors influencing these choices are the context and
medium of communication, the goals they are trying to achieve, and also who their
listeners or readers are.

Similarly, computer conversational agents and text generation systems need to
provide user adaptivity. In the terms adopted here, they need to maintain a model
of the user and be able to adapt their behaviour according to the state of this
model.

Research in user and belief modelling has led to a wide range of approaches for
modelling and reasoning with user-related information. Some of the most powerful
models (e.g., Ballim and Wilks, 1991; Kobsa and Pohl, 1995) can represent agents’
beliefs, goals, intentions and other propositional attitudes, including beliefs about
other agents’ beliefs (e.g., a parent’s belief that her child believes Santa Claus
is real). Such nested models have already been used in language understanding
(e.g., Kobsa, 1988; Taylor et al., 1996), Natural Language Generation (NLG) (e.g.,
Paris, 1993; Zukerman and McConachy, 1995; Moore, 1995), and some adaptive
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hypertext systems (e.g., Ardissono and Goy, 1999; Kobsa et al., 1997; Brusilovsky,
2001).

More specifically, in the area of NLG, researchers have investigated ways to tai-
lor automatically-generated texts to user goals and characteristics (e.g., Paris, 1993;
Zukerman and McConachy, 1995). The bulk of this work has focused on tailoring
generated text, but more recently NLG methods have been applied to the prob-
lem of generating dynamic hypertext (Dale et al., 1998). In dynamic hypertext, page
content and links are created on demand from some formal knowledge representa-
tion using NLG techniques. The generated hypertext is often adapted to user pref-
erences and characteristics and the interaction context. The key difference from
non-NLG-based adaptive hypertext systems (e.g., AHA! De Bra and Calvi, 1998,
ELM-ART Brusilovsky et al., 1996, KN-AHS Kobsa et al., 1997) is that there
are no pre-existing, human-authored hypertext documents or text snippets, instead
both the content and the links are generated on the fly. In contrast, the choices in
adaptive hypertext systems are somewhat limited by the pre-authored text content.
For further details on adaptive hypertext systems and approaches see (Brusilovsky,
1996, 2001).

Previous dynamic hypertext systems, such as ILEX (Knott et al., 1996) and
PEBA-II (Milosavljevic et al., 1996), have implemented their own, application-
specific user models. One of the novel aspects of this work is in the choice to re-
use a generic agent modelling framework (ViewGen) instead (Ballim and Wilks,
1991). Apart from avoiding the development costs of a new model, this also
enabled the creation of a more extendable system architecture (Bontcheva and
Wilks, 2001), which supports easier porting to new domains and applications (e.g.,
report generation from Semantic Web ontologies (Bontcheva and Wilks, 2004),
intelligent knowledge management1). As argued by Brusilovsky Brusilovsky (2001),
such modularity and re-use are much desired in adaptive hypertext systems and
one way of achieving that is by using generic user/learner models, such as BGP-
MS (Kobsa and Pohl, 1995) and ViewGen.

Another distinct feature of our approach is the use of results from hypertext
usability studies, user trials with similar software products, and walkthroughs dur-
ing system design (see Bontcheva, 2001). This led to making hylite+ adaptable,
in addition to being adaptive, thus becoming the first dynamic hypertext system to
provide users with control over the NLG modules.

This paper focuses on the user modelling approach and its role in generating
dynamic hypertext. We first introduce the hylite+ architecture (Section 2). The
role of the user modelling framework in the generation process is presented in Sec-
tion 3. Section 4 focuses on hypertext adaptivity, both in terms of content and link
personalisation. Adaptability is detailed in Section 5, followed by Section 6 which
describes the system evaluation. The paper concludes by positioning hylite+ with

1For information on the SEKT project see http://gate.ac.uk/projects/sekt/.
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Figure 1. The system home page (left) and an explanation generated by the adaptive system (right).
The different options of the user model can be modified by the user via hypertext links provided
at the bottom of the generated text (not visible here).

respect to some relevant previous work in NLG and adaptive hypertext (Section 7)
and discussing some future directions.

2. System Overview

hylite+ is a dynamic hypertext system that generates encyclopaedia-style expla-
nations of terms in two specialised domains: chemistry and computers. The user
interacts with the system in an ordinary Web browser (e.g., Netscape, Internet
Explorer) by specifying a term they want to look up. The system generates a
hypertext explanation of the term; further information can be obtained by follow-
ing hypertext links or specifying another query (see Figure 1).

Since users expect real-time interaction when browsing hypertext, efficient and
robust applied NLG techniques are typically used for dynamic hypertext genera-
tion. For instance, ILEX (Knott et al., 1996) uses a combination of canned stories
and templates; EXEMPLARS (White, 1998) is rule-based; and PEBA (Milosavlje-
vic et al., 1996) uses text schemas (McKeown, 1985) and a phrasal lexicon. The
input to these systems is typically a domain knowledge base or a database, repre-
senting objects and relationships between them.
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Similar to these systems, the NLG architecture of hylite+ consists of NLG
modules organised in two main stages: (i) content organisation, which includes
modules that select the semantic content of the text and organise it in a coherent
way; and (ii) surface realisation modules that generate sentences from the semantic
representation (i.e., conceptual graphs).

The system uses an existing text organisation module (Bontcheva, 1997), which
is based on high-level discourse patterns similar to text schemas (McKeown, 1985).
The organisational patterns effectively impose an ordering on the selected propo-
sitions, based on their relations and concepts. Although schema-based text organi-
sation has some known limitations (see Moore and Paris, 1993), it was chosen for
its computational efficiency and because it has been shown to work well for gen-
erating encyclopaedia-style explanations (Paris, 1993).

The most frequently used organisational pattern is for entity descriptions (i.e.,
concepts inheriting from ENTITY in the hierarchy) and has some similarities with
the identification schema in (McKeown, 1985) and the constituency schema in
(Paris, 1993). In hylite+ entities are defined by their supertype(s) or type defini-
tions, examples, characteristics, constituents and processes/events. If the entity has
several synonymous terms, the term from the user query is used throughout the
explanation and the rest are given in brackets when the entity is first introduced.

hylite+ uses the EGEN surface realiser (Bontcheva, 1997), adapted from
German to English. The realisation component receives as an input the text plan
which has pointers to the propositions that have to be verbalised. The output is a
textual explanation in HTML format which is displayed by the Web browser.

3. The Role of the User Model

Unlike previous adaptive NLG systems which have their own, application-specific
user models, our dynamic hypertext system has re-used a generic agent modelling
framework (ViewGen) instead (Ballim and Wilks, 1991).

In terms of modelling user beliefs ViewGen is somewhat similar to extended
overlay models (see Holt et al., 1993), because it represents both user beliefs that
overlap with the system’s own beliefs and also wrongly believed facts. However, the
nested belief models in ViewGen are most similar to the approach in BGP-MS
(Kobsa and Pohl, 1995). The main difference between ViewGen and BGP-MS is
that the former has no mutual belief operator and instead uses a belief ascription
mechanism.2 While, in principle, arbitrary levels of nesting could lead to com-
plex reasoning and lower efficiency in comparison to simpler models (e.g., extended
overlay), in practice it has been shown that only two levels of nesting are typically
sufficient to model beliefs in multi-agent systems (Taylor et al., 1996).

From an application’s point of view, the main benefit from using ViewGen
comes from its reasoning mechanisms for update and maintenance of the user

2For further comparison see (Ballim, 1992).
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model. For example, the topic environments provide an easy way to access all
propositions relevant to a given topic.

Finally, ViewGen’s nested structures also support the storage of users’ individ-
ual preferences as part of their environments, in the same way as their beliefs. The
pros and cons of this approach are discussed further in Section 7.

In this section we will detail the role of the user modelling framework in the
generation process and its relation to the domain knowledge and the discourse his-
tory.

3.1. the user model and the domain knowledge base

The user model and the domain knowledge base are the basis for the generated
adaptive hypertext explanations. hylite+ uses the ViewGen user modelling frame-
work to access and update user beliefs as the interaction progresses. The proposi-
tions believed by each user are encoded as conceptual graphs3 (CG) (Sowa, 1984)
and the CG reasoning mechanisms are used to detect whether or not the user
already holds a given belief. Each CG has a unique identifier which is used to ref-
erence it from the ViewGen belief environments. The CGs are stored only once –
in the knowledge base itself.

ViewGen distinguishes the beliefs of each user by putting them in separate envi-
ronments, including one for the system itself which contains the domain ontology.
The motivation for modelling domain facts as system beliefs is that the system can
treat them in the same manner as user beliefs and also deal with incomplete domain
knowledge (i.e., assume that the system’s knowledge is potentially incomplete).

The separation between system and user belief environments also enables the
modelling of discrepancies between propositions believed by the system and those
believed by the user. One example of such discrepancies is taxonomic knowledge,
where the system has detailed domain taxonomy, while the user has only a partial
and/or incorrect representation. Such discrepancies might come from common mis-
conceptions encoded as stereotypes or be specific to the given user, in which case
they are stored exclusively in their belief space. Misconceptions from stereotypes
are ascribed dynamically to all users who conform to that stereotype.

In this way, differences between the domain ontologies of different agents/users
are easily encoded (see Figure 2). ViewGen’s operations take such differences into
account and can reason correctly about the user’s beliefs when these are affected
by differences between their and the system’s ontologies. For example, when deter-
mining the beliefs of a chemistry expert about photographic emulsion (Figure 2
left), ViewGen also considers propositions inherited from gels and sols. By default

3Conceptual graphs are a type of semantic network. In the notation used here concepts are written
in square brackets and relations in round ones. Extra information (e.g., whether a concept is familiar
to the user, as determined on the basis of the user model) can be associated with concepts, relations
or entire graphs using feature structures.
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if the user has only general knowledge about a concept, ViewGen takes into
account the default stereotype and includes beliefs inherited from emulsion instead
(Figure 2, right).4 In general, because ViewGen determines the user’s beliefs sep-
arately for each concept, it is possible to inherit expert beliefs on some concepts
(e.g., computer-related ones) while also inheriting layman beliefs on others (e.g.,
chemistry-related ones).

3.2. interface to the user modelling framework

The communication between ViewGen and the generation modules is carried out
using a well-defined interface consisting of a small set of predicates. The interface
can easily be mapped to a client-server one, so the user modelling framework can
run on a separate server and/or be replaced with a different user modelling com-
ponent. The main operations are:

– getPropositions – returns all propositions believed by the given user (can
be restricted to a given topic (e.g., microcomputer)).

– getTopics – returns all topics about which a given user has beliefs.
– setPropositions – adds the given propositions to the user model.
– isBelieved – true when the user believes the given proposition. It returns

false if the proposition is not in the user model. Disbelieved propositions are
not handled at present.

As is evident from these predicates, the generator has the main initiative in the
communication with the user model, including the decisions as to when and what
to add to ViewGen. However, ViewGen independently performs a number of tasks
needed for maintaining consistency of the model, transparently to the application
(e.g., checking for duplicate or subsuming beliefs).

The use of the various ViewGen operations (e.g., use of stereotypes, belief
update) is also controlled by the application. For example, if stereotypes are
switched off, getPropositions only returns the propositions already present in
the user’s belief space but not those which can be ascribed from stereotypes. In this
way, the application not only controls when to use and update the user model but
can also configure to an extent the operation of ViewGen itself. The available con-
figuration parameters are shown in Table I with their default values. These param-
eters are used by hylite+ to support adaptability (see Section 5), i.e., allow users
to control what personal information is stored and how it is used by the system.

3.3. discourse history and the user model

The other module that plays an important role in the generation of personalised
hypertext explanations is the discourse history, which records information about the

4The reason for that is because laymen tend to think that photographic emulsion is an emulsion
due to the occurrence of the word ‘emulsion’ in the term.
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Table I. ViewGen configuration parameters

Parameter Default value Purpose

consultUserBeliefs true If true, hylite+ accesses the propositions
in the user’s belief space in order to adapt
the generated hypertext. If false, then
hylite+ operates without a user model.

updateUserBeliefs true If set to false, ViewGen does not record
or update user beliefs; however, existing
ones will still be used if
consultUserBeliefs is enabled. This
parameter, in conjunction with
consultUserBeliefs, allows the user
to switch off ViewGen.

stereotypesUsed true Stereotypes model the beliefs of classes
of users (e.g., chemistry experts) and,
when this variable is set to true,
applicable stereotypes are consulted to
derive additional user beliefs
(see Section 3.4).

inheritanceUsed true Inheritance (when enabled) is used to
present information inherited from
a parent concept in the domain taxonomy
(see also Section 5).

user–system interaction. The discourse history is maintained and updated indepen-
dently of ViewGen. Clearly in our implementation there is some overlap in the
information in the Discourse History (DH) and the belief environments, e.g., the
facts explained so far. However, the purpose for which each of these sources is
used differs: the DH contains the interaction information and is used in linguis-
tic and formatting choices, whereas the agent environments contain only the set
of propositions believed by the user and are used primarily to tailor the explana-
tion content. The main role of the DH is to allow the system to have a notion of
time, e.g., to obtain the number of pages since a given fact was presented to the
user.

In addition, the DH also contains application-specific data such as whether the
user reached an explanation through a hypertext link or a search, and how long
they spent reading each explanation. This data is undoubtedly useful for a hyper-
text generation system but is of limited value to any other application, so it is only
stored locally in the DH. Nevertheless, inferences about user beliefs can be made
on the basis of this data and stored in the relevant part of ViewGen.

In the user modelling field, the complex relationship between DH and user
models has been the subject of several debates (e.g., Schuster et al., 1988; Moore,
1995). The view taken here is similar to Wahlster’s argument in (Schuster et al.,
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1988), namely that the two components should be kept separate despite the fact
that they process similar input and are used by the same application. The over-
lapping information represented separately in both these resources also reduces the
dependence between the nlg application and the user model.

In common with other interactive nlg systems (e.g., Moore, 1995), the DH
stores information about user utterances (in our case requests for explanation on a
given topic), focused objects, and text plans of all system explanations. The text of
the generated explanation is not preserved in the DH since the system can derive
all necessary information from the stored text plans.

During the user interaction, the system constantly updates the DH by first
adding the user’s request, followed by information from the content selection and
text organisation phases. Consequently, the NLG algorithms and also ViewGen
can obtain information about:

– the last explained concept;
– whether a concept was previously explained and how many pages ago;
– the content and structure of the last explanation;
– the content, structure and recency of the explanation of a given concept.

Based on this information, hylite+ can decide, for example, whether to insert
a link to a previously explained concept, depending on how recently it was
explained. However, the decision about whether a given concept or a fact is known
by the user is based on the user model (unless it has been disabled by the user).

3.4. populating and updating the user belief environments

The application obtains information from the user registration, e.g., native lan-
guage, age range, background, interests, and job information. The correctness of
this information is not crucial as users can explicitly modify the system’s behaviour
(see Section 5), so the system can be used both by casual users and by registered
users, e.g., students, who want to use the system on a regular basis. It is also pos-
sible to provide such user information externally, from a third-party application,
if hylite+ is used within a bigger system, e.g., in the MIAKT project (see Sec-
tion 8). If the user does not provide any information, then the system assumes a
naive user with empty belief spaces.

This user information is used to trigger some generic stereotypes. For example,
unless the user has stated that they have a chemistry degree and/or job, the system
will not assign them a chemistry-expert stereotype. By default, total novices have
key terms explained to them, if page length and formatting permit this.

After each new page is viewed, the system updates dynamically the user belief
environment in ViewGen by adding the identifiers of all facts from that page. For
each of these facts ViewGen automatically checks whether they are subsumed by
other propositions, whose identifiers are already present in the belief space and
only adds those that are new. The proposition identifiers are added to the topics
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corresponding to the concept explained in the current page and to all other envi-
ronments to which they are relevant.

For example, when the graph in Figure 3 about dispersion and waste water is
used during an explanation of dispersion, its identifier is added first to the dis-
persion topic environment. Afterwards, since it is also relevant to waste water, its
identifier is also added to the waste water topic.5 In such a way, if the user
requests an explanation of waste water later, information about this already known
fact will be present in their belief space and the system’s response can be tailored
to reflect this (e.g., by inserting phrases like ‘besides’ – see Section 4.4).

3.5. consulting the UM during generation

When the user requests information about a topic (e.g., emulsion), hylite+ first
determines the set of propositions to be verbalised, i.e., the explanation con-
tent. The relevant propositions are obtained from ViewGen’s system environment
for the given topic (e.g., emulsion). If no such environment exists already, then
hylite+ uses CG reasoning operations to find all graphs in the KB which con-
tain the query concept or a sub-concept of it. As a result of that, ViewGen also
creates a new environment for the topic and stores the results there, so they can be
used there in subsequent requests. Effectively this leads to the creation of a sepa-
rate ViewGen environment for each already explained concept.

Given the set of relevant propositions selected for generation, the generator
first establishes whether any of them are already believed by the user. ViewGen
is queried about each proposition and all already believed propositions are anno-
tated as such. After all believed propositions are identified, the system also checks
for any partially known propositions. This is necessary because the generator fre-
quently uses CG reasoning operations to present only part of a given conceptual
graph (to make the explanation shorter). For example, one of the graphs extracted
for an explanation of the DISPERSION concept is:6

(cg1) [DISPERSION] <– (CHAR) <– [WASTE WATER WTH PART].
:fs(derived from: graph id)

This is in fact a subgraph of the following:

(cg2) [WASTE WATER WTH PART] –> (CHAR) –> [CONCENTRATION]
(CHAR) –> [RESISTANCE]
(CHAR) –> [DISPERSION].

5However, on Figure 3 we chose to show the graphs themselves, instead of their identifiers, in order
to make it clearer to the reader what are the contents of each topic environment.
6fs() is used to encode features which can be associated with concepts, relations and graphs. In this
example, the feature specifies which graph was used in the derivation of the graph it is associated
with.
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Because the focus in this case is the term ‘dispersion’, cg2 will be verbalised as
‘Dispersion is a characteristic of waste water that contains particles’. Subsequently,
if the user clicks on the link for waste water, hylite+ needs to generate an expla-
nation of that concept. At that point, cg1 is extracted as one of the graphs relevant
to WASTE WATER. When ViewGen is consulted, it returns that cg1 is not already
believed by the user, since the user’s belief environment only contains graph cg2.

However, the system checks each graph returned by the user model for a
derived from feature. If found, it checks whether the graph, from which the
believed graph has been derived, is among those selected for explanation. In this
case it annotates each such parent graphs (e.g., cg1) as partially known.

In our example, at this step graph cg2 will be identified as already believed by
the user and also derived from cg1. Consequently, cg1 is annotated as partially
known by adding fs(um state: partially known) to the graph. Also, the already
verbalised concepts and relations are annotated as already believed by adding
fs(um state: known) to them. The result is:

[WASTE WATER WTH PART] –> (CHAR) –> [CONCENTRATION]
(CHAR) –> [RESISTANCE]
(CHAR) :fs(um state: known) –> [DISPERSION].

:fs(um state: partially known)

In other words, a new feature um state is added to the graph and also to all
relations which occur in the already explained graph. This information is then used
by the generator to choose a phrasing which conveys the fact that dispersion is
previously seen, e.g. ‘as well as’, which also makes the generated hypertext more
coherent (see Section 4.4).

The next step is to establish whether there are contradictions between the sys-
tem knowledge (i.e., the selected propositions) and the user beliefs. Therefore, all
graphs returned as believed by the user (via a stereotype or from their own envi-
ronment) are compared against all selected propositions using CG reasoning. If
such a contradiction is detected, both system and user beliefs are added to the
propositions to be conveyed, e.g. bel(user, isa(photo emulsion, synthetic emulsion))
and bel(system, isa(photo emulsion, gel)). In this example, the contradiction comes
from the fact that the superconcepts of photo emulsion are incompatible. In other
words, the system’s type hierarchy (i.e., a chemistry expert) specifies the supertype
as gel, which is a type of sol (see Figure 2), whereas the default stereotype that
applies for naive users has the supertype as emulsion.

Such incorrect beliefs are explained by providing them in parallel with the cor-
rect fact. In the photographic emulsion example, the system generates the following
sentence as part of the explanation:7

7The ‘a common error is . . . ’ expression is used to express the uncertainty of this assumption which
has been made on the basis of a stereotype. The generator can also deal with incorrect beliefs of
individual users.
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A common error is to believe that photographic emulsion is emulsion, whereas, in
fact, it is a gel.8

In the final step, ViewGen is consulted about concepts that appear in the selected
propositions. If no user beliefs can be obtained about these concepts, then the gen-
erator flags them as unknown by adding a (um state: unknown) feature.

4. Generating Adaptive Hypertext

Previous work on hypertext usability (e.g., Nielsen, 2000) and our own subject-
based experiments (Bontcheva, 2001) were used to derive a set of requirements, the
most important among which were:

– generation of well-structured hypertext with meaningful links;
– use of formatting that facilitates skimming (e.g., bullet lists);
– use of different colours for links to visited pages and links to new material;
– (short) clarifying information for important unknown terms.

This section details how these issues were addressed as part of the adaptive hyper-
text generation process in hylite+ and compares our approach to other dynamic
hypertext systems.

4.1. choosing formatting

Hypertext usability studies (Nielsen, 2000) have shown that formatting is very
important since it improves the readability of hypertext. Bullet lists and font size in
particular facilitate skimming by making important information more prominent.
Therefore this work has focused on generating these two types of formatting, espe-
cially due to the connection between formatting and some adaptivity techniques
(see Section 4.5).

The browser default font size is used in the explanation body while the list of
links to other relevant pages is generated in a smaller font size to keep the main
text more prominent. All font sizes are relative, not absolute, so text size can be
controlled from the browser.

Bullet lists received most attention because they are used much more frequently
and even very concise texts can benefit from them. In addition, even if no other
type of formatting is used, lists substantially improve the readability and user pref-
erence for such pages (see the study discussed in Nielsen, 2000, p. 105). The use of
bullet lists in hylite+ is determined as a first step of the surface realisation pro-
cess, on the basis of the fully fledged text plan.

The semantic aggregation stage joins all propositions which share the same
focused entity and main relation, so the resulting more complex propositions can

8Emulsion was modelled in the generator’s lexicon as a mass noun, which is the reason why there
is no indefinite article in front of emulsion and photographic emulsion.
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have three or more entities that need to be enumerated in the same sentence. For
example, the following complex proposition appears in the text plan of a colloid
explanation:

[COLLOID :fs(focus, true)] <- (ISA) <- [AEROSOL]
- (ISA) <- [FOAM]
- (ISA) <- [EMULSION]
- (ISA) <- [SOL].

The formatter examines each proposition in the text plan to determine if the focused
entity participates in the same relation with three or more different concepts.9 Such
propositions are annotated for bullet list formatting if the repeating relations can be
realised as verbs (e.g., ISA, PART OF). No HTML markup is generated at this stage.
Instead, the formatting choice is stored as annotation of the whole graph:

[COLLOID :fs(focus, true)] <- (ISA) <- [AEROSOL]
- (ISA) <- [FOAM]
- (ISA) <- [EMULSION]
- (ISA) <- [SOL]. : fs(format,ul)

This information is used later by the grammar to generate the HTML tags at
the same time as the text itself. This separation allows the formatter (or a later
module) to change this choice if it is not appropriate, e.g., to avoid overusing lists.

Such a distinction is also made in the RAGS project (Cahill et al., 1999), which has a
special data type called abstract document representation used to represent information
about ordering and layout (e.g., section, title, list-item). hylite+ currently does not have
separate data types as in RAGS, instead all the information is encoded as annotations
(features) on the relevant graph or concept. However, in future work we are considering
the use of such data types because they also allow encoding of formatting information
that spans more than one proposition (graphs in our case).

4.2. choosing links

hylite+ generates links for domain concepts which lead to separate explanation
pages. In this way instead of having one long article discussing many related con-
cepts (as is frequently the case in existing online encyclopaedias), the material can
be broken down into several short pages.

There are three alternatives for generating links for terms that occur more than
once in a page:

1. Provide a hypertext link for every occurrence;
2. Provide a hypertext link at the first occurrence of this term on this screen (i.e.,

if the previous link for this term is not visible on the screen, then provide the
link again);

3. Provide a hypertext link only at the first occurrence of the term.

9The number was determined on the basis of the user preferences in the mockup experiment (Bontcheva,
2001).
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User feedback during the experiment with existing encyclopaedia (Bontcheva,
2001) suggested that some users expect to have a link for each occurrence of a
term, while others would prefer hypertext with less links, so the second alternative
is better for such users. The third alternative is effectively the same as the second
one for texts that fit on one page, but the second one is preferred for longer arti-
cles so that the user does not need to scroll the page.

To accommodate these preferences, the system has a parameter which users can
set depending on their preference for a link strategy. By default the system pro-
vides a link for each appearance of the term.

Since the current knowledge base was built for experimental purposes, the data
provided for some concepts is very sparse, sometimes just a definition, super- and
sub-concepts. In the case where hylite+ has already provided the concept defini-
tion in the current page (e.g., as clarifying information in parenthesis – see Sec-
tion 4.5), most of the information about this concept is already shown, so no link
to a separate page is generated.

So far we have discussed links that occur within the generated explanation.
Another useful type are links that point to relevant material, provided after the
main text. As suggested by our user study (Bontcheva, 2001), they are often con-
sidered useful by users, as they suggest other pages which might be of interest, and
help the user choose among the many alternatives. Their utility can be improved
still further by grouping them in categories like More general, More speci c, Also
related.

In hylite+, related topic links are generated based on the type hierarchy. The
supertypes, subtypes, and sister concepts of the query concept are included respec-
tively as More general, More speci c, and Also related (for an example see the
right page in Figure 1). Initially, only the sister concepts were suggested as related
topics because links to the supertypes and subtypes are already provided in the
main explanation. However, the mockup experiment showed that almost all users
preferred to see them all, regardless of their occurrence in the text. In the system
evaluation (Section 6), one of the users commented that the more generic/specific
links are desirable because they reinforce the points made in the text and make the
term hierarchy more explicit.

In addition, users rely strongly on visual distinctions between links to visited
and unvisited pages (Nielsen, 2000), so it is important that dynamic hypertext gen-
eration systems always use the same URL for the same page to maintain consis-
tent link colouring. If such a distinction is indeed maintained, there is less of a
need to adapt the page opening as well because the information that this page has
already been visited is conveyed by the link colour. Therefore, our main effort in
hylite+ implementation was focused on generating consistent URLs.
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4.3. returning to previously visited pages

Previous work on dynamic hypertext (Dale et al., 1997) has argued for treat-
ing hypertext generation in a similar way to dialogue generation, due to the dia-
logue-like nature of hypertext browsing. However, despite such similarities, one of
the main differences between them is that in hypertext users can return to previ-
ously visited pages by using the Back browser button or a link. Therefore, due
to strong user expectations, conditioned by traditional hypertext interaction, an
intelligent information system (including a dynamic hypertext one) should avoid
adapting the content and layout of already visited pages. Consequently, hylite+
does not change the page content when the Back button is used (unlike some
other dynamic hypertext systems, e.g., Dale et al., 1998).

4.4. presenting already said facts

As discussed in (Dale et al., 1998), coherence between pages can be improved
by generating texts that take into account already said facts. For example, in the
PEBA system, if the user followed a link to marsupial from a page about kanga-
roos, then the opening of the marsupial page is adapted accordingly:

Apart from the Kangaroo, the class of Marsupials also contains the following sub-
types... (Dale et al., 1998, p. 129)

In our system, we looked into the broader problem of contextualising the already
presented material regardless of its position on the page.

In order to achieve this, hylite+ obtains information from ViewGen during
content selection and annotates all partially known facts (see Section 3.5). This
information is used during surface realisation to choose an appropriate cue word
and sentence structure. For example, if the user has already seen the page about
dispersion (which among other things states that dispersion is a characteristic of
polluted water), then this information would be annotated as known in the graph
about polluted water:

[WASTE WATER] –> (CHAR) –> [CONCENTRATION]
(CHAR) –> [RESISTANCE]
(CHAR) :fs(um state: known) –> [DISPERSION].

: fs(um state: partially known)

The grammar takes into account such known sub-facts and tries to generate a
sentence using phrases like besides and apart from. For our example, the result
would be:

Besides dispersion, other characteristics of polluted water are concentration and
resistance.

If the grammar fails to use such constructions, the default rule is applied which
ignores the known annotation and produces the neutral sentence:
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Polluted water is characterised by dispersion, concentration, and resistance.

However, and unlike normal dialogue, hypertext is often skimmed instead of being
read fully, so it is more likely that users do not remember all the facts from
a previous page. Therefore, the use of such contextualising phrases becomes less
appropriate as the number of intermediate pages increases. This conjecture was
confirmed in our mockup experiment, where all users preferred the contextua-
lised hypertext when the fact also appeared in the previous page (0 intermediate
pages), but that number decreased to 50% when there were 3 intermediate pages
(Bontcheva, 2001). Consequently, hylite+ uses the discourse history in conjunc-
tion with the annotations from the user model to determine whether or not it is
appropriate to use this particular grammar rule.

Another case is when the whole graph has already been presented in an earlier
explanation, e.g., the user has already been told all the characteristics of polluted
water. One approach is to treat this as a repetition and remove the sentence from
the explanation (e.g., BLAH, Weiner, 1980). However, the predominantly skim-
ming behaviour of hypertext readers, combined with the text genre (encyclopaedia),
makes this approach inappropriate because the users expect to see the complete
information about each topic. Therefore, facts are always included in the explana-
tion and the grammar can use a phrase like As you probably remember or As
previously discussed to indicate that the material has been seen before (provided
that the user has not disabled the use of such phrases – see Section 5).

4.5. clarifying unknown terms

As discussed in Section 3.5, the generator uses information from the user model to
detect and annotate unknown concepts. During surface realisation, hypertext links
leading to separate explanation pages are added for these concepts. In addition,
some parenthetical information is considered for unknown concepts in definitions,
parts and subtypes.

The system mockup experiments (Bontcheva, 2001) showed that users prefer
two types of concise parenthetical information:

– brief term definitions;
– a familiar superconcept.

4.5.1. Generating Term Definitions

Let us assume a user who has looked up computer programs and then followed a
link to personal computer; the user has not specified preferences for the type of
clarifying information, so definitions can be provided where appropriate. Follow-
ing this request, the content planner passes the following facts for realisation (the
graph describing all parts is truncated here):

[PCISA] –> [MICRO COMP :fs(um state:unknown)].
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Figure 4. Example of clarifying definitions integrated in the main text.

[PC] <– (PART OF) <– [CPU :fs(um state:unknown)]
– (PART OF) <– [MEMORY :fs(um state:unknown)]
– (PART OF) <– [HDD :fs(um state:unknown)]
– (PART OF) <– [MONITOR]...

First, the realiser determines the explanation formatting (see Section 4.1). In
this case, a bullet list is chosen to enumerate all parts. Then it starts generating
text for the first graph. Because the newly introduced supertype (microcomputer)
is unknown, but important for the understanding of the text, the system decides
to provide some extra material about it. The action corresponding to generating
a new definition is define(micro comp), which is passed as a parameter to the
recursively called generator. The generator parameters are also set for very short
texts with syntactic preference for noun phrases. The resulting text – a small com-
puter that uses a microprocessor as its central processing unit – is evaluated for
length10 and provided in brackets (see Figure 4).

Similarly for all unknown parts of the PC, the generator is called recursively to
produce their definitions (see Figure 4).

In order to determine the appropriate formatting for the new material, the sys-
tem has a set of rules which examine the type of proposition (e.g., definition,
part of, attribute) and the formatting of the main text. At present, new mate-
rial which is to be integrated in unformatted text is put in parenthesis. Since such
text disturbs the flow of the main sentence, parenthetical definitions are only pro-
vided once per sentence, usually for the most important concept in the proposi-
tion (e.g., the supertype). For other unknown concepts in the same sentence only
a hypertext link is generated.

If more than one parenthetical definition needs to be generated within the same
page (see Figure 4), a separate recursive call to the generator is made for each one.
On one hand this might sometimes lead to the generation of less fluent text. In
order to minimise this risk, hylite+ uses an entity stack which provides informa-
tion about all previously defined concepts. On the other hand, this approach has

10Based on the user perceptions from the mockup studies the length restriction was set to a max-
imum of 15 words. More empirical studies are needed to establish if this is indeed an acceptable
length.
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the advantage of simplifying the generation process, thus making it more efficient
(Bontcheva and Wilks, 2001).

The reason for the somewhat circular nature of the generated explanation in
this particular example, i.e., the use of CPU as part of the definition of micro-
computer, is an artefact of the contents of the knowledge base itself (in this
case, the knowledge was obtained from a glossary of computer terms). Figure 1
shows a different style of parenthetical definitions, due to the different underlying
knowledge. In general, these examples show that the quality of the generated con-
tent depends to a large degree on the domain knowledge available in the system.

4.5.2. Providing a Familiar Supertype

The other type of clarifying information currently provided for unknown terms is
familiar supertypes in parenthesis. Since this kind of information can be obtained
directly from ViewGen, the generator does not need to carry out planning for
the new material. Instead, the surface realiser uses a (series of) isBelieved
request(s) to obtain from ViewGen information whether a supertype is already
familiar to the user.

A supertype could be familiar from a previously visited page, in which case it
will be present in the user’s ViewGen environment. For example, if the user has
visited the page about colloid before looking up gel, then COLLOID would be
selected as the familiar supertype of SOL (which would be an unknown concept
in the gel explanation). In contrast, if colloid is unknown, then the familiar su-
pertype of SOL would be selected by the default mechanism (described next).

When no supertype is present in the user’s environment, default reasoning is
used to obtain a familiar supertype based on common world knowledge (modelled
in ViewGen as stereotypes that apply to all users). Since the KB taxonomy has
a very generic upper half with concepts like OBJECT and DEVICE, a commonly
known supertype can usually be found. Following this default approach, the famil-
iar supertype of COLLOID is determined to be MIXTURE. In this case, the gener-
ated sentence would be:

Gel is a colloid (mixture) of solid particles in a liquid.

The related problem of generating object descriptions using content words
familiar to the user has been addressed by (Reiter, 1990). His goal was to generate
descriptions that are accurate and free from false implicature, based on a domain
taxonomy and a user model. The difference is that terminological explanations are
oriented towards users who try to familiarise themselves with the domain terms, so
hylite+ needs to provide both the unknown word and the familiar supertype.

This example above also shows that the chosen way of lexicalising the familiar
supertype in parenthesis might mislead users into thinking that mixture is another
name for colloid. One way of making the supertype–subtype relation more explicit
is to include ‘a kind of’. An alternative is to use the supertype in the explanation
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and provide the term in the parentheses instead, e.g., ‘Gel is a mixture (called col-
loid) of solid particles in a liquid’. In future work, we will experiment with these
alternatives or, perhaps even better, allow the users to choose which one they like
best as part of hylite’s adaptability features.

5. Adaptability: Giving Users Control

The results from our mockup experiments (Bontcheva, 2001) showed that the par-
ticipants had widely different opinions for some adaptivity features. For example,
one of the users found the use of phrases like as you have already seen and
as you probably remember too patronising and would want to disable their use,
although (s)he liked the other adaptivity ideas (e.g., parenthetical definitions). The
fact that none of the other users disliked these phrases shows how individual these
preferences can be.

Inspired by other adaptive hypertext systems, which offer adaptability (see Sec-
tion 7), we implemented hylite+ so that the user has control over the user model
and the adaptivity features via the generated hypertext pages. The available options
are:

– User modelling:

• whether or not the system updates their ViewGen model;
• whether or not the system uses their ViewGen model;
• whether or not the system provides information inherited from more

generic concepts;
• whether or not the system uses stereotypes;

– Adaptivity features

• whether or not the system generates parenthetical definitions;
• whether or not the system presents familiar supertypes in brackets;
• whether or not the system provides links to related material;
• whether or not the system uses contextualising phrases like besides.

– Disable all adaptivity and user modelling.

When an adaptivity feature is disabled, this affects the generation algorithms. For
example, if parenthetical definitions are disabled, but familiar supertypes are still
enabled, then only the latter will be generated for unfamiliar terms, because the
rules for the generation of the former will not fire.

The adaptability also proved useful during the development and testing of the
generation algorithms, because it offered control over the corresponding function-
ality. In this way, it was possible to examine the influence of each of these features
on the generated hypertext.

The user is given control over these parameters by including at the bottom
of each page a set of links pertaining to adaptations in the generated text (e.g.,
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‘disable parenthetical definitions’, ‘enable links to related pages’). The links corre-
spond to the parameters of the user model and adaptivity features discussed above.
This approach is similar to that of some other adaptive hypertext systems (see Sec-
tion 7).

6. Evaluation

We carried out a formative evaluation of hylite+ in order to assess the accept-
ability and utility of the adaptive features. The users interacted with two versions
of our system: a baseline one and the adaptive one. The two versions were, in fact,
the same system with the user model and adaptivity features switched off to form
the non-adaptive baseline. In this way, we ensured that the same information was
available in both systems. Also, this approach minimises the potential influence of
different systems’ response times on the experiment results, because both versions
generate hypertext on the fly and have similar performance.11

The initial system page, which was identical in the two versions, contained an
alphabetical list of topics, relevant to the experimental tasks (see Figure 1, left).
The participants could request an explanation on a given topic by selecting it and
clicking Explain. After reading the generated page, they could obtain further infor-
mation by following links, navigating back and forward with the browser buttons,
or by selecting a new term in the topic list (see Figure 1, right).

6.1. methodology

Hypermedia applications are often evaluated with respect to: interface look and
feel, representation of the information structure, and application-specific information
(Wills et al., 1999). The information structure is concerned with the hypertext net-
work (nodes and links) and navigation aids (e.g., site maps, links to related mate-
rial, index). The application-specific information concerns the hypermedia content
– text, images, etc. For our system there is no need to evaluate the interface, since
hylite+ generates HTML and uses Web browsers as rendering tools. Therefore,
the evaluation efforts were concentrated on the information content and naviga-
tional structure of the generated hypertext.

In this paper we discuss the following measures:12

– information content measures: average time to complete each task.
– navigational structure measures: average time per page visited; number of links

followed; usage of the browser Back button; and usage of the system’s topic list
to find information.

11The ILEX system, for example, used pre-generated static pages as a baseline and the study
reported that the difference in the two systems’ response times might have influenced some of the
results (Cox et al., 1999).
12For detailed information on the other measures used in this evaluation see Bontcheva (2001).
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The experiment had a repeated measures, task-based design (also called within-sub-
jects design), i.e., the same users interacted with the two versions of the system, in
order to complete a given set of tasks.13 The tasks were of three types: browsing,
problem-solving, and information location.

The tasks were designed to be as realistic as possible for computer users who
frequently need to make their own decisions on buying hardware for their PCs.14

The particular topics for the browsing and problem-solving tasks were chosen so
that even most computer-literate people would not have sufficient prior knowledge
about them. For example, the two problem solving questions were to use the sys-
tem in order to choose the cheapest tape drive suitable for backing up 10GB/30GB
of data. Figure 1 shows the hypertext page generated by the system for a novice
user, when they ask for information on tape drives.

The tasks were completed successfully by eight participants with a computer
science background – three male and five female. Prior to the experiment, they
were asked to provide some background information (e.g., computing experience,
familiarity with Web browsers, and electronic encyclopaedia) and to fill in a mul-
tiple choice pre-test, that diagnosed their domain knowledge, in order to separate
them into two categories: novice and more advanced users. The users were assigned
randomly to two groups: adaptive-first and non-adaptive first. However, care was
taken to have the same number of novice and advanced users in each of these
groups. After completing the first three tasks, the users swapped systems for the
remaining three tasks.

At the end the participants were asked to fill in a questionnaire and partici-
pate in a semi-structured interview discussing their experience with the two systems,
in order to elicit problems and provide qualitative assessment of the implemented
adaptivity techniques.

6.2. results

Due to the small sample size and the differences in users’ prior domain knowledge
and browsing styles, the results obtained could not be used to derive a statistically
reliable comparison between the measures obtained for the adaptive and the non-
adaptive versions. Nevertheless, the evaluation led to an innovative finding, namely
that users’ reading behaviour needs to be taken into account in future experiments,
as it has a major impact on the performance measures. Next we will present the
data analysis both with respect to content and navigation measures and justify this
conclusion.

6.2.1. Importance of Users’ Reading Behaviour: Skimmers vs Readers

One of the quantitative measures derived from the interaction logs was aver-
age (mean) time per task. The results showed (see Table II that the users who

13The design of the tasks follows the design used in the evaluation of two other adaptive hypermedia
applications – PUSH (Höök, 1998) and (Wills et al., 1999).
14The task design was based also on articles and buyers’ guides from magazines such as What PC.
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Table II. Mean and standard deviation of task completion time (in seconds)

Seconds to complete Seconds complete
Task non-asaptive adaptive

Browse ZIP drive Mean 194.50 129.00
Std. Deviation 86.87 59.67

Choose ‘l0/1 GB tape Mean 214.50 193.75
drive’ Std. Deviation 93.49 81.33
Locate mouse details 1 Mean 260.25 158.25

Std. Deviation 78.93 75.74

Browse PCMCIA cards Mean 113.75 133.75
Std. Deviation 39.91 61.82

Choose 30/50 GB tape Mean 102.75 135.50
drive Std. Deviation 42.92 55.16
Locate mouse details 2 Mean 87.75 162.25

Std. Deviation 42.46 78.13
Total Mean 162.25 152.08

Std. Deviation 89.08 654.52

The rows of the table show the mean and standard deviation for each of the six tasks and the
total. The rows called ‘Browse...’ are for the browsing tasks, ‘Choose...’ are the problem-solv-
ing tasks, and ‘Locate...’ are for the information location tasks. The thick line shows where
the participants swapped systems.

completed the first three tasks with the non-adaptive system took longer on aver-
age, with the biggest differences for the browsing and information location tasks.
Since the participants swapped systems for the next three tasks and were already
familiar with the hyperspace, the average times for both the adaptive and non-
adaptive versions are naturally lower.

Unfortunately, these results cannot be taken as an indication that, for example,
the adaptive system might be more helpful when the user is not familiar with the
hyperspace. This is because we discovered post hoc an important user character-
istic which influenced the task completion times, but no previous evaluations of
adaptive hypertext systems have controlled for it. The problem comes from the fact
that even when asked to locate particular information, some users still read the
hypertext pages thoroughly, instead of just skimming them to find only the facts
relevant to the task.15

Although we were aware that previous studies of people browsing hypertext (e.g.
Nielsen, 2000) have differentiated two types, skimmers and readers, we did not
expect that this distinction would be important when the users perform informa-
tion location tasks. Unfortunately, not only does the difference appear to remain,
regardless of the task, but it also happened that when the participants were
assigned to the systems, all three ‘readers’ were assigned to the same systems, i.e.,
the non-adaptive for the first three tasks, then the adaptive one for the remaining
three. This explains why the results obtained for the two groups are so different.

15This readers/skimmers difference was discovered by comparing the mean time each participant
spent per visited hypertext page.
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Consequently, the results for mean time per task need to be interpreted by tak-
ing into account this group effect (3 readers and 1 skimmer versus 4 skimmers). As
can be seen in Table II, both groups were faster when they interacted with the sec-
ond system (adaptive for the first group and non-adaptive for the second group),
because they were familiar with the hyperspace. The group effect also explains
why the mean times per task are consistently higher for the non-adaptive system
in the first three tasks and higher for the adaptive system in the second set of
three tasks. The readers group (non-adaptive first) was always much slower than
the other group, which consisted only of skimmers.

This group effect will become apparent again in other measures discussed below.
Its impact on the evaluation results show that it is very important to control
for the differences in user characteristics and behaviour, which influence the sub-
jects’ task performance much more than the two different experimental conditions,
i.e., adaptive versus non-adaptive system. In order to avoid this problem in future
experiments, we intend to control for users’ reading behaviour prior to the exper-
iment, just as we did for domain knowledge.

The questionnaire showed that the users did not have problems locating infor-
mation, neither did they find the texts too long. The results also showed that most
users (75%) found the additional information in the adaptive system useful, while
the rest were neutral. Overall, the participants did not have problems understand-
ing the generated explanations.

6.2.2. Hypertext Navigation Measures

The measures related to hypertext navigation are the use of links to related pages,
navigation browser buttons and the topics list. The statistics of the use of these
navigation aids in the non-adaptive and adaptive versions are shown in Table III.

In both systems, the subjects used links as their primary way to navigate the
hyperspace (Table III, first 2 columns). The browser Back button (Table III,
middle 2 columns) and the topics list (Table III, last 2 columns), however, were
used much more frequently in the non-adaptive system, e.g., the topic list was
used, on average, twice as often. The topic list was used mostly in the two ‘locate
mouse details’ tasks to access directly information about particular types of mouse
(e.g. wheel, optical) – see Table III.

The use of the topic list in the non-adaptive system is due to the fact that the
links to related pages were only available in pages generated by the adaptive sys-
tem.

The difference in the use of the browser Back button between the two versions
seems to be due mostly to the different ways in which the participants navigated
the hyperspace. In the non-adaptive version, they would often start from a topic,
e.g., tape drive, then follow a link to the first subtype, e.g., DLT, then return to
the previous page, explore the next subtype, etc. In other words, the most common
navigation pattern was similar to a depth-first traversal of the domain taxonomy.
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On the other hand, the additional information and the extra links to related mate-
rial in the adaptive system changed the subjects’ navigation pattern. The interac-
tion logs showed an increased use of ‘horizontal’ taxonomic links, i.e., users would
often jump from one subtype straight to the next, without going back to the ‘par-
ent’ node. This change of behaviour was observed for more than half of the par-
ticipants and accounts for the reduced number of repeated visits to the same page,
and hence the reduced number of visited pages in the adaptive system.

However, some of these results might again have been influenced by the differ-
ence between the two groups: readers (non-adaptive first) and skimmers (adaptive
first). The use of the Back button by the readers group changes substantially when
they move to the adaptive system (e.g., from 3.25 for task 1 to 1.25 for task 4).
Unlike them, the behaviour of the skimmers group hardly changes between the two
systems (e.g., 5.25 for task 2 and 5.00 for task 5). Therefore, it is hard to judge to
what degree the difference is due to the readers/skimmers effect or to the different
treatment they received, i.e., which system they interacted with first. The reason for
this is that possibly the people who read the pages more carefully could remember
better which of the other terms present on the previous page were worth exploring
and jump straight to them, i.e., benefit from the extra links. Unlike them, the skim-
mers needed to go back to the previous page to remind themselves of the other
terms, so they could choose where they wanted to go next. This conjecture is also
supported by the difference in the total number of pages visited by the two types
of users.

The questionnaire results showed that none of the users felt disoriented in any
of the systems and the majority had no problems finding information. When decid-
ing which links to follow in the non-adaptive system, some of the novice users
reported problems with unfamiliar terminology (25% of all users). In addition, half
of the participants responded that there were not enough links in the non-adap-
tive pages. 37.5% of the users also felt that they had to visit too many pages in
the non-adaptive system in order to find the information needed. For the adaptive
system this number was down to 12.5% and all the other users actively disagreed
with that statement. The majority of the users also felt that the extra information
and links provided in the adaptive version made it easier for them to choose which
link to follow next.

7. Related Work

In the context of previous work on text generation, the hylite+ approach is
novel because it re-uses a generic user modelling framework (i.e., general purpose
UM shell) – ViewGen, which can be shared with other parts of the system, e.g.,
dialogue planning and understanding. In comparison, other NLG systems which
employ user models in order to generate tailored output (Moore, 1995; Knott et
al., 1996; Milosavljevic et al., 1996; Ardissono and Goy, 2000) tend to use custom-
implementations where facts from the generator’s knowledge base can be marked
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as known by the user. Differences and conflicts in user and system belief are
often not represented with a few exceptions (McCoy, 1988). Typically, the repre-
sentational power and structure of the user model are chosen to be sufficient for
the task at hand. In contrast, a generic user modelling framework can support
both simpler, overlay-style models and more complex ones, including user goals
and plans. This flexibility makes it easier to re-target hylite+ to new applica-
tions, without need for further implementation or fine-tuning of the user modelling
mechanism.

Unlike previous NLG-based approaches, other adaptive hypermedia systems
have used such generic user modelling frameworks successfully in a variety of
applications, thus proving their advantage. The most relevant system of this kind
is KN-AHS (Kobsa et al., 1997) which uses the general purpose user modelling
shell system BGP-MS (Kobsa and Pohl, 1995). In terms of representational power,
BGP-MS is very similar to ViewGen: both frameworks model domain knowledge
(BGP-MS uses a KL-ONE-based formalism), support stereotypes, individual user
models, and are capable of representing conflicts. The main difference between
hylite+ and KN-AHS is that hylite+ employs language generation techniques
to produce the hypertext content and links automatically, while KN-AHS uses
human-written texts. Both hylite+ and KN-AHS use well-defined protocols to
communicate with their user modelling shells. This effectively de-couples the sys-
tems from the concrete modelling frameworks and makes it possible to replace
them with other UM shells (e.g., UM toolkit, Kay, 1995) as long as they offer sim-
ilar functionality. Other adaptive systems with open user models, i.e., models that
can be shared between applications are AHA! (De Bra and Calvi, 1998) and In-
terbook (Brusilovsky and Schwarz, 1997).

Another difference between KN-AHS and hylite+, on one hand, and adap-
tive systems like AHA! (De Bra and Calvi, 1998) and Metadoc (Boyle and
Encarnaçion, 1994), on the other, is in the richness of their knowledge representa-
tion formalisms. The latter class of systems tends to model only domain concepts,
whereas the former ones support richer structures, e.g., concept hierarchies, rela-
tions, and reasoning operations such as inheritance. Interbook (Brusilovsky and
Schwarz, 1997), for example, uses domain relations like is-a and part-of, in com-
bination with the student model, to personalise the sequence of concepts to be
learned. Similarly, hylite+ exploits the type hierarchy to recommend links to
related pages.

Another relevant area is research on open learner models, i.e., providing users
with control over their models. hylite+ does not address the issue of externalis-
ing the user model and allowing users to change its content. This area has been
the focus of research in some adaptive tutoring systems. For example, in the ELM-
ART adaptive hypertext system (Weber and Brusilovsky, 2001) users can spec-
ify which course units are already known to them. Interactive student diagnosis
is illustrated in STyLE-OLM (Dimitrova, 2003) which implements a novel stu-
dent modelling approach that enables a learner to inspect and discuss the content
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of their model. As a result, an advanced and reliable learner model is extracted,
which can be used by an intelligent tutoring system to adapt to the needs of each
individual student. The system used conceptual graphs as the formalism for show-
ing and discussing the content of the learner model, thus demonstrating that CGs
can be understood by non-specialist users.

The adaptivity techniques in hylite+ fall into two main categories: content
adaptation and link adaptation (following Brusilovsky, 1996). The adaptive gener-
ation of explanations for unknown concepts in hylite+ is similar to conditional
inclusion of content in systems such as AHA! (De Bra and Calvi, 1998) (through
conditional fragments), KN-AHS (Kobsa et al., 1997), and Metadoc (Boyle and
Encarnaçion, 1994) (via stretchtext). However, our NLG-based approach does not
require authoring efforts for all possible fragments. It can also choose a different
order for presenting the page content, which would be harder to achieve in ‘tradi-
tional’ AH systems where all variants need to be pre-written.

hylite+ performs link adaptation in two main ways: link removal/hiding and
inclusion of links to other relevant pages. Link removal occurs when all content
about a given concept has already been included in the current page (e.g., clarify-
ing information in parenthesis), as a result of content adaptation. Similar features
exist in adaptive systems like AHA! (De Bra and Calvi, 1998) and ELM-ART
(Brusilovsky et al., 1996), which also provide direct guidance, i.e., they determine
which page to recommend to be visited next (typically by having a ‘next’ but-
ton).

As already argued above, the main difference between hylite+ and other
dynamic hypertext systems comes from the use of a generic user modelling frame-
work. In addition, in hylite+ we focus mainly on the generation of clarifying
information and contextualised presentation of already known facts. The focus of
PEBA-II (Milosavljevic et al., 1996) is on generation of comparisons – work which
is complementary to ours. The ILEX system (Knott et al., 1996) studies the simi-
larities between dialogue (or conversation) and hypertext navigation. An interesting
aspect of this work is that it suggests the replacement of the traditional ‘hyper-
text as spatial navigation’ metaphor with a more conversational one. However, as
discussed by its authors, it is unclear whether changing already visited pages would
not be confusing to the users. Therefore, in hylite+ we decided only to mod-
ify new pages, while allowing users to use the Back browser button and keeping
already seen pages intact.

Another relevant system is ARIANNA (Carolis et al., 1998), which gener-
ates medical guidelines, including explanations aimed at teaching health care staff.
Therefore, as argued by the authors themselves, their style and function are differ-
ent to explanations meant to inform users (like those generated in hylite+).
Another distinguishing aspect is that ARIANNA uses human-written canned text
associated with domain concepts instead of a surface realiser. The disadvantage
of this approach is that it cannot perform adaptation at sub-sentence level, as
hylite+ does when presenting already known facts.
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With respect to using HCI techniques to design adaptivity in dynamic hypertext
systems, the MIGRAINE system (Buchanan et al., 1995) is relevant here, because
it used comprehensive ethnographic studies in order to design the tailoring strat-
egies for its patient explanation sheets. In contrast, in hylite+ we used cheaper
techniques like mockups and walkthroughs (Bontcheva, 2001), due to the much
smaller scope of our project. Another difference is in the generation techniques:
MIGRAINE uses text planning, whereas we used schemas due to their efficiency.

Finally, an important distinguishing aspect of hylite+ in comparison to all
dynamic hypertext systems is in its support for adaptability as part of the NLG
algorithms. Previous work in adaptive hypertext has shown that providing users
with control over aspects of the system’s adaptive behaviour is a feasible approach.
For example, AHA! (De Bra and Calvi, 1998) offers users control over the link
colour scheme through a form and over link underlining via the browser settings
(as does hylite+). Interbook (Brusilovsky and Schwarz, 1997) goes further by
providing users with means to enable or disable some interface features via hyper-
text links provided at the bottom of the pages. The changes take effect immedi-
ately.

Adaptability in hylite+ is implemented in a similar way (see Section 5). How-
ever, unlike Interbook, our system does not modify the current page, but applies the
settings only for subsequently generated pages, in order to maintain consistency.

On the other hand, changing the current page might have the advantage of
helping the user to understand better the system behaviour and how it can be con-
trolled. This issue was studied in detail in the Tutor3 system (Czarkowski and Kay,
2003). It offers a special link ‘How was this page adapted to you’ and enables the
user to see the different adaptations applied to the page (in this case mostly inser-
tions and deletions of content). The evaluation showed that, once users became
aware of the scrutiny features, they could understand how to control the system’s
adaptive behaviour.

8. Conclusions and Future Work

This work belongs to the broad area of building intelligent systems that adapt
their behaviour according to the characteristics and preferences of their users. In
particular, this research addressed the problem of generating hypertext explana-
tions, tailored to the user and to the interaction context. As a result of this work,
we developed an efficient and modular approach to adaptive hypertext generation,
which can be used in a number of applications, ranging from online information
systems to e-mentoring. Since some of these applications require powerful models
of the user, we incorporated in our algorithms a generic agent modelling frame-
work (ViewGen), which can support both simpler, overlay-style models and more
complex ones, including user goals, interests, etc. Conceptual Graphs (Sowa, 1984)
were used for knowledge representation both in the user modelling and the NLG
components. However, ViewGen has been used successfully with other formalisms,
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e.g., first-order logic (Lee and Wilks, 1996), so our user modelling approach is
independent from CGs.

Another strand of this research has been concerned with designing and imple-
menting adaptivity techniques which are acceptable and useful in the context of
dynamically generated explanations. Following the classification in (Brusilovsky,
1996), we can distinguish two main types of adaptivity: adaptive presentation and
adaptive navigation support. In hylite+, we addressed both categories: in adaptive
presentation we focused on formatting, already known facts, and additional infor-
mation. Adaptive navigation support was addressed via link colours and the sug-
gestion of links to related material.

The core assumption of our adaptivity approach is that users are assumed to
have seen facts that have been presented to them and this is reflected in their user
models. However, this information is not used to omit information, but mainly to
determine how the page should be tailored to the context and the user.

The adaptive explanation techniques developed in this research are complemen-
tary to some of those from previous work on dynamic hypertext and user-adapted
explanations:

– generation of comparisons (e.g., PEBA, Dale et al., 1998);
– presentation of different content, based on users’ interests (e.g., ILEX,

Knott et al., 1996);
– explaining object-related misconceptions (e.g., McCoy, 1989);
– concept examples in descriptions (e.g., Mittal and Paris, 1993).

Our task-based evaluation was aimed at assessing the usability of the generated
adaptive hypertext and also indicate potential problems with the adaptivity tech-
niques. The sample size (8 users) was chosen to be sufficient from a usability per-
spective, where only a small number of people are needed to identify problems
with a web site (Starling, 2002). The results showed that the participants found the
adaptive system easy to use and the generated hypertext intuitive to navigate. The
generation techniques were sufficiently fast, so users did not have to wait for the
system response. All users felt comfortable with both the adaptive and the non-
adaptive versions. None of them stated that either system was unusable. In addi-
tion, the majority preferred the adaptive system, where they also felt it was easier
to perform the tasks.

From a statistical point of view the sample size is too small to derive a sta-
tistically reliable comparison between the performance measures obtained for the
adaptive and the non-adaptive versions, but the quantitative results and the qual-
itative feedback are sufficiently encouraging to suggest that adaptive generation
of additional information in hypertext is of benefit to some types users (e.g.,
helps their navigation in information seeking tasks). The evaluation also led to an
innovative finding, namely that users’ reading behaviour needs to be taken into
account in future experiments, as it has a major impact on the quantitative mea-
sures.
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At present, we are investigating the reusability and portability of hylite+
to new domains and applications. For instance, work in the MIAKT pro-
ject (http://www.aktors.org/miakt) is focused on automatic generation of textual
descriptions from the semantic information associated with a medical case –
patient information, medical procedures, X-rays, etc. Research in SEKT
(http://sekt.semanticweb.org) is concerned with generation of textual summaries
from Semantic Web ontologies, tailored to the user’s profile and device. Another
potential application is intelligent tutoring systems, e.g. learning agents (Goodman
et al., 2004).

One particularly promising extension of this work is concerned with modelling
user interests. As demonstrated in the ilex hypertext generation system (Knott et al.,
1996), user interests play an important role in the selection of relevant content. Inter-
ests can be specified by the user as keywords or assigned from a stereotype. There
are also approaches which automatically identify and track interests by monitoring
users’ e-mail and Web activities (e.g., Crabtree and Soltysiak, 1998). We envisage that
adding support for interests in ViewGen will be straightforward, by introducing a
new type of attitude, called interest, in a similar way to which ViewGen has been
extended previously to handle user goals (Lee and Wilks, 1996).

Another strand of future work would be to make ViewGen’s belief model a
probabilistic one (e.g., Jameson, 1995). Recent work on applying such models to
argument interpretation (Zukerman and George, 2004) has demonstrated encour-
aging results, based on both synthetic and user-based evaluation experiments.
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