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LIMIT THEOREMS FOR THE MAXIMUM OF SUMS OF INDEPENDENT
RANDOM PROCESSES

I. K. Matsak!, A. M. Plichko?, and A. S. Sheludenko! UDC 519.21

We study the conditions of weak convergence of the maximum of sums of independent random processes

in the spaces C[0, 1] and L, and present examples of applications to the analysis of statistics of the
2

type w”.

1. Introduction

Let (&,) be independent identically distributed random variables with E§,, = 0 and D¢,, = 1. In 1946, Erdos
and Kac [1] established that

n—oo

lim P{ max(0,£1,&1 + &, ..., &1+ &+ ...+ &) < m\/ﬁ} = \/z/exp(—tQ/Q)dt. 1)
0

In addition, the following equality is true for the process of Brownian motion W (¢) in R [2]:

P {Oségng(t) < x} = \/Zo/xexp(—tz/Q)dt.

In fact, these relations already contain one of important ideas leading to the construction of the theory of weak
convergence of measures in function spaces (see [3, 4]). Clearly, equalities of the form (1) were also considered in
the vector case [5, 6]. In the present paper, we study the infinite-dimensional case.

Let X = {X(s), s € [0,1]} be a random process and let I' = {I'(s), s € [0,1]} be a normal random
process defined in the probability space (€2, X, P) with values in R and such that, for any s,t € [0, 1],

EX(s)=EI(s) =0 and EX(s)X(t) = EL(s)[(t) =: R(s,t). )

Consider a separable function Banach space B = {x = xz(s), s € [0, 1]} We say that a random process
belongs to B almost surely if its sample functions belong to B almost surely.
We assume that I' belongs to B almost surely and introduce a random function of two variables

W(s,t) =Y Tn(s)Fu(t), s,tel0,1], 3)
n=1
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where (I',,) is a sequence of independent copies of the process I' and F),(t) are peaked Faber—Schauder functions
(they are integrals of the Haar functions H,,(u) or, more exactly,

t

F,(t) = /Hnl(u) du).

0

It is known (see [7, p. 128; 8]) that series (3) converges both for any s € [0, 1] and with respect to the norm
of the space B uniformly in ¢ € [0, 1] almost surely (a.s.). Note that Levy [9] proposed this construction for the
representation of the Brownian motion in R (see also [10]).

For any s,t € [0,1], W (s,t) is a normally distributed random variable and, for fixed ¢ € [0, 1], W (-, t)
is a normally distributed random element in B, i.e., W (-, t) is a normally distributed continuous homogeneous
process with independent increments in B. This process is called a process of Brownian motion (or a Wiener
process) with values in B. In the case where B = R™, this definition coincides with the classical definition [5,
p. 65].

By (X,,) we denote a sequence of independent copies of the process X and set

Sn(s) = ZXk(s), So =0, Sn(s) = [max Si(s), mn>1
k=1 -

The following lemma is true:

Wl

n(8)

vn

Lemma 1. Finite-dimensional distributions of the random process converge to finite-dimensional dis-

tributions of the process

W(s) = Wis.t).
(s) max (s,t)

This statement is a direct corollary of Lemma 3 in [8].
If the random processes S, (s) and W (s) belong to the space B a.s., then it is quite natural to study the
conditions under which weak convergence is realized in this space:

NLD

Bw) )

as n — oo.
In [8], this problem was studied for the spaces B = L,,. In the present paper, we consider the space C[0, 1]
and also weaken the conditions obtained in [8] for L,,.

2. Space C|0, 1]

This analyzed space consists of functions continuous on the segment [0, 1] with uniform norm. We introduce
the notation:

Ty, = {(s,t) € [0,1]*: |s —t| < h}, h >0,

3=

dp(s,t) = (E|X(s) — X(1)|")7, s, t €0,1], p>2; dy(h) = sr}lpdp(s,t).
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Theorem 1. [f separable random processes X and U satisfy condition (2) and, for some p > 2,

SIB

dy(27") < o0, (5)

oo
.2
n=1
then X,T', and W belong to C|0, 1] a.s. and the weak convergence (4) is realized in C|0, 1].

Remark 1. For the validity of the conditions of Theorem 1, it is sufficient that the well-known Kolmogorov
condition (see [3, pp. 235-237])

E|X(s) - X(s+h)|' <K N, r>1, p>2,

be satisfied. Indeed, by using the definition and the Kolmogorov condition, we immediately obtain

rm

dy(27) = sup (E[X(s) = X(8)")F < K32

Ty n

It is clear that, for » > 1, this estimate guarantees convergence of series (5).
Note that, in the investigation of continuity of the random processes, the Kolmogorov condition is considered
in the cases p > 0 or p > 1. However, in Theorem 1, it is necessary to set p > 2.

Proof of Theorem 1. 1t is well known that condition (5) guarantees the a.s. continuity of sample functions of
a separable process X [11].
It is also clear that condition (5) yields the estimate

do(s, s+ h) < dp(s, s +h) < C - hv.
By using this estimate and (2), we get
E[l'(s) —T(s+ h)‘2 = R(s,s) —2R(s,s +h)+ R(s+ h,s+h)
= d2(s,s+h) < C - hr.

This inequality guarantees continuity of sample functions from the separable normal process I' [12, p. 192].
We now show that, under the conditions of Theorem 1, the random process W (s) also belongs to C[0, 1] a.s.
To this end, we set

Wa(s,t) =Y _Tk(s)Fi(t), neN
k=1

By using the elementary number inequality

max ar — max br| < max |ar —b 6
1<k<n k 1<k<n k‘ - 1§k’§n| k k‘ ( )
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and the triangle inequality, we get

sup ’W(s) — W(s/)‘ < sup sup }W(s,t) — W(s’,t)’ <2D1 + Do, @)
[s—s'|<h |s—s'|<h te[0,1]

where

)

Dy = sup }W(Sat) - Wn(s’t)
5,t€[0,1]

Dy = sup ‘Wn(s,t) — Wn(sl,t)‘.
|s—s’|<h,t€[0,1]

As shown above, I, belongs to the space C[0, 1] a.s. and, hence, series (3) uniformly converges with respect
to ¢ in the norm of C'[0, 1]. Thus, for any ¢ > 0, there exists n = n(e,w) such that

D <e. (8)

For chosen n, the function W, (s,t) is uniformly continuous on [0, 1]2. Hence, there exists h = h(n, e, w)
such that

Dy < €. (9)

Since ¢ is arbitrary, estimates (7)—(9) mean that W (s) belong to C[0, 1] a.s.

We now proceed to the proof of the weak convergence (4). According to the results obtained in [3, pp. 482—
483], in order that this convergence occur in the space C'[0,1], it is necessary and sufficient that the following
conditions be satisfied:

U

n(8)

vn

(i) finite-dimensional distributions of the processes converge to finite-dimensional distributions of

the process W (s);

(i) forany € > 0,

lim sup P {sup \/15‘5”(8) - Sa(t)] > 5} —0 as h—0. (10)

n—o0 Ty

The first condition directly follows from Lemma 1. Therefore, we focus our attention on the proof of the
second condition. To simplify calculations, we set

and first show that

limsup Esup Y,,(s,t) — 0 as h—0. (11)

n—00 Ty
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By using the estimates from [11] (Theorem 1A), we prove a more exact result

Esqu(s t) <Gy Z ’2pd(2_ )‘

(12)
2—m<h

Here and in what follows, the constant ), depends only on p and is not necessarily the same in different relations

By using condition (5) and inequality (12), we immediately obtain equality (11)
We set

J={k27":m>10<k<2"}
and

Opm = Sup Y, (k27m, [k — 1]27’”) .
1<k<2om

As shown in [11], forany s,s" € J, |s — §'| < h,

(13)
2-m<h
Since the inequality
fo < S Ira27 fe-2P
is true, by using estimate (13), we get
E  sup  [Vu(s,s)[<2 S [Bal,|v
‘S—S/‘<h,S,SIEJ 2—-m<h
1
p
<2 Z (ZE|Y (k2™ —1]27”)\”) (14)
2=m<h

To estimate the terms in sum (14), we need the following lemma:

Lemma 2 [13]. Suppose that &1, &, .

.., & are independent random variables, E{; = 0, and 2 < p < o0
Then

p n n %
<Gy | D ElGI+ (ZEW)
i=1 i=1

By using Lemma 2, we get

E|Y, (k277 [k —1]27) ‘\F (k27™) — \}ﬁSn([k— 1]27™) ’

<c, <n1’%E|X(k2’m) — X (k- 127
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+ (B[ X (k2™ = X (k- 1127)[*)*)
<GE|X(k27™) = X([k—1)27™)". (15)

It is easy to see that
2m
Y E[X(k27™) - X([k—1)27™)
k=1

< 2™ sup E|X(s) — X(t)|" =2™|d,(27™)|". (16)

27777/
Combining estimates (14)-(16), we find

E  sup  |[Yu(s,8)| <G D 2vd,(27M). (17)
|s—s’|<h,s,s’€J 2-m<h

Since the process S, () is continuous, inequality (12) is a direct corollary of inequality (17).
We now prove the implication (11) = (10). To this end, we use inequality (6). We get

P {Sup
Th

S, - Si(t)| >
max Si(s) — max k()‘ 6}

<P {sup max |Sk(s) — Sk(t)| > 6}

Ty 1<k<n

:P{ max sup |Sk(s) — Sk()] >5}. (18)

1<k<n Ty,

Further, by C(7},) we denote a Banach space of continuous functions z(s,t), (s,t) € T}, with uniform
norm. Consider random functions

X, (5,) = Xuls) — Xa ()

as elements of the space C'(1},), EX/ (s,t) =0, S/ (s,t) = 2;1 X.(s,t). Let
M = 1Syl
Then the sequence (7,,) forms a submartingale. Indeed, for k& < n, we get

Ewnn = Exl[Sh oy = 1BeSyullew,) = ISklam,) = k-

Here, E;n denotes the conditional expectation of the random variable 7 for fixed random functions X](t,s),
1 =1,k.
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The submartingale 7, satisfies the inequality [3, p. 78]

1
P >eb < —Ent.
{1111ka<xn77k 6} e 'In

In addition, it is clear that
M = sup [Sk(s) — Sk(t)]-
Th,

Hence,

1<k<n T,

P{ max sup [Sk(s) — Su(t)] > g} < éE {S}lp|5n(s) _ Sn(t)|}.

By using this result and relations (11) and (18), we obtain (10).

3. Space L,
Consider the space ([0,1], A, 1), where A is a o-algebra of Borel sets for the segment [0, 1] and x is the
Lebesgue measure. By L, = Ly[0,1], 1 < p < oo, we denote a Banach space of (classes of) measurable

functions z(t) in the space ([0, 1], A, 1) with the norm

1
el = / () Pu(dt)
0

To obtain relation (4), the following conditions were imposed in [8] on the random process X (s) in the
space L, by using the notation p* = 2 for p < 2 and p* = p for p > 2:

1/p

sup E|X(s)|P < oo
0<s<1

and

Je>0: E|X(s)|P™ <00 Vse[0,1].
According to the next theorem, these conditions can be replaced by a weaker condition. We set
Sy = (op(s),s €[0,1]),  op(s) = [EIX(s)["] /7.
Theorem 2. [f the measurable random processes X and U satisfy condition (2) and the inequality

1 1/p*

|G || = /UZ:(S)CZS < 00 (19)
0

is true, then X, T', and W belong to L, a.s. and the weak convergence (4) in Ly, is realized.
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Proof. First, we assume that p > 2. Then p* = p. By the Fubini theorem, (19) implies that

1

/|X(s)\p ds < oo as.
0

This means that X belongs to L, a.s. and, moreover, we can assume that it is a random element in L,, [3, pp. 390—
392]. It follows from the inequality [8]

(EIN(s)P")» < Cy(BIX (s)[P) »

that the random process I" also belongs to L, a.s. Under the conditions of the theorem, the random processes 1',
are measurable. Hence, W (s) is also measurable. In addition, for fixed s, we have

W(s,t) 2 0a(s) S v Fult),
n=1

where (7,,) is a sequence of normal independent random variables, E~,, = 0, D, = 1, and the notation £ D n
means that the distributions of the random variables £ and 7 coincide.
Then

W(s) 2 oa(s) |7l
and, hence,
E|(W(s)|” = Cpob(s) < Cpok(s).

By using the last estimate and (19), we conclude that the random process W (s) belongs to L,, a.s.
Further, we use the well-known result from [14] (Theorem 7 and the remark made after this theorem).
Let Z,, = {Zn(s), s € [0,1]} n>1, and Z = {Z(s), s € [0,1]} be measurable random processes. Then

. . . D :
the following conditions are sufficient for the weak convergence Z,, — Z as n — 00 in L;:

(i) the finite-dimensional distributions of the random processes Z,, converge to the finite-dimensional distri-
butions of Z;

(i) forany € > 0,

n—o0

1
lim sup P /\Zn(s)]pl(]Zn(s)] S L)ds>cb 50 as L ool
0

Here and in what follows, by I(A) we denote the indicator of the random event A.
By Lemma 1, condition (i) is satisfied. Hence, it remains to check condition (ii). Let

Yo(s) = . (20)
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By the Markov inequality, for the validity of condition (ii), it suffices to show that
1
hmsup/E\Yn(s)\pI(}Yn(s)\ >L)ds—0 as L— oo. 1)
n—oo
0

Since the sequence (|S,,(s)|) forms a positive submartingale with respect to n (see [3, p. 78]), for p > 1, we
find

sy

g[S

NG

By using Lemma 2 once again, we obtain

[N14S)

"< 6 W ERIX P + (BIX P < Clae)P. 23)

Thus, relations (19), (20) and (22), (23) show that the function

D=

my(s) = sup (E[Y;(s)[")

€L,
n>1

It is clear that the integrand in (21) does not exceed |m,(s)|P for any s € [0,1]. If we show that, for every
s €10,1],

sup E|Y,,(s)[PI(|Ya(s)| > L) -0 as L — oo,
n>1

(24)
then, by the Lebesgue theorem on the convergence of integrals, we arrive at equality (21).
We now formulate a lemma required to prove relation (24).

Lemma 3. Suppose that (&;) are independent identically distributed random variables and, for some p > 2,

E¢Z =02, E§=0, El§P < oo, (25)

Sp = Zfi, and

gn = maxXj<i<n Sk-
i=1

K

Prior to proving Lemma 3, we present two auxiliary lemmas.

Then

Sn

NZD

sup E

n>1

% >L>—>O as L — oo.

Lemma 4 ([15, p. 68], Theorem 12). Under the conditions of Lemma 3, for any x > 0,

1 1
N < — — 2\
P{fggg{n \/ﬁ‘ﬁk‘ > x} < QP{\/ﬁlsﬂ > 20 }
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Lemma 5. Suppose that nonnegative random variables £ and ( satisfy the following conditions (a.s.):
(i) E&P < oo and ECP < oo for some p > 1;

(ii) there exist positive constants b and C' such that
P((>z)<CP(E>xz—-b) Vz>0.
Then there exist constants Cy and Cs such that, for any L > b,
ECPI(( > L) < ChEEI(( > L —b) + CoP(§ > L —b), (26)

where the constants Cy and Co depend only on p, b, and C.

Proof of Lemma 5. We have

ECPI(¢(> L) = /:rp dP(¢ < x)
L
:—/:Ede(C>x)
L
=LPP((> L)+ /P(C > x) da?
L
§C(LPP(£>L—b)+/P(§>:U—b)dacp). (27)
L

By using the number inequality
LP < 2P7H[(L — b)P + V7],

we get the following estimate for the first term in (27):

IPP(¢ > L—b) < Cy|L — bJPP(¢ > L —b) + CoP(¢ > L —b)

o

<Cy / 2P dP(€ < z) + CoP(£ > L —b). (28)
L-b

We now estimate the second term in (27) by the quantity

:L‘pP(§>x—b)|%°—|—/acde(£<3:—b)
L
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oo

< / (y +0)PdP(§ <y)

L-b

[e.9]

<C / y? dP (€ < y) + CoP(€ > L —b). (29)
L—b

Since

E¢PI(E> L —b) =
L

2P dP(§ < x),

\8

|
>

we obtain estimate (26) from (27)—(29).

Proof of Lemma 3. Choosing

Sn

Sn _ Sn
52 and C - \/ﬁ’

NG

in view of Lemmas 4 and 5, we find

So | (5l Sn |7 (lsnl Vo2 sn] Vo2
T I(\/ﬁ>L>§ClE\/ﬁ I<\/ﬁ>L_ 202 ) + CyoP \/ﬁ>L_ 204 ). 30)

It is known [15, p. 130] that, under condition (25),

E

— = |mlo (31)

and

p

s
E‘" — E|ln|Po? as n — oco.

NG

By using the last relation, we get (see [4, p. 51], Theorem 5.4)

Sn 8 T
Vn
whence, in view of (30), (31), we get the assertion of Lemma 3.

Hence, we have proved Theorem 2 for p > 2.
The case p < 2 is reduced to the case p = 2 considered above. Indeed, in this case, p* = 2 and the condition

Sn

NG

sup E >L>—>O as L — oo,
n

1
/ag(s) ds < oo
0

is satisfied. Thus, the random processes X, I', and W belong to L a.s. and, hence, definitely belong to L, a.s.
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As shown above, for p = 2, condition (20) is satisfied. Then it is also satisfied for p < 2.
Theorem 2 is proved.

Theorem 2 yields the following corollary:

Corollary 1. Suppose that p > 2 is a Banach function space B O L, and
lzlls < llzllz, Ve B
If measurable random processes X and 1 satisfy condition (2) and the inequality
16pllp < o0

is true, then X, T', and W belong to B a.s. and the weak convergence (4) takes place in B.

We introduce integral functionals of the form

1
fla() = / (s, 2(s)) ds,
0

where ¢(s,y) is a continuous function of two variables such that

sup ¢(s,y) = O(|y[").
s€[0,1]

For these functionals, we obtain the following corollary from Theorem 2 and [14]:

Corollary 2. If measurable random processes X and 1" satisfy conditions (2) and (21), then the following
weak convergence takes place:

f<S:}%)> BrW()  as n— oo

Remark 2. Under the conditions of Theorem 1, we consider the random processes

Sr(s) = Jnax S (s)] as W*(s) = 0221 (W (t,s)|.

Sn(s)

N4
converge to the finite-dimensional distributions of the random process W*(s).
The analysis of the proof of Theorem 1 shows that it also enables us (without any significant changes) to
establish the weak convergence in C10, 1]:

It follows from the results presented in [8] that the finite-dimensional distributions of the process

Sjg Dopr(o). (32)

Similar conclusions are true for the space L,. More exactly, if the conditions of Theorem 2 are satisfied, then
relation (32) is true in L.
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4. Examples of Applications

It is clear that, for the application of Theorems 1 and 2, it is necessary to know the distributions of the cor-
responding limit random variables. Unfortunately, the problem of determination of these distributions is very
complicated.

For the space L, we denote

1

Cp:/
0

S ={o(s), s€[0,1]}, o(s) =o2(s), se€]0,1].

p
sup W(t,s)| ds,

0<t<1

The following auxiliary statement gives simple estimates for the first two moments of the quantity (:

Lemma 6. Under the conditions of Theorem 2,
E¢, = IIGH;’J - O,
2
D¢, < (|85 - O, — 1677 - O3,

where

2P 1
o Er(25)

Moreover,
O =1-3-5-...-(2k—1),
I'(s) is the gamma-function.
Proof. As shown above,
W(s) £ o(s)l, (34)

where 7 is a standard normal random variable, Ey = 0, and Ey? = 1.
It is known [12, p. 32] that, for p > 1, we have

E‘,ﬂp = @pa (35)

where O, is given by equality (33).
By using (34) and (35), we get

1 1

Egp:/EyW<s)\Pds:@p/a(s)\pds:epueug. (36)
0 0
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Further, we obtain

1
BG < [ BV ds = S]3- 0s.
0

By using this result and (36), we immediately arrive at the estimate for the variance D,
Let (u;) be independent identically distributed random variables with the distribution function F'(z) = =z,
x € [0,1], i.e., u; are uniformly distributed on [0,1]. By

F*(s) = %ZI(W €0,s]), seR,

n=1

we denote an empirical distribution function of the random variables u;, ¢ = 1, n.
By analogy with the classical statistics w? and 22, we consider their modifications:

1

np/2w£ = /

0
1
np/2QfL = /
0

By Wy(s), s € [0, 1], we denote the normal random process for which

p

SUD| <f<p, k(F,g‘(s) — s) s

NG

p

Supi<g<n k(F/:(S) —5) (5(1 _ 5))_1d$.

NG

EWy(s) =0,
EWO(Sl)W()(Sg) = min(sl, 52) — S§182.

This process is called a Brownian bridge. Assume that, in representation (3), for the process W (¢, s), we have
| 2 Wy and

W{(s) = sup W(t,s).
0<t<1

Then Theorem 2 yields the following corollary:

Corollary 3. As n — oo

1
nP/2w? B ¢ 1] = / W (s)|” ds, 37)
0

1
1 B ‘W(s)‘p .
5(1—3)} - ) s(l—s)d ' (38)

np/2Q§Z 2> Cp [
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Proof. We set
X;(s) =1I(u; € (0,8)) — s.
Then

EXZ'(Sl)XZ'(SQ) = R(Sl, 82) = min(sl, 82) — 8159,

i.e., the correlation functions of the processes X;(s) and Wy(s) coincide. In order to use Theorem 2, it remains to
check condition (21). Thus, we have

lop(s)|P = E|X;(s)P = (1 — s)s[(l — 5P+ sp_l] <1. (39)

The last estimate means that condition (21) is satisfied and, hence, (37) is true.
Relation (38) is proved in a similar way. It is necessary to choose

I(u; € (0,s)) — s a  Wol(s)
Xi(s) = d r = .
S T R
As a result of simple calculations, we conclude that
1
-1 -1 2
s == sp et [l =2, 40)
0

Hence, conditions (2) and (21) are satisfied. This yields (38).

Further, by using Lemma 6, we establish the estimates for the first moments of the limit variables (37) and (38)
for p = 2.

For (3[1], we find

&%(s) = (02(s))* = s — 5,

1 1
BGll) = [o2s)ds = [(s— sy ds =,
0 0
1 1 2
DG < €S} - (61363 =3 [ lo(e)*ds — | [lotolds| =i
0 0

1
By using equalities (40), for (o [
s(1—s)

] , We obtain

1

)

E@Lul—s)}

—_

2.

IN

D@[su—s)]
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