
Ukrainian Mathematical Journal, Vol. 68, No. 12, May, 2017 (Ukrainian Original Vol. 68, No. 12, December, 2016)

PERTURBATION AND ERROR ANALYSES OF THE PARTITIONED LU

FACTORIZATION FOR BLOCK TRIDIAGONAL LINEAR SYSTEMS

C.-Y. Wu1 and T.-Zh. Huang2 UDC 519.62

We present the perturbation and backward error analyses of the partitioned LU factorization for block
tridiagonal matrices. In addition, we consider the bounds of perturbations for the partitioned LU factor-
ization for block-tridiagonal linear systems. Finally, numerical examples are given to verify the obtained
results.

1. Introduction

We consider a linear system Ax = b, where A is a nonsingular block tridiagonal matrix of the form:

A =

0

BBBBBBBBBBB@

A1 C1

B2 A2 C2

. . . . . . . . .

. . . . . . Cs−1

Bs As

1

CCCCCCCCCCCA

, (1.1)

where

Ai 2 Rki⇥ki , Bi 2 Rki⇥ki−1 , and Ci 2 Rki⇥ki+1

for all 1  i  s.

Our aim is to solve the linear system Ax = b efficiently and accurately for the indicated nonsingular block
tridiagonal matrix. Applying the partitioned LU factorization to the general matrix, we get the following repre-
sentation of the partitioned LU factorization for nonsingular block tridiagonal matrices:

A =

0

BBBBBB@

L11

B2U
−1
11 I2

. . .

Is

1

CCCCCCA

 
I1

S1

!

0

BBBBBB@

U11 L−1
11 C1

I2

. . .

Is

1

CCCCCCA
= L1D1U1,
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where

S1 =

0

BBBBBBBBBBB@

A2 −B2U
−1
11 L−1

11 C1 C2

B3 A3 C3

. . . . . . . . .

. . . . . . Cs−1

Bs As

1

CCCCCCCCCCCA

.

If A2 −B2U
−1
11 L−1

11 can be factorized as follows:

A2 −B2U
−1
11 L−1

11 = L22U22,

then D1 satisfies the relation

D1 = L2D2U2 =

0

BBBBBBBBBB@

I1

L22

B3U
−1
22 I3

. . .

Is

1

CCCCCCCCCCA

⇥

0

BB@

I1

I2

S2

1

CCA

0

BBBBBBBBBB@

I1

U22 L−1
11 C2

I3

. . .

Is

1

CCCCCCCCCCA

,

where the form of S2 is similar to the form of S1 and, hence, it can be ignored. For a given i, if the first block
of Si can be factorized, then the partitioned LU factorization may run up to the (i + 1)st step. Otherwise,
the factorization must terminate at the i th step. Suppose that the factorization may run up to the completion.
As a result, we obtain

A = L1 . . . Ls−1LsUsUs−1 . . . U1,

where

Ds−1 = LsUs.

Note that the form and content of the partitioned LU factorization and the general block LU factorization are
different because every step in the process of the former factorization needs one more LU factorization comparing
to the latter and the factors Li and Ui in the former are triangular forms that are not satisfied for the latter.
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In the literature, there are numerous papers dealing with the perturbation bounds for usual or pointwise LU,

Cholesky, or QR factorizations. The references dealing with this problem include Barrlund [1], Stewart [2, 3, 4],
Chang and Paige [5], Dopico and Molera [6], etc. The first-order perturbation bounds are frequently used, see
Chang, Paige, and Stewart [7] and Stewart [2, 3]. Dopico and Molera [6] presented expressions for the terms of
any order in the series expressions for the perturbed LU and Cholesky factors. When the above factorization for
the original matrix A in (1.1) runs to completion, the question is whether the perturbed matrix A+E exists for the
partitioned LU factorization. If E satisfies the inequality

|E|  ✏|A|,

where ✏ is sufficiently small and |A| stands for a matrix of the absolute values of the entries of A, then the
partitioned LU factorization for the perturbed matrix A+ E exists. The relationships between

S
(k)
ij (A+ E), D

(k)
ij (A+ E), and S

(k)
ij (A), D

(k)
ij (A),

respectively, are considered, where S
(k)
ij (A) and D

(k)
ij (A) stand for the blocks (i, j) of Sk and Dk, respectively.

Moreover, the perturbation bounds for the factors are also established.
The error analysis is one of the most powerful tools for studying the accuracy and stability of numerical

algorithms. The references relevant to this problem include Higham [8, 9, 10], Amodio and Mazzia [11], Demmel,
Higham, and Shreiber [12], Zhao, Wang, and Ren [13], Mattheij [14], Forsgren, Gill, and Shinnerl [15], Bueno
and Dopico [16], etc. In the present paper, we apply the special property that the factors Li and Ui are triangular
forms. Then some assumptions on the BLAS3 that cannot be used in the error analysis of the general block LU

factorization can be used in the error analysis of the partitioned LU factorization. Hence, the error analysis of
the partitioned LU factorization for block tridiagonal linear systems can be considered. Comparing the results
of Higham [8], Demmel and Higham [17] with the results obtained in the present paper, we conclude that the
difference between the former and the latter is well visible. In view of the assumptions, the latter conditions are
weaker than the former. Finally, two numerical examples are considered to illustrate the results of our theory for
the indicated matrices generated by the discretization of the partial differential equation −∆u = f and the random
block tridiagonal matrices from the MATLAB 6.5, respectively.

2. Perturbation Theory

In this section, we perform the perturbation analysis of the factors of the partitioned LU factorization.

2.1. Some Properties. We first consider the relationship between the first block of Sk(A+ E) and the first
block of Sk(A).

Theorem 2.1. Suppose that the partitioned LU factorization for the block tridiagonal matrix A in (1.1) runs
up to the completion. Assume that ✏ is sufficiently small such that |E|  ✏|A|. Then

S
(k)
11 (A+ E) = S

(k)
11 (A) + Tk +O(✏2),

where Tk, 1  k  s, satisfy

T1 = E11, Tk =

✓
Bk

⇣
S
(k−1)
11

⌘−1
Ik

◆ −Tk−1 −Ek−1,k

−Ek,k−1 Ek,k

!0

@
⇣
S
(k−1)
11

⌘−1
Ck

Ik

1

A.
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Proof. To save clutter, we omit “+O(✏2).” The proof is essentially inductive. For k = 1, we find

S
(1)
11 (A+ E) = (A2 + E22)− (B2 + E21)U

−1
11 (A+ E)L−1

11 (A+ E)(C1 + E12).

Since A−1
= U−1L−1 and |E|  ✏|A|, we get

S
(1)
11 (A+ E) = (A2 + E22)− (B2 + E21)(A

−1
1 +A−1

1 E11A
−1
1 )(C1 + E12)

= A2 −B2A
−1
1 C1 + E22 − E21A

−1
1 C1 −B2A

−1
1 E11A

−1
1 C1 −B2A

−1
1 E12

= S
(1)
11 (A) +

�
B2A

−1
1 I2

�
 
−E11 −E12

−E21 E22

! 
A−1

1 C1

I2

!
.

For k = i− 1, by the assumption, we find

S
(i−1)
11 (A+ E) = S

(i−1)
11 (A) + Ti,

where it follows from the structure of Ti that Ti = O(✏). For k = i, we get

S
(i)
11 (A+ E) = (Ai+1 + Ei+1,i+1)− (Bi+1 + Ei+1,i)

⇣
S
(i−1)
11 + Ti

⌘−1
(Ci + Ei,i+1)

= Ai+1 −Bi+1U
−1
ii Ci + Ei+1,i+1 − Ei+1,i

⇣
S
(i−1)
11

⌘−1
Ci −Bi+1

⇣
S
(i−1)
11

⌘−1
Ti

⇣
S
(i−1)
11

⌘−1
Ci

= S
(i)
11 (A) +

⇣
Bi+1

⇣
S
(i−1)
11

⌘−1
Ii+1

⌘ −Ti −Ei,i+1

−Ei+1,i Ei+1,i+1

!0

@
⇣
S
(i−1)
11

⌘−1
Ci

Ii+1

1

A.

Theorem 2.1 is proved.

As above, this result implies the following theorem:

Theorem 2.2. Suppose that the partitioned LU factorization for the block tridiagonal matrix A in (1.1) runs
to the completion. Assume that ✏ is sufficiently small so that |E|  ✏|A|. Then

S
(k)
ij (A+ E) = S

(k)
ij (A) + ↵ij(Tk +O(✏2)) + (1− ↵ij)Eij ,

D
(k)
ij (A+ E) = D

(k)
ij (A) + βi

�
↵ij(Tk +O(✏2)) + (1− ↵ij)Eij

�
,

where

βi =

8
<

:
1, k  i  s− 1,

0, 1  i < k,
↵ij =

8
<

:
1, i = j = 1,

0, otherwise.
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Proof. By the partitioned LU factorization, we obtain

S
(k)
ij (A+ E) = S

(k)
ij (A) + Eij , i, j 6= 1. (2.1)

Combining (2.1) with Theorem 2.1, we find

S
(k)
ij (A+ E) = S

(k)
ij (A) + ↵ij(Tk +O(✏2)) + (1− ↵ij)Eij , (2.2)

where

↵ij =

8
<

:
1, i = j = 1,

0, otherwise.

In view of the form of Dk, we conclude that

D
(k)
ij (A+ E) = D

(k)
ij (A), 1  i < k. (2.3)

It follows from (2.2) that

D
(k)
ij (A+ E) = D

(k)
ij (A) + ↵ij(Tk +O(✏2)) + (1− ↵ij)Eij , k  i  s− 1. (2.4)

In view of (2.3) and (2.4), we can write

D
(k)
ij (A+ E) = D

(k)
ij (A) + βi

�
↵ij(Tk +O(✏2)) + (1− ↵ij)Eij

�
,

where

βi =

8
<

:
1, k  i  s− 1,

0, 1  i < k.

Theorem 2.2 is proved.

Corollary 2.1. Let the partitioned LU factorization for the block tridiagonal matrix A in (1.1) run to com-
pletion. Assume that ✏ is sufficiently small so that |E|  ✏|A|. Then

S
(k)
ij (A+ E) = S

(k)
ij (A) +O(✏), D

(k)
ij (A+ E) = D

(k)
ij (A) +O(✏).

Proof. From the proof of Theorem 2.1 and the form of Tk, it follows that Tk = O(✏). Then

Tk + Eij +O(✏2) = O(✏).

Therefore,

S
(k)
ij (A+ E) = S

(k)
ij (A) +O(✏), D

(k)
ij (A+ E) = D

(k)
ij (A) +O(✏).
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In view of the inequality |E|  ✏|A|, if ✏ is sufficiently small, then, for the spectral radius, we get

⇢(L−1EU−1
) < 1.

Therefore, it has the unique block LU factorization (see Theorem 12.1 in [8] for details). In this case, the question
is whether the matrices S(k)

11 , 1  k  s−1, admit the LU factorization, i.e., whether the perturbed matrix A+E

admits the partitioned LU factorization. By Theorem 2.1, we conclude that

S
(k)
11 (A+ E) = S

(k)
11 (A) + Tk +O(✏2).

Under the assumption of Theorem 2.1, we find

S
(k)
11 (A+ E) = Lk+1,k+1Uk+1,k+1 + Tk +O(✏2)

= Lk+1,k+1

⇣
Ik+1 + L−1

k+1,k+1(Tk +O(✏2))U−1
k+1,k+1

⌘
Uk+1,k+1.

Since

Tk +O(✏2) = O(✏), ⇢
�
L−1EU−1

�
< 1,

we get

⇢
⇣
L−1
k+1,k+1(Tk +O(✏2))U−1

k+1,k+1

⌘
< 1,

i.e., Ik+1 + L−1
k+1,k+1(Tk + O(✏2))U−1

k+1,k+1 admits the LU factorization. Thus, S(k)
11 (A + E) (1  k  s − 1)

have the LU factorization. Hence, the perturbed matrix A + E admits the partitioned LU factorization. These
results enable us to formulate the following theorem:

Theorem 2.3. Suppose that the partitioned LU factorization for the block tridiagonal matrix A in (1.1) runs
to completion. Assume that ✏ is sufficiently small and such that |E|  ✏|A|. Then the perturbed matrix A + E

admits the partitioned LU factorization.

2.2. Perturbation Bounds for the Factors. In this section, we present the bounds for the factors. First,
we consider the bound for S(k)

ij . Obviously, we can easily get the following componentwise perturbation bound

for S(1)
11 by applying Theorem 2.1:

���S(1)
11 (A+ E)− S

(1)
11 (A)

���  ✏|A1|.

Unless otherwise stated, in this section, we assume that the norm without subscripts k.k is an arbitrary subordinate
and monotone matrix norm. For S(k)

11 , we get the following theorem:

Theorem 2.4. Assume that the partitioned LU factorization for the block tridiagonal matrix A in (1.1) runs
to completion and that

χ = max

k

⇢����
⇣
S
(k−1)
11

⌘−1
Ck

���� kAk,k−1k+
����Bk

⇣
S
(k−1)
11

⌘−1
���� kAk−1,kk+ kAkkk

�
,
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! = max

k

⇢����Bk

⇣
S
(k−1)
11

⌘−1
����

����
⇣
S
(k−1)
11

⌘−1
Ck

����

�

with
����Bk

⇣
S
(k−1)
11

⌘−1
����

����
⇣
S
(k−1)
11

⌘−1
Ck

���� 6= 1.

Assume that ✏ is sufficiently small so that |E|  ✏|A|. Then

���S(k)
11 (A+ E)− S

(k)
11 (A)

���  !k−1

✓
kA1k+

χ(!k−1 − 1)

!k−1
(! − 1)

◆
✏+O(✏2).

Proof. We first consider the bound for Tk. It follows from Theorem 2.1 that

Tk =

✓
Bk

⇣
S
(k−1)
11

⌘−1
Ik

◆ −Tk−1 −Ek−1,k

−Ek,k−1 Ek,k

!0

@
⇣
S
(k−1)
11

⌘−1
Ck

Ik

1

A

= −Bk

⇣
S
(k−1)
11

⌘−1
Tk−1

⇣
S
(k−1)
11

⌘−1
Ck

− Ek,k−1

⇣
S
(k−1)
11

⌘−1
Ck −Bk

⇣
S
(k−1)
11

⌘−1
Ek−1,k + Ek,k.

Taking the monotone norm on both sides, we conclude that

kTkk 
����Bk

⇣
S
(k−1)
11

⌘−1
����

����
⇣
S
(k−1)
11

⌘−1
Ck

���� kTk−1k

+ ✏

����
⇣
S
(k−1)
11

⌘−1
Ck

���� kAk,k−1k+ ✏

����Bk

⇣
S
(k−1)
11

⌘−1
���� kAk−1,kk+ ✏kAkkk.

Rearranging this inequality, we find

kTkk+
χ✏

! − 1

 !

✓
kTk−1k+

χ✏

! − 1

◆

 !k−1

✓
kT1k+

χ✏

! − 1

◆

 !k−1

✓
kA1k+

χ

! − 1

◆
✏.

Then

kTkk  !k−1

✓
kA1k+

χ(!k−1 − 1)

!k−1
(! − 1)

◆
✏.

Theorem 2.4 is proved.
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By using Theorems 2.2 and 2.4, we can easily establish the perturbation bounds for Sk
ij(A) and Dk

ij(A), i.e.,

���S(k)
ij (A+ E)− S

(k)
ij (A)

���  !k−1

✓
kA1k+

χ(!k−1 − 1)

!k−1
(! − 1)

◆
✏+ 2kAijk✏+O(✏2),

���D(k)
ij (A+ E)−D

(k)
ij (A)

���  !k−1

✓
kA1k+

χ(!k−1 − 1)

!k−1
(! − 1)

◆
✏+ 2kAijk✏+O(✏2).

3. Error Analysis

Throughout this section, we use the conventional error model of floating-point arithmetic. The evaluation of
an expression in the floating-point arithmetic is denoted by fl(·) with

fl(a o b) = (a o b)(1 + δ), |δ|  u, o = +,−, ⇤, /

(see, e.g., [8]). Here, u is the unit roundoff of the applied machine.
Unless otherwise stated, in this section, the norm without subscripts denotes

kAk := maxi,j |aij |.

Note that, for this norm, the best inequality is

kABk  nkAkkBk,

where A 2 Rm⇥n and B 2 Rn⇥p. It is well known that this norm is inconsistent but, for sparse matrices, it is
a simple and proper choice.

Based on the techniques of fast matrix multiplication, the use of BLAS3 affects the stability only by increasing
constant terms in the normwise backward error bounds (see [17] for details). We have the following assumptions
concerning the underlying level-3 BLAS:

(a) The computed approximation ˆC to C = AB, where A 2 Rm⇥n and B 2 Rn⇥p, satisfies the relations

ˆC = AB +∆C, k∆Ck  c1(m,n, p)ukAkkBk+O(u2),

where c1(m,n, p) is a constant depending on m, n, and p.

(b) If T 2 Rm⇥m and B 2 Rm⇥p, then the computed solution ˆX of the triangular systems TX = B

satisfies

T ˆX = B +∆B, k∆Bk  c2(m, p)ukTkk ˆXk+O(u2),

where c2(m, p) denotes a constant depending on m and p.

Assumption (b) in the BLAS3 cannot be applied in the error analysis of the general block LU factorization
because the factor U is not a triangular form. In view of this consideration, the partitioned LU is presented for
block tridiagonal matrices because the factors L and U are triangular forms, i.e., the errors accumulated in the
process of partitioned LU factorization and substitution can be represented by using the assumption (b). We first
recall the error analyses of the partitioned LU factorization for a general partitioned matrix A 2 Rn⇥n and of the
corresponding computed solution of Ax = b.
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Lemma 3.1 [17]. Under the assumptions (a), (b), and

ˆL11
ˆU11 = A1 +∆A1, k∆A1k  c3(k1)ukˆL11kk ˆU11k+O(u2),

the LU factors of A 2 Rn⇥n computed by using the partitioned outer product form of the LU factorization with
block size k1 satisfy relation

ˆL ˆU = A+∆A,

where

k∆Ak  u
⇣
δ(n, k1)kAk+ ✓(n, k1)kˆLkk ˆUk

⌘
+O(u2),

and, in addition,

δ(n, k1) = 1 + δ(n− k1, k1), δ(k1, k1) = 0,

✓(n, k1) = max

�
c3(k1), c2(k1, n− k1), 1 + c1(n− k1, k1, n− k1) + δ(n− k1, k1) + ✓(n− k1, k1)

 
,

✓(k1, k1) = 0.

The following lemma is known as Problem 12.6 in [8].

Lemma 3.2 [8]. Under the conditions of Lemma 3.1 the computed solution of the equation Ax = b satisfies

(A+ δA)x̂ = b, kδAk  cnu(kAk+ kˆLkk ˆUk) +O(u2),

where cn is a constant depending on n and the block size.

The corresponding error analyses of the block tridiagonal matrix A in (1.1) and its linear systems are presented
in what follows:

Theorem 3.1. Assume that the partitioned LU factorization for the block tridiagonal matrix A in (1.1) runs
up to the completion. Then, under the assumptions (a) and (b),

A+∆A =

ˆL ˆU, k∆Ak  (⇠ijkAk+ ⇣ijkLkkUk)u+O(u2),

where

⇠ij =

8
>>>>>>>><

>>>>>>>>:

0, i = j = 1,

1, i = j 6= 1,

c2(ki, ki)ki(Lii), i = j − 1,

c2(ki, ki)ki(Uii), i = j + 1,

⇣ij =

8
>>>><

>>>>:

c2(k1, k1), i = j = 1,

ci, i = j 6= 1,

0, others,

ci = max

�
1 + c1(ki−1, ki−1, ki), c2(ki, ki)

 
.
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Proof. To save the clutter, we omit “+O(u2).” By the assumption (b), we get

ˆ

ˆU−1
ii

ˆUii = Ii +∆Ii, k∆Iik  c2(ki, ki)uk ˆˆU−1
ii kk ˆUiik, (3.1)

where ˆ

ˆU−1
ii are the computed quantities used to invert ˆUii. Thus,

ˆ

ˆU−1
ii = (Ii +∆Ii) ˆU

−1
ii .

Therefore,

k ˆˆU−1
ii k  k ˆU−1

ii k+O(u).

By virtue of representation (3.1), we conclude that

k∆Iik  c2(ki, ki)uk ˆU−1
ii kk ˆUiik.

Similarly, we get

ˆ

ˆU−1
ii

ˆUii = Ii +∆Ii, k∆Iik  c2(ki, ki)ukU−1
ii kkUiik = c2(ki, ki)(Uii)u. (3.2)

A similar assertion also holds for the following case:

ˆLii
ˆ

ˆL−1
ii = Ii +∆Ii, k∆Iik  c2(ki, ki)ukLiikkL−1

ii k = c2(ki, ki)(Lii)u. (3.3)

The process of partitioned factorization gives

B2
ˆ

ˆU−1
11

ˆU11 = B2 +∆B2,

ˆL11
ˆ

ˆL−1
11 C1 = C1 +∆C1.

(3.4)

It follows from representations (2.2)–(2.4) that

k∆B2k  c2(k1, k1)k1(U11)kB22ku,

k∆C1k  c2(k1, k1)k1(L11)kC1ku.

By the assumption (b), we get the following bound for ∆Ai :

k∆A1k  c2(k1, k1)ukL11kkU11k.

As for ∆B3, ∆A2, and ∆C2, due to the errors acquired in the processes of multiplication and subtraction of

the matrices and the LU factorization for A2 − B
ˆ

ˆU−1
11

ˆ

ˆL−1C1, they are different from ∆B2, ∆A1 and ∆C1,

respectively. Let

L21U12 = B2U
−1
11 L−1

11 C1 = H.



PERTURBATION AND ERROR ANALYSES OF THE PARTITIONED LU FACTORIZATION 1959

Then the computed approximation ˆH satisfies the relations

B2
ˆ

ˆU−1
11

ˆ

ˆL−1
11 C1 +∆H =

ˆH,

k∆Hk  c1(k1, k1, k2)ukB2U
−1
11 kkL−1

11 C1k.

Let

A2 −H = G.

Then the computed approximation ˆG to G satisfies

A2 − ˆH +∆G0
=

ˆG, k∆G0k  u(kA2k+ k ˆHk),

i.e.,

A2 −B2
ˆ

ˆU−1
11

ˆ

ˆL−1
11 C1 +∆G =

ˆG,

k∆Gk  u(kA2k+ (1 + c1(k1, k1, k2))kB2U
−1
11 kkL−1

11 C1k).
(3.5)

Applying the LU factorization to ˆG, we find

ˆG+∆G00
=

ˆL22
ˆU22, k∆G00k  c2(k2, k2)ukL22kkU22k.

Combining (3.1) with (3.2), we find

A2 +∆A2 =
ˆL22

ˆU22 +B2
ˆ

ˆU−1
11

ˆ

ˆL−1
11 C1,

k∆A2k  u
⇣
kA2k+ (1 + c1(k1, k1, k2))kB2U

−1
11 kkL−1

11 C1k

+ c2(k2, k2)kL22kkU22k
⌘
.

From the factors ˆL11, ˆU11, ˆL22, and ˆU22 obtained in the process of factorization, it is clear that ˆL11 and ˆU11

are different from ˆL22 and ˆU22, respectively, because the latter contain the errors caused by the multiplication and
subtraction in addition to the process of factorization. For ∆Ai, 3  i  s, we get the following similar results:

k∆Aik  u
⇣
kAik+ (1 + c1(ki−1, ki−1, ki))

��BiU
−1
i−1,i−1

����L−1
i−1,i−1Ci−1

��

+ c2(ki, ki)kLiikkUiik
⌘

 u
�
kAik+ c(kLi,i−1kkUi−1,i−1k+ kLiikkUiik)

�
,

where

ci = max {1 + c1(ki−1, ki−1, ki), c2(ki, ki)} .
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For ∆Bi+1 and ∆Ci, for all 2  i  s− 1, we get

k∆Bi+1k  c2(ki, ki)ki(Uii)kBi+1,i+1ku,

k∆Cik  c2(ki, ki)ki(Lii)kCiku.

Therefore,

k∆Ak  (⇠ijkAk+ ⇣ijkLkkUk)u,

where

⇠ij =

8
>>>>>>><

>>>>>>>:

0, i = j = 1,

1, i = j 6= 1,

c2(ki, ki)ki(Lii), i = j − 1,

c2(ki, ki)ki(Uii), i = j + 1,

⇣ij =

8
>>>><

>>>>:

c2(k1, k1), i = j = 1,

c, i = j 6= 1,

0, others.

Theorem 3.1 is proved.

Remark 3.1. Comparing Lemma 3.1 with Theorem 3.1, we can formulate the following remarks:

(1) The assumption of Lemma 3.1

ˆL11
ˆU11 = A1 +∆A1, k∆A1k  c3(k1)ukˆL11kk ˆU11k+O(u2),

is omitted in Theorem 3.1. This means that the assumptions of Theorem 3.1 are weaker than the assump-
tions of Lemma 3.1.

(2) It is clear that the proof of the theorem differs from the proof of the lemma.

(3) In the result of the lemma, we use the computed approximate ˆL and ˆU. At the same time, the exact
quantities L and U are used in the result of the theorem.

From Theorem 3.1, we get the following assertion for the block tridiagonal linear systems (note that ∆L and
∆U are obtained in solving the equations Ly = b and Ux = y, respectively):

Theorem 3.2. Let A be as in (1.1). Suppose that the partitioned LU factorization gives an approximate
solution x̂ of the system Ax = b, where x̂ is the exact solution of the system

(A+ δA)x̂ = b.

Then

kδAk  (⇠ijkAk+ δijkLkkUk)u+O(u2),

kx̂− xk
kx̂k  n

⇣⇣
⇠ij(A) +

γns
u

(U)

⌘
+

⇣
⇣ij +

nγns
u

⌘
kLkkUkkA−1k

⌘
u+O(u2),

where δij = ⇣ij + γ2ns/u.
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Proof. By the assumption, we find

(

ˆL+∆L)( ˆU +∆U)x̂ = b.

Then

δA = ∆A+∆L ˆU +

ˆL∆U +∆L∆U. (3.6)

In the subsequent proof, we need the bounds for ∆L and ∆U. Applying the factorization and the result
of [18], we find

(

ˆU1 +∆U1)x = y(1), |∆U1| 
nu

1− nu
| ˆU1|.

For a given i, we obtain

(

ˆUi +∆Ui)y
(i−1)

= y(i), |∆Ui| 
nu

1− nu
| ˆUi|.

Thus,

(

ˆUs +∆Us) . . . ( ˆU1 +∆U1)x = y,

|∆U |  nsu

1− nu
| ˆUs| . . . | ˆU1|  γns| ˆU |,

where γns = nsu/(1− nsu). By the definition of the norm, we get

k∆Uk  γnsk ˆUk. (3.7)

On the other hand, we can write

(

ˆL1 +∆L1) . . . (ˆLs +∆Ls)y = b, k∆Lk  γnskˆLk. (3.8)

Combining (3.6), (3.7) with (3.8), by Theorem 3.1, we conclude that

kδAk  (⇠ijkAk+ ⇣ijkLkkUk)u+ (2γns + γ2ns)nkˆLkk ˆUk

 (⇠ijkAk+ δijkLkkUk)u,

where δij = ⇣ij + γ2nsn/u and 2γns + γ2ns  γ2ns [8, 9]. The remaining part of the proof deals with the relative
error. According to Higham [10], we get

kx̂− xk  kA−1
(∆A+∆L ˆU) +

ˆU−1
∆Ukkx̂k. (3.9)

Applying Theorem 3.1, from (3.7) and (3.8), we find

kx̂− xk
kx̂k  n

⇣⇣
⇠ij(A) +

γns
u

(U)

⌘
+

⇣
⇣ij +

nγns
u

⌘
kLkkUkkA−1k

⌘
u.

Theorem 3.2 is proved.
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Actually, for ki = 1, 1  i  s, there exists a relationship between (U) and (A) and kLk  1 holds if a
partial pivoting strategy is applied during factorization. Then the relative error mentioned above can be O((A)u).

On the other hand, the triangular form of the factors Li and Ui in the partitioned LU factorization used in the
present paper gives an advantage of the relative error

kx̂− xk/kx̂k.

Remark 3.2. Comparing Lemma 3.2 with Theorem 3.2, we can make the following remarks in addition to
the first comment in Remark 3.1:

1. The coefficient cn in Lemma 3.2 is a faint constant; however, the coefficients in Theorem 3.2 are given
exactly.

2. In Theorem 3.2, the relative error of the solution is also considered; however, its form is not analyzed.

4. Numerical Experiments

In this section, we apply MATLAB 6.5 to illustrate the theoretical results on the backward error generated by
the partitioned LU factorization for block tridiagonal matrices and on the relative error of the solution to linear
systems.

Example 4.1. Assume that the block tridiagonal matrices are generated by the discretization of the partial
differential equation

−∆u = f,

where

Ai = tridiag(−1, 4,−1)ki⇥ki .

Some results corresponding to this example are listed in Table 4.1.

Example 4.2. Let A be random block tridiagonal matrices, where Ai , Bi, and Ci are random matrices with
approximately

0.8⇥ ki ⇥ ki, 0.2⇥ ki ⇥ ki−1, and 0.2⇥ ki−1 ⇥ ki

uniformly distributed nonzero entries, respectively. The results are listed in Table 2.

It follows from the results presented above that the errors

kA− ˆL ⇤ ˆUk and kx− x̂k/kx̂k

are very small. However, it is impossible to say that the partitioned LU factorization must be stable because the
backward error contains kLk. Thus,

A =

0

BBBBBBBBBBBB@

✏ 0 1 0

0 ✏ 0 1

1 0 ✏ 0 1 0

0 1 0 ✏ 0 1

1 0 1 0

0 1 0 1

1

CCCCCCCCCCCCA

,
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Table 4.1

Size kA− ˆL ⇤ ˆUk kx− x̂k/kx̂k

900⇥ 900 1.7764e− 015 2.2204e− 015

1600⇥ 1600 2.6645e− 015 1.0880e− 014

3600⇥ 3600 3.5527e− 015 1.4655e− 014

Table 4.2

Size kA− ˆL ⇤ ˆUk kx− x̂k/kx̂k

900⇥ 900 5.6843e− 014 3.4195e− 013

1600⇥ 1600 1.2967e− 013 1.2765e− 012

3600⇥ 3600 8.1712e− 014 3.3598e− 012

where ✏ is sufficiently small. Applying the partitioned LU factorization studied in the present paper, we get

L = L1L2L3 =

0

BBBBBBBBBBB@

1

1

1

✏
1

1

✏
1

✏

✏2 − 1

1

✏

✏2 − 1

1

1

CCCCCCCCCCCA

.

Hence, kLk is boundless if ✏ is sufficiently small.
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