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Abstract
There is enormous interest in using artificial intelligence (AI) in health care contexts. But before AI can be used in such set-
tings, we need to make sure that AI researchers and organizations follow appropriate ethical frameworks and guidelines when 
developing these technologies. In recent years, a great number of ethical frameworks for AI have been proposed. However, 
these frameworks have tended to be abstract and not explain what grounds and justifies their recommendations and how one 
should use these recommendations in practice. In this paper, I propose an AI ethics framework that is grounded in substan-
tive, human rights theory and one that can help us address these questions.
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1  Introduction

There is enormous interest in using artificial intelligence 
(AI) in healthcare contexts. AI applications have begun to 
diagnose some types of cancer better than doctors,1 identify 
heart rhythm abnormalities like cardiologists,2 diagnose 
various eye diseases as well as ophthalmologists,3 and iden-
tify viable embryos as fertility specialists do.4 But before 
AI is used in healthcare settings, we should make sure that 

companies and AI researchers follow appropriate ethical 
frameworks and guidelines when developing these technolo-
gies. In recent years, a great number of ethical frameworks 
for AI have been proposed. To date, there are over 80 such 
frameworks from private companies, governmental agencies, 
academic and research institutions, and intergovernmental 
and other organizations.5 These frameworks have some 
recommendations in common. For instance, many draw on 
the four principles of biomedical ethics: autonomy, benefi-
cence, non-maleficence, and justice.6 Among other things, 
autonomy seeks to ensure that patients and consumers are 
fully informed of, and understand, the risks and benefits of 
a particular health AI technology, and voluntarily consent 
to it. Beneficence aims to guarantee that AI health applica-
tions promote the well-being of patients and that of society 
as a whole. Non-maleficence strives to ensure that health 
AI technologies do not impose undue harm on patients. Jus-
tice seeks to promote the fair and equitable distribution of 
the benefits and burdens of AI health technologies among 

http://orcid.org/0000-0001-6579-8656
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individuals and society. In addition to these four principles, 
many frameworks also list such recommendations as trans-
parency, explainability, and trust, given that some forms of 
AI are not understood easily, if at all, even by those who 
program them.7 At the same time, many organizations also 
offer their own distinct recommendations. For instance, the 
Future of Life Institute lists “value alignment,” according to 
which “highly autonomous AI systems should be designed 
so that their goals and behaviors are aligned with human 
values,” as one of its recommendations.8 Or, Microsoft rec-
ommends “inclusiveness,” according to which “AI systems 
should empower everyone and engage people.”9

In one sense, it is welcome news that industry, state, 
and academic institutions were concerned enough with 
the ethical design and use of AI to put forward these 
frameworks and guidelines. In another sense, however, 
this proliferation of ethical frameworks has created con-
fusion, from which pressing questions arise. How did 
these industry, states, and academic institutions arrive 
at these particular sets of recommendations and not oth-
ers? Which recommendations should AI developers and 
organizations follow and why? More fundamentally, 
what grounds and justifies these recommendations? 
How do we distinguish between recommendations that 
are genuine ethical principles from those that are not? 
Furthermore, how does one use these recommendations 
in practice? For instance, it seems reasonable that we 
should not impose undue harm on patients. But how 
should we achieve this? Likewise, it seems reasonable 
that we should be able to trust an AI system. But how do 
we decide which AI systems to trust?

Unfortunately, most of these AI ethics frameworks have 
been silent on these questions. As a result, they have been 
criticized for offering abstract, high-level principles that in 
practice have provided little concrete guidance.10 Moreo-
ver, some have expressed concern that these frameworks are 

merely forms of “ethics washing”11 and virtue-signaling,12 
where organizations and companies exaggerate their interest 
in ethical AI as a public relations exercise and perhaps to 
forestall governmental regulation. To stave off such accu-
sations, we therefore need an AI ethics framework that is 
grounded in substantive normative theory, one that can help 
us assess whether a recommendation is a genuine ethical 
principle or not, and one that can give us more concrete 
guidance.

Elsewhere, I have developed what I call the Fundamental 
Conditions Approach to human rights, according to which 
human beings have human rights to the fundamental condi-
tions for pursuing a good life.13 In this paper, I shall argue 
that the Fundamental Conditions Approach can be extended 
to the use of AI in health care. I shall illustrate how this 
approach can help us evaluate the merits of a given recom-
mendation. I shall also show how it can help AI researchers 
in health care identify distinct ethical considerations that 
they might encounter. To develop this framework, let me 
first say something about what AI is and how current forms 
of AI can give rise to ethical problems.

2 � Machine Learning: Key Concepts 
and Current Limitations

The term ‘artificial intelligence’ is used to mean different 
things in different contexts.14 For our purpose, we can under-
stand AI broadly as getting machines to do things that, when 
intelligent beings such as humans do them, require cognitive 
functions such as thinking, learning, and problem solving. 
On this understanding of AI, there are different subtypes of 

10  Thilo Hagendorff, “The Ethics of AI Ethics: An Evaluation of 
Guidelines,” Minds and Machines 30, no. 1 (2020); Luciano Floridi, 
“Translating Principles into Practices of Digital Ethics: Five Risks of 
Being Unethical,” Philosophy & Technology 32, no. 2 (2019).

11  “Translating Principles into Practices of Digital Ethics: Five Risks 
of Being Unethical.”.
12  Mittelstadt, “Principles Alone Cannot Guarantee Ethical AI.”.
13  S. Matthew Liao, “Human Rights as Fundamental Conditions for 
a Good Life,” in Philosophical Foundations of Human Rights, ed. 
Rowan Cruft, S. Matthew Liao, and Massimo Renzo (Oxford: Oxford 
University Press, 2015); S. Matthew Liao and Collin O'Neil, “The 
Grounds of Ancillary Care Duties,” in Current Controversies in Bio-
ethics, ed. S. Matthew Liao and Collin O'Neil (New York: Routledge, 
2017).
14  This section draws on S. Matthew Liao, “A Short Introduction 
to the Ethics of Artificial Intelligence,” in Ethics of Artificial Intel-
ligence, ed. S. Matthew Liao (New York: Oxford University Press, 
2020).

8  https://​futur​eofli​fe.​org/​ai-​princ​iples/.
9  https://​www.​micro​soft.​com/​en-​us/​ai/​respo​nsible-​ai.

7  “AI4people-an Ethical Framework for a Good AI Society: Opportu-
nities, Risks, Principles, and Recommendations.”.
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AI.15 One type is Symbolic AI, or Good-Old-Fashioned Arti-
ficial Intelligence (GOFAI), which uses a series of explicitly 
programmed if–then rules and statements to establish the 
relations between inputs and outputs.16 Another type of AI 
is machine learning, which uses algorithms to learn from 
data without being explicitly programmed to do so. Within 
machine learning, one can distinguish between supervised 
learning, unsupervised learning, and reinforcement learning. 
In supervised learning, an algorithm is trained on a data set 
in which the correct answers for certain data are known and 
the data are labeled accordingly. Once the algorithm learns 
the relationship between inputs and outputs, it can then apply 
what it has learned to predict the correct answer in differ-
ent (target) data sets. In unsupervised learning, a given data 
set has not been labeled, and an algorithm aims to sort the 
data on its own. In reinforcement learning, a reinforcement 
learning agent attempts to learn through experience.17 Rein-
forcement learning algorithms work by rewarding an agent 
if it succeeds in a task and/or punishes the agent if it fails. 
Through trial-and-error, the agent strives to maximize the 
long-term reward. These methods also can be combined with 
deep learning, which uses different layers of nodes to detect 
increasingly abstract features, which maximize information 
capture while minimizing losses in predictive accuracy.

As impressive as machine learning is, it also suffers cer-
tain limitations. While many of these limitations are not 
unique to machine learning, they can give rise to a host of 
ethical issues, which are important to keep in mind when 
developing a substantive ethical framework for AI. First, 
machine learning needs a lot of data to work well. For exam-
ple, supervised learning algorithms can fine-tune themselves 
and achieve great predictive power when they have access to 
a vast amount of data. Consequently, this incentivizes com-
panies and organizations to harvest or buy data, including 
sensitive personal data, even when doing so might violate 
an individual’s right to privacy. One example of this is when 
the Royal Free NHS Foundation Trust provided the personal 
data of about 1.6 million patients to Google DeepMind in 
2017 to test a novel way of detecting kidney injuries without 
properly informing the patients about how their health data 
will be used.18 Another example of this might be when the 

drug maker GlaxoSmithKline bought the exclusive rights 
to mine the genetic data of customers of the DNA testing 
service 23andMe for drug discovery.19

Second, machine learning is only as good as the data from 
which it learns. If a machine learning algorithm is trained 
on inadequate or inaccurate data, then the algorithm will 
make bad predictions even if it itself is well designed. For 
instance, algorithms trained on gender-imbalanced medical 
imaging datasets have been found to do worse at reading 
chest x-rays for an underrepresented gender.20 Similarly, 
there are reasons to be concerned that skin-cancer detection 
algorithms may not do as well detecting skin cancer affect-
ing people with darker skin, because many of these algo-
rithms are trained primarily on light-skinned individuals.21

Third, even if a machine learning algorithm receives 
adequate and accurate data, if the algorithm itself is bad, 
it will also make bad predictions. For instance, a bad 
machine learning algorithm may identify a pattern even if 
there isn’t one, a problem known as “overfitting,”22 or may 
fail to identify a pattern even when there is one, a problem 
known as “underfitting.”23 A machine learning algorithm 
may also give too much or too little weight to certain fea-
tures or fail to include certain relevant features altogether. 
Faulty algorithms can have serious ethical implications. 
For example, an algorithm used widely in US hospitals to 
determine which patients should get extra care was found 
to discriminate against black people because it used health 
costs as a proxy for health needs and, owing to structural 
inequalities, black patients often spend less on health care 
than white patients. As a result, the algorithm falsely con-
cluded that black patients were healthier than equally sick 
white patients.24 Or, in 2016 the Arkansas Department of 
Human Services began to use an algorithmic tool devel-
oped by interRAI to determine how many hours of home 
care some people with disabilities should receive.25 The 

15  Stuart Russell and Peter Norvig, Artificial Intelligence: A Modern 
Approach, 3rd ed. (Prentice Hall Press, 2010), which provides a good 
overview of different types of AI algorithms. For another perspec-
tive, see Pedro Domingos, The Master Algorithm: How the Quest for 
the Ultimate Learning Machine Will Remake Our World (New Yrok: 
Basic Books, 2015).
16  John Haugeland, Artificial Intelligence: The Very Idea (Cam-
bridge, Massachusetts: MIT Press, 1985).
17  Russell and Norvig, Artificial Intelligence: A Modern Approach., 
Chapter 21.
18  https://​www.​bbc.​com/​news/​techn​ology-​40483​202.

19  https://​www.​wired.​com/​story/​23and​me-​glaxo​smith​kline-​pharma-​
deal/.
20  Agostina J. Larrazabal et al., “Gender Imbalance in Medical Imag-
ing Datasets Produces Biased Classifiers for Computer-Aided Diag-
nosis,” Proceedings of the National Academy of Sciences 117, no. 23 
(2020).
21  Adewole S. Adamson and Avery Smith, “Machine Learning and 
Health Care Disparities in Dermatology,” JAMA Dermatology 154, 
no. 11 (2018).
22  https://​www.​d2l.​ai/​chapt​er_​multi​layer-​perce​ptrons/​under​fit-​overf​it.​
html.
23  https://​www.​d2l.​ai/​chapt​er_​multi​layer-​perce​ptrons/​under​fit-​overf​it.​
html.
24  Ziad Obermeyer et  al., “Dissecting Racial Bias in an Algorithm 
Used to Manage the Health of Populations,” Science 366, no. 6464 
(2019).
25  https://​www.​theve​rge.​com/​2018/3/​21/​17144​260/​healt​hcare-​medic​
aid-​algor​ithm-​arkan​sas-​cereb​ral-​palsy.
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department implemented the algorithm’s recommendation to 
reduce drastically the number of home care hours for many 
beneficiaries, which caused several people to be hospital-
ized, because the algorithm had incorrectly coded conditions 
such as cerebral palsy and had not accounted for conditions 
such as diabetes. Ultimately, a judge ruled that the depart-
ment had improperly implemented the interRAI algorithm 
and ordered that its use be terminated.

Fourth, as noted earlier, deep learning is a black box that 
raises issues such as interpretability, explainability, and 
trust.26 Deep learning is impenetrable even to its program-
mers because it typically employs thousands or millions of 
connections that interact with one another in complex ways. 
Given this, it is difficult to interpret what those interactions 
mean. The issue of explainability arises because humans 
often need to know how a decision is reached. However, 
deep learning announces its prediction without explaining 
(in human terms) how it arrived at that prediction. To see 
why this could be a problem, consider the following exam-
ple. Suppose that a deep learning algorithm predicts that 
there is a 70% chance that Jay’s tumor will become malig-
nant in 5 years. The deep learning algorithm does not, for 
example, say, “There is a 70% chance that Jay’s tumor will 
become malignant in 5 years because Jay has a history of 
cancer, is over 50 years old, and has lower back pain.”27 
Without such an explanation, the doctor would be unable to 
explain to Jay why his tumor is likely to become malignant. 
Beyond explainability, this also raises the issue of trust in 
the deep learning system since we do not know whether it 
makes its predictions on reasonable and reliable grounds. 
For high-stakes decisions in health care, not being able to 
trust the deep learning system is especially problematic.

It might be thought that the importance of interpretability 
and explainability is overstated.28 According to this line of 
thought, there is a trade-off between accuracy and explain-
ability in deep learning. Given this, if a deep learning system 
can make accurate predictions, then it may not matter if the 
deep learning system is not interpretable and explainable. 
To support this point, one might point out that it is common 
for clinicians to prescribe medications such as aspirin as 
an analgesic and lithium as a mood stabilizer without fully 
understanding why they work.29

However, while we do not fully understand how medica-
tions work in many cases, arguably, we do have some ideas 
regarding the causal mechanisms through which they work. 
For instance, people knew that something from a willow 
causes fevers and pain to be reduced, even if they did not 
know about salicylic acid, an active ingredient in the produc-
tion of aspirin.30 This contrasts with a deep learning system 
which works through associations and is, at least for now, 
unable to track causal relations.

But it might be asked, why does it matter whether a deep 
learning system can track causal relations or not? One reason 
is that deep learning is vulnerable to certain kinds of adver-
sarial attacks, which are inputs to machine learning models 
that are designed to cause the model to make a mistake.”31 
For instance, deep neural networks are vulnerable to the so-
called one-pixel attacks.32 In one study, by changing just 
one pixel in an image, researchers were able to get a deep 
learning algorithm to classify an image of a car as a dog.33 
Recently, researchers have found that adversarial attacks 
can also be done on medical machine learning.34 The fact 
that deep learning networks are vulnerable to these types of 
attacks suggests that deep learning networks are not learning 
“real” features of the world such as causal relations or what 
a macro-level object like a car really is; instead, these deep 
learning networks are only learning superficial features. For 
our purpose, if a deep learning network can be tricked in 
these ways, issues of explainability and trust remain highly 
relevant, especially in high-stakes domains such as medicine 
where human beings could be harmed.

In sum, given all the ways that machine learning could 
fail, it is critical that we have an ethical framework that can 
provide adequate guidance in these scenarios.

3 � The Fundamental Conditions Approach 
to Human Rights

Next, let me explicate the Fundamental Conditions Approach 
to human rights by explaining why human beings have human 
rights to the fundamental conditions for pursuing a good life.

27  R. A. Deyo and A. K. Diehl, “Cancer as a Cause of Back Pain: 
Frequency, Clinical Presentation, and Diagnostic Strategies,” J Gen 
Intern Med 3, no. 3 (1988).
28  Lipton, “The Mythos of Model Interpretability.”; Alex John Lon-
don, “Artificial Intelligence and Black-Box Medical Decisions: Accu-
racy Versus Explainability,” Hastings Center Report 49, no. 1 (2019).
29  See, e.g., “Artificial Intelligence and Black-Box Medical Deci-
sions: Accuracy Versus Explainability.”, who expresses this concern.

30  Mohd Shara and Sidney J. Stohs, “Efficacy and Safety of White 
Willow Bark (Salix Alba) Extracts,” Phytotherapy Research 29, no. 
8 (2015).
31  Ian J. Goodfellow, Jonathon Shlens, and Christian Szegedy, 
“Explaining and Harnessing Adversarial Examples,” arXiv e-prints 
(2014), https://​ui.​adsabs.​harva​rd.​edu/​abs/​2014a​rXiv1​412.​6572G; N. 
Akhtar and A. Mian, “Threat of Adversarial Attacks on Deep Learn-
ing in Computer Vision: A Survey,” IEEE Access 6 (2018).
32  Jiawei Su, Danilo Vasconcellos Vargas, and Sakurai Kouichi, “One 
Pixel Attack for Fooling Deep Neural Networks,” arXiv e-prints (31), 
https://​ui.​adsabs.​harva​rd.​edu/​abs/​2017a​rXiv1​71008​864S.
33  Ibid.
34  Samuel G. Finlayson et  al., “Adversarial Attacks on Medical 
Machine Learning,” Science 363, no. 6433 (2019).

26  Zachary C. Lipton, “The Mythos of Model Interpretability,” 
Queue 16, no. 3 (2018).
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As I see it, a good life is one spent pursuing basic activi-
ties such deep personal relationships with one’s partner, 
friends, parents, children; knowledge of the workings of the 
world, of oneself, of others; active pleasures such as crea-
tive work and play; and passive pleasures such as appreciat-
ing beauty. The fundamental conditions for pursuing a good 
life are various goods, capacities, and options that human 
beings qua human beings need to pursue these basic activi-
ties.35 For example, the fundamental goods are resources 
that human beings qua human beings need in order to sustain 
themselves corporeally, including food, water, and air. The 
fundamental capacities are powers and abilities that human 
beings qua human beings require in order to pursue the basic 
activities. These capacities include the capacity to think, 
to be motivated by facts, to know, to choose an act freely 
(liberty), to appreciate the worth of something, to develop 
interpersonal relationships, and to have control of the direc-
tion of one’s life (autonomy). The fundamental options are 
those social forms and institutions that human beings qua 
human beings require if they are to be able to exercise their 
essential capacities to engage in the basic activities.

The fundamental conditions for pursuing a good life 
ground human rights because having these conditions is 

of fundamental importance to human beings, and because 
rights can offer powerful protection to those who possess 
them. The former is true because if anything is of funda-
mental importance to human beings, then pursuing a char-
acteristically good human life is. It seems clear that if we 
attach a certain importance to an end, we must attach this 
importance to the (essential) means to this end. Given this, 
since pursuing a good life is of fundamental importance to 
human beings, having the fundamental conditions for pursu-
ing a good life must also be of fundamental importance to 
human beings.

That rights can offer powerful protection to those who 
possess them is well known.36 By their nature, rights secure 
the interests of the rightholders by requiring others, the 
duty-bearers, to perform certain services for the righthold-
ers or not to interfere with the rightholders’ pursuit of their 
essential interests. In addition, at least on certain structural 
accounts of rights, rights typically prevent the rightholders’ 
interests that ground rights from being part of a first-order 
utilitarian calculus. This means that if a rightholder has a 
right to something, V, then typically no non-right claims can 
override the rightholder’s right to V.37 Finally, as some writ-
ers have pointed out, because the rightholders are entitled to 
these services as a matter of rights, this means that the right-
holders can simply expect the services without requesting 
them.38 Given the strong protection that rights can offer for 
the rightholders, and given the importance of having these 
fundamental conditions to human beings, it seems reason-
able that human beings have rights to these fundamental 
conditions. If this is correct, this explains why human beings 
have human rights to the fundamental conditions for pursu-
ing a good life.

The Fundamental Conditions Approach can explain why 
many of the recommendations found in various AI ethics 
frameworks are genuine ethical principles. For instance, 
consider autonomy, found in many such frameworks, which 
requires that patients be fully informed of, and understand, 
the risks and benefits of a particular AI health application, 
and that they voluntarily consent to it. The Fundamental 
Conditions Approach can readily explain and justify this 
principle. As noted earlier, autonomy, understood as being 
able to control the direction of one’s life, is one of the fun-
damental conditions. To be able to control the direction 
of one’s life in the context of AI healthcare, one needs to 
be informed of, and understand, the risks and benefits of a 

36  Rights could also have non-instrumental importance in addition to 
having instrumental importance.
37  Ronald Dworkin, Taking Rights Seriously (London: Duckworth, 
1977).
38  Joel Feinberg, “The Nature and Value of Rights,” in Bioethics and 
Human Rights: A Reader for Health Professionals, ed. Elsie L. Band-
man and Bertram Bandman (Boston: Little, Brown, 1970).

35  My notion of fundamental conditions might prompt some to 
think of Martha Nussbaum’s Central Capabilities Approach Mar-
tha C. Nussbaum, Creating Capabilities: The Human Development 
Approach (Cambridge: Belknap Press, 2011). In Liao, “Human 
Rights as Fundamental Conditions for a Good Life.”, I explain 
in greater detail how the two views differ. All too briefly, the hall-
mark of Nussbaum’s approach is her emphasis on our opportunities 
to choose to do certain things, i.e., capabilities, rather than on what 
we actually choose to do, i.e., functionings. However, many human 
rights cannot be adequately explained in terms of capabilities. For 
example, in the Universal Declaration of Human Rights, there are a 
number of human rights that protect our moral status as persons, i.e., 
status rights, such as the right to recognition everywhere as a person 
before the law (Article 6); the right to equal protection before the 
law (Article 7); the right against arbitrary arrest, detention or exile 
(Article 9); the right to a fair and public hearing (Article 10); the 
right to be presumed innocent until proven guilty (Article 11). Nuss-
baum’s approach seems to imply that one can sometimes choose not 
to exercise these rights, since capabilities are concerned with our real 
opportunities to choose. But it does not seem that one can sometimes 
choose whether or not to exercise these rights. For instance, it does 
not seem that one can sometimes choose not to be recognized every-
where as a person before the law; choose not to have equal protection 
before the law; choose to be arrested arbitrarily; choose to have an 
unfair hearing; and choose to be presumed guilty. Hence, capabili-
ties do not seem particularly well-suited to explain these rights. In 
contrast, my approach can explain status rights. When we pursue the 
basic activities, conflicts with others are bound to arise. If and when 
such conflicts arise, we need guarantees that we would be treated 
fairly and equally. Fair trial, presumption of innocence, equal protec-
tion before the law, not arrested arbitrarily, and so on serve to ensure 
that we would be treated fairly and equally. As such, they are things 
that human beings qua human beings need whatever they qua indi-
viduals might need in order to pursue the basic activities. As such, the 
approach I advocate can explain why there are these human rights.
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particular AI health application, and one’s use of this tech-
nology needs to be voluntary. The Fundamental Conditions 
Approach therefore implies that patients have a right to have 
sufficient information and the time to decide whether to use 
a particular AI health application, and a right to make that 
decision without being coerced or exploited.

Likewise, consider non-maleficence, which is also found 
in many frameworks, and seeks to ensure that AI health 
applications do not impose undue harm on patients and that 
risks of harm are minimized and can be justified. Again, 
the Fundamental Conditions Approach can readily explain 
and justify such a principle. If patients were to experience 
harm when using a particular AI health application, this 
would undermine their ability to pursue the basic activities. 
The Fundamental Conditions Approach therefore implies 
that patients have a right not to have such harm imposed on 
them unnecessarily, which means that companies and AI 
researchers should do whatever they can to minimize the 
risks of harm to patients.

At the same time, the Fundamental Conditions Approach 
would also exclude some of the recommendations as genu-
ine ethical principles. To give an example, consider “value 
alignment,” according to which “highly autonomous AI sys-
tems should be designed so that their goals and behaviors 
are aligned with human values.”39 According to advocates of 
value alignment, what this means is that AI systems should 
be designed so that they can learn the correct human values 
from observing examples of human behavior.40 Many people 
endorse this recommendation because they are concerned 
that AI systems will soon outpace humans and they want 
to ensure that algorithms are designed in such a way that 
will not harm to humanity. However, it is not clear that AI 
systems should learn from observing examples of human 
behavior, given that human values vary widely, and only 
some of them are good. Indeed, while many people would 
regard Mother Teresa as a moral exemplar, there are oth-
ers who would not and who would instead regard racists as 
moral exemplars. Nevertheless, AI systems should not be 
designed so that their goals and behaviors are aligned with 
the values of those who prefer racists.

A more plausible approach in the vicinity may be to 
design AI systems in such a way that their goals and behav-
iors respect persons or humanity as ends in themselves.41 
The Fundamental Conditions Approach can explain why this 
would be a genuine ethical principle, since having our moral 

status as persons respected is a fundamental condition for 
pursuing the basic activities. Indeed, if our moral status as 
persons were not respected, then others would be at liberty 
to use us a mere means to their own end. If so, we would not 
have the kind of control necessary to determine the direc-
tion of our lives. In any case, the Fundamental Condition 
Approach implies that the goal should not be ensure that AI 
systems align with human values but instead to make sure 
that they can and do respect the value of humanity.

4 � Applying the Fundamental Conditions 
Approach to Healthcare Algorithms

The Fundamental Conditions Approach does not just give 
us a substantive ethical framework for determining which 
recommendations are genuine ethical principles and for 
explaining why they are genuine ethical principles. As I 
shall now illustrate, it also offers AI researchers and organi-
zations in health care a helpful framework for identifying 
distinct ethical considerations that they might encounter and 
for explaining and justifying those ethical considerations.

To illustrate, in health care, there is a spectrum in which 
healthcare algorithms can be deployed, ranging from inside 
the human organism to outside of it. The former might 
include a smart pill injected into the body to monitor vital 
signs, while the latter might involve processing data from an 
imaging device that detects skin cancer. The fact that a par-
ticular healthcare algorithm will be placed inside a human 
organism can raise distinct ethical considerations.

Here is one consideration: such an algorithm can directly 
and negatively impact a human being’s basic health. Basic 
health is the adequate functioning of the various parts of our 
organism that are needed for the development and exercise 
of the fundamental capacities such as the capacity to think.42 
For instance, various life processes (including respiration, 
digestion, absorption, metabolism, circulation) and organ 
systems (including the nervous system, the skeletal system, 
the cardiovascular system, the digestive system, the immune 
system, and the reproductive system) make up, enable, and 
sustain these fundamental capacities. These parts of our 
organism must function adequately for us to develop and 
exercise the fundamental capacities.

It should be clear that algorithms that operate inside the 
human organism can directly and negatively impact our 
important life processes. Indeed, a smart pill inside one’s 
body that uses AI algorithms to determine what kind of 
drugs to administer and when could deliver the wrong drugs 

39  https://​futur​eofli​fe.​org/​ai-​princ​iples/.
40  See, e.g., Stuart Russell, “Artificial Intelligence: A Binary 
Approach,” in Ethics of Artificial Intelligence, ed. S. Matthew Liao 
(New York: Oxford University Press, 2020).
41  For some issues with trying to encode human values that are 
broadly thought to be ethical into an AI system, see, e.g., Isaac Asi-
mov, “Runaround,” (3); Liao, “A Short Introduction to the Ethics of 
Artificial Intelligence.”.

42  See also “Health (Care) and Human Rights: A Fundamental Con-
ditions Approach,” Theoretical Medicine and Bioethics 37, no. 4 
(2016).

https://futureoflife.org/ai-principles/
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or deliver the right drugs but at the wrong time, thereby dis-
rupting and possibly damaging various life processes.

For our purpose, the Fundamental Conditions Approach 
can explain why basic health is an ethical consideration 
that we should take seriously. Basic health is something 
that human beings qua human beings need whatever else 
they qua individuals might need in order to pursue a good 
life. Indeed, without basic health, human beings would not 
possess the fundamental capacities; and without possessing 
the fundamental capacities, human beings would be unable 
to pursue a good life. As such, basic health is a fundamen-
tal condition for pursuing a good life. Earlier, we said that 
human beings have human rights to the fundamental condi-
tions for pursuing a good life. It follows that human beings 
have a human right to basic health. Hence, the Fundamental 
Conditions Approach tells us to take basic health seriously 
because it is a human right. That human beings have this 
right means that they have a right not to be exposed to an 
undue risk of something such as a healthcare algorithm that 
can negatively impacting their basic health.

Here’s another consideration. To get healthcare algo-
rithms to operate inside a human organism, we would need 
to put them inside someone’s body. However, bodily integ-
rity is also a fundamental condition for pursuing a good life 
because without control over one’s body, a human being 
would not be able to pursue a good life. Hence, on the Fun-
damental Conditions Approach, we also have a human right 
to bodily integrity. The Fundamental Conditions Approach 
offers another reason why we should be more cautious 
when deploying healthcare algorithms inside a human body, 
namely, because there is the potential to undermine some-
one’s right to bodily integrity.

To give another example of how the Fundamental Con-
ditions Approach can help identify distinct ethical consid-
erations that AI researchers in health care might encounter, 
there is another spectrum in which healthcare algorithms can 
be deployed, ranging from those designed to assist human 
beings with their decision-making to those capable of mak-
ing decisions on their own. An example of the former might 
be algorithms that can recommend potential medical diag-
noses. Physicians can then elect to incorporate these algo-
rithmic diagnoses into their decisions about how to treat 
patients. An example of the latter might be a robot surgeon 
designed to make incisions and perform surgery without any 
human input or control.

With respect to healthcare algorithms that enhance but 
do not replace human decision-making, we remain in con-
trol of how they are used. This means that we can choose 
not to use these algorithms if doing so happens not to align 
with our preferences or if we believe that doing so could 
cause harm and violate the rights of others. However, with 
respect to algorithms that make their own decisions indepen-
dently, we may no longer be fully in control of them once 

they are deployed. Among other things, this can result in 
these algorithms inadvertently going against our preferences 
and exposing others to harm without our being able to stop 
them. The Fundamental Conditions Approach implies that 
algorithms that can operate autonomously would require dis-
tinct scrutiny since they could inadvertently subject others 
to harm and violate the rights of others without our inputs.

Interestingly, healthcare algorithms could be deployed on 
both spectrums at same time, resulting in at least four types 
of “combined” algorithms:

Type I Algorithms that operate inside a human organism 
and make their own decisions;

Type II Algorithms that operate outside a human organ-
ism and make their own decisions;

Type III Algorithms that operate inside a human organism 
and serve as inputs in human decisions; and

Type IV Algorithms that operate outside a human organ-
ism and serve as inputs in human decisions.

We can place these four types of algorithms in a 2 × 2 
matrix.

Serve as inputs in 
human decisions

Make their own 
decision

Inside human organism Type III Type I
Outside human organism Type IV Type II

Some examples of Type I might include next generation 
Brain-Computer Interfaces (BCIs) or smart pills, both of 
which would operate inside a human organism and be able 
to make independent decisions without human input. Some 
examples of Type II might include next generation robot 
surgeons or robot caretakers, both of which would operate 
outside a human organism but could make decisions on their 
own without human input. An example of Type III might be 
AI-powered in-vivo biosensors that can continuously moni-
tor biological processes inside a human organism and pro-
vide this information to physicians for further analysis. An 
example of Type IV might be AI-enabled radiology assis-
tants, which can improve diagnostic accuracy.

For our purpose, the Fundamental Conditions Approach 
can help us see that the ethical considerations we have iden-
tified earlier could remain even when the algorithms are 
deployed on both spectrums. To give an example, consider 
a next generation BCI that would operate inside a human 
organism and be able to make independent decisions without 
human input. The Fundamental Conditions Approach tells us 
that we should make sure that such a device would not violate 
the right to basic health and the right to bodily integrity, and 
also that it should not inadvertently cause harm to others.

I will now show that being able to identify the kinds of 
ethical considerations that one might encounter with respect 
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to a particular healthcare algorithm can help us decide how 
it should be developed and implemented.

5 � A Case for Locking Some Healthcare 
Algorithms

As we have seen from the section on the current limitations 
of machine learning, a pressing problem with current itera-
tions of deep learning systems is that their learning is in 
some sense ‘superficial,’ that is, they cannot grasp causal 
relations and may not learn about real features of the world. 
As such, deep learning is prone to getting things seriously 
wrong, as its vulnerability to adversarial attacks suggests. 
What can we do to reduce the risk of algorithms going astray 
in the health care context? There are at least two options.

The first option is to hold the algorithms fixed so that 
they would give the same results whenever they are provided 
with the same inputs or, as the FDA puts it, use “locked 
algorithms.”43 By way of contrast, “adaptive algorithms” 
are able to learn continuously, which means that for a given 
set of inputs, the outputs may change as the learning process 
is updated.

A second option is to hold the environment in which the 
algorithms operate fixed and allow for the use of adaptive 
algorithms. For instance, consider next-generation robotic 
surgeons. Suppose that we would like to use adaptive algo-
rithms in such robotic surgeons. We might be able to reduce 
the risks of the algorithms’ going astray by holding the envi-
ronment in which they operate fixed. For instance, we might 
impose fixed parameters and allow a robotic surgeon only to 
perform tasks that it can perform to a high degree of accu-
racy such as incisions or suturing.

However, in many healthcare applications, it may be dif-
ficult to hold fixed the environment in which algorithms 
operate, since many such applications involve the human 
organism, the life processes of which are in constant flux 
and therefore difficult to hold fixed. Given this, it seems 
that the first option—locking the algorithm itself—may 
be preferable for many types of healthcare applications at 
least in the near term. For instance, earlier we identified 
four types of algorithms, where Type I involves algorithms 
that operate inside a human organism and make their own 
decisions; Type II involves algorithms that operate outside 
a human organism and make their own decisions; Type III 
involves algorithms that operate inside a human organ-
ism and serve as inputs in human decisions; and Type IV 

involves algorithms that operate outside a human organism 
and serve as inputs in human decisions. Based on the ethi-
cal considerations we have identified using the Fundamental 
Conditions Approach, it seems that there are some good rea-
sons to use locked algorithms at least with respect to Types 
I, II, and III.44 For example, suppose that a healthcare algo-
rithm would be operating inside a human organism and be 
making its own decisions. To ensure that the basic health 
and bodily integrity of patients remains uncompromised 
and that they are not inadvertently harmed, it seems that, 
other things being equal, there is a good reason to use algo-
rithms that provide the same output whenever they are given 
the same input, i.e., locked algorithms. Likewise, there is a 
prima facie reason to use locked algorithms in cases where 
algorithms outside of the human organism would be making 
their own decisions, since they could go against our prefer-
ences or cause harm without our being able to stop them. 
Similarly, in cases in which the algorithms would simply 
assist human decision-making but would do so inside the 
human organism, there is also a prima facie reason to use 
locked algorithms, since they could affect the patients’ basic 
health and bodily integrity.

However, even though there is a good reason to use 
locked algorithms in these cases, we may still be able to take 
advantage of adaptive algorithms through what might be 
called staggered learning. Staggered learning involves allow-
ing adaptive algorithms to learn and generate new input–out-
put relations but not apply that new learning synchronously. 
Once the new connections between inputs and outputs have 
been verified and validated, they could be used to develop a 
new, updated, locked algorithm. In this way, learning could 
still occur, but would be done in steps.

6 � Conclusion

Countless private companies, governmental agencies, aca-
demic institutions have proposed ethical frameworks for 
AI, but they neither explain how recommendations in their 
frameworks are justified nor the means by which we might 
distinguish genuine ethical principles and those that are not 
genuine ethical principles. In this paper, I argued that the 
Fundamental Conditions Approach to human rights gives us 
a more unified and substantive AI ethics framework that can 
help us address these issues. In addition, I proposed that the 
Fundamental Conditions Approach offers a helpful frame-
work for identifying distinct ethical considerations that AI 

43  U.S. Food and Drug Administration, “Proposed Regulatory 
Framework for Modifications to Artificial Intelligence/Machine 
Learning (AI/ML)-Based Software as a Medical Device (Samd). Dis-
cussion Paper and Request for Feedback.” (2019).

44  As far as I can tell, the ethical considerations we have identified 
earlier do not seem to apply to Type IV algorithms, which serve as 
mere inputs into human decision-making and operate outside of the 
human organism. This of course does not mean that there are not 
other ethical considerations that apply to Type IV algorithms.
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researchers in health care might encounter and for explaining 
and justifying those ethical considerations. For instance, I 
showed that the Fundamental Conditions Approach helps 
us to see that healthcare algorithms that operate inside the 
human organism could raise issues about basic health and 
bodily integrity, and healthcare algorithms that make deci-
sions on their own without human input could raise con-
cerns that such algorithms could harm others without our 
being able to stop them. Since current iterations of deep 
learning learn superficially, I also proposed that the Funda-
mental Conditions Approach implies that many healthcare 
algorithms should be locked at least for now, but that we can 
still take advantage of adaptive algorithms through staggered 
learning. The Fundamental Conditions Approach offers a 
novel, substantive ethical framework for research in AI and 
health care, and deserves to be investigated further in future 
discussions on this topic.45
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