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Abstract
In deep disagreements local disagreements are intertwined with more general basic disagreements about the relevant evi-
dence, standards of argument or proper methods of inquiry in that domain. The paper provides a more specific conception 
of deep disagreement along these lines and argues that while we should generally conciliate in cases of disagreement, this 
is not so in deep disagreements. The paper offers a general view of disagreement, holding roughly that one should moderate 
one’s credence towards uncertainty in so far as disagreement with others provides undefeated higher order evidence that one 
might have made a mistake in one’s appreciation of the first order evidence. When applying this view to deep disagreement 
we get that in cases of deep disagreement higher order evidence from disagreement is rebutted or undercut by the nature of 
the disagreement. So, in cases of deep disagreement one should not moderate one’s credence. I finally argue that this gives 
a better general view of deep disagreement than views appealing to epistemic peers, personal information or independence.

Keywords  Disagreement · Deep disagreement · Higher order evidence · Peer disagreement · Personal information · 
Independence

1  Introduction

The characteristic feature of deep disagreements is that 
local disagreements about facts in a particular domain are 
intertwined with basic disagreements about the relevant evi-
dence, standards of argument or proper methods of inquiry 
in that domain. For convenience, we can say that deep disa-
greement features clashes of perspectives, where a perspec-
tive includes views about how we should acquire evidence, 
assess evidence, argue, form beliefs, or gain knowledge in 
the domain in question. Deep disagreement involves not only 
disagreement about facts in a particular domain, but clashes 
of perspectives, where there is no more basic level we can 
resort to in order to resolve the disagreement.

Arguably we see deep disagreements, or at least pat-
terns resembling deep disagreements, in controversies over 
science and religion, and in many moral disagreements. 
Though this may be less obvious, there are, I suggest, also 
elements of this pattern in disagreements over GMO, climate 

change, evolutionary theory, and complementary/alterna-
tive medicine (CAM). Here people disagree not only about 
the facts, but also about how to gather reliable evidence or 
gain knowledge about the disputed facts, with no commonly 
agreed level to resort to. Academic disciplines like econom-
ics or indeed philosophy may also be subject to deep disa-
greement, at least in some areas. Disagreements involving 
conspiracy theories will also often involve patterns of deep 
disagreements. The same may hold for disagreements pur-
portedly due to ideology insofar as certain wicked ideolo-
gies systematically prevent us from seeing vital moral or 
non-moral truths.

Like in the frequently discussed cases of peer disagree-
ment, there seem to be two intuitions pulling in opposite 
directions in cases of deep disagreement. Suppose that A 
and B find themselves in a case of deep disagreement and 
fully understand this. Should A and B remain steadfast, or 
should they conciliate? On the one hand, A understands how 
her view about the proposition in dispute depends on her 
wider perspective, and A can also see how someone with 
B’s perspective will have to reject what she regards as true. 
But A also understands why someone with B’s perspective 
would be inclined to acquire false beliefs in the domain in 
question. So, for A there seems to be no reason to be worried 
that B disagrees. This is the non-conciliationist intuition. On 
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the other hand, it surely seems that A and B are on a par in 
a significant way. Their disagreement depends on different 
perspectives, but neither of them have independent basis for 
saying that their perspective is better than their opponent’s. 
So, A cannot insist that her perspective is right and B’s is 
wrong, but neither can B insist on this. Indeed, on what basis 
would A or B do that? For this reason, it might be thought, 
both A and B should reduce their confidence in their view 
about P. This is the conciliationist intuition.

My aim in this paper is to discuss which, if any, of these 
two reactions to deep disagreement is the epistemically 
proper one. I will argue, roughly, that though we should 
in general conciliate in disagreements, this is not so when 
two parties understand that they are in a deep disagreement. 
The plan of the paper is as follows. Section 2 outlines a 
more detailed conception of deep disagreement. In Sect. 3, I 
sketch a general view of disagreement holding, roughly, that 
disagreement is epistemically significant to the extent that 
it provides us with higher order evidence that our cognition 
may be faulty in certain ways. In Sect. 4 I apply this view to 
the case of deep disagreement. In Sect. 5, I turn to some of 
the main ingredients in the epistemology of disagreement, 
peer disagreement, personal information and independence 
and discuss their relevance for deep disagreement. Finally, 
in Sect. 6, I consider a couple of worries about the proposed 
view.

2 � On Deep Disagreement

The term ‘deep disagreement’ is clearly a philosophical term 
of art, but it is helpful to propose a more detailed stipulation 
informed by reflection on the sort of cases mentioned above.

Say that a substantive epistemic principle is a directive 
telling us that we ought to use certain doxastic practices for 
acquiring justified beliefs and knowledge in certain domains, 
where a doxastic practice is a way of acquiring or sustaining 
beliefs. I intend doxastic practices to be construed broadly 
so as to include trusting certain authorities or sources of 
evidence, using certain methods of inquiry, and analyzing 
and processing evidence in particular ways. So, for example, 
insisting on the need for randomized controlled trials for 
assessing the efficacy of medical interventions whether of 
the CAM variety or not, is adhering to a substantive epis-
temic principle. Trusting scientific evidence from well-func-
tioning scientific institutions is a doxastic practice. A truth-
conducive substantive epistemic principle picks out reliable 
doxastic practices, that is, doxastic practices that tend to 
yield true and avoid false beliefs when used for appropriate 
cognitive aims under proper circumstances.

We can think of substantive epistemic principles as 
involving an evaluative (or conceptual) part and a factual 
part. The evaluative part specifies that relying on certain 

epistemic practices (say visual perception for specific pur-
poses under proper circumstances) yield knowledge, epis-
temic justification, epistemic entitlement, or some other 
epistemic status. The factual part says or implies that the 
recommended doxastic practices are reliable when used for 
certain cognitive aims under proper circumstances.

Doxastic practices are actual psychological or social 
belief forming processes, so whether doxastic practices are 
reliable or not is a contingent empirical fact about them. 
Generally, there are no doxastic practices M, domains D and 
set of circumstances C such that it is necessary or a priori 
true that M is reliable with respect to domain D in circum-
stances C.1 So, the truth-conduciveness of substantive epis-
temic principles and the reliability of our doxastic practices 
depend on contingent features of the world, features that 
generally are knowable only a posteriori. Accordingly, to 
provide evidence for the truth-conduciveness of a particular 
epistemic principle we need to refer to empirical facts per-
taining to features of the world and our cognition.

In the cases of deep disagreement that we are concerned 
with, people rely upon or trust different modes of gather-
ing and evaluating evidence and forming beliefs. These dif-
ferences are best understood, I suggest, as differences and 
conflicts in substantive epistemic principles. Since the truth-
conduciveness of substantive epistemic principles depends 
on contingent features of the world, our rational endorse-
ment of such principles depends on our beliefs about the 
relevant parts of the world, even if the rationality of these 
beliefs themselves depends on other epistemic principles. If I 
believe that the features needed for some epistemic principle 
to be truth-conducive simply do not obtain, then there is a 
sense in which I am irrational in endorsing it and in relying 
on the doxastic practices it recommends. Thus, if we have 
very different beliefs about the relevant features of the world, 
we might well rationally have to have very different beliefs 
about which doxastic practices are truth-conducive. This 
partly explains why there can be deep disagreements despite 
the fact that we populate the same world and are roughly 
equally intelligent and receptive to evidence. Our immedi-
ate evidential input and formal constraints on what we can 
rationally believe underdetermine many of our beliefs about 
the world, and once we have different beliefs about various 
parts of the world, these beliefs may in turn support very 
different substantive epistemic principles, which may in turn 
sustain deep disagreements.2

1  Unless, of course, proper circumstances are defined as whatever 
circumstances make M reliable with respect to D.
2  Substantive epistemic principles might not be the only kind of epis-
temic principles there are. Some epistemic principles might be merely 
formal in nature in that they tell us only very general things such as 
that we should respect the evidence and avoid inconsistent beliefs. 
Formal epistemic principles are neutral with respect to which more 
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We need to be more specific about what it is for sub-
stantive epistemic principles to conflict. As a first approxi-
mation, let us say that two substantive epistemic principles 
are incompatible if and only if they rank doxastic practices 
differently, given a particular cognitive aim, and a fixed set 
of circumstances, say when one epistemic principle selects 
one particular doxastic practice as the preferred one, and 
the other principle selects another doxastic practice. If two 
epistemic principles rank doxastic practices differently they 
are incompatible: there will be possible situations in which 
one cannot comply with both principles. Yet, two sets of dif-
ferently ranked doxastic practices may be pairwise equally 
reliable, or may be on average equally reliable.

But substantive epistemic principles can also conflict in a 
more dramatic way. Let us say that two substantive epistemic 
principles EP1 and EP2 are opposed to one another when 
(roughly) EP1 implies that the doxastic practices praised by 
EP2 are epistemically unfit for the relevant purposes, and 
vice versa. This is vague in certain ways, as doxastic prac-
tices clearly can be more or less unfit for a certain purpose, 
as they can be more or less reliable, but I will ignore this 
complication. As I have defined things, substantive epis-
temic principles can be incompatible without being opposed 
to one another.

In this paper I will be mostly concerned with deep disa-
greement that involves opposed epistemic principles, though 
disagreements involving incompatible but non-opposed epis-
temic principles may raise some of the same issues. So, deep 
disagreement, as I will mainly think of it, involves opposed 
substantive epistemic principles, where one can resort to no 
other substantive epistemic principle to resolve the conflict. 
In this sense, deep disagreement involves basic epistemic 
principles. A substantive epistemic principle being basic just 
means that there are no distinct epistemic principles that one 
can turn to for showing that the principle is truth-conducive. 
This can happen when the rationality of adopting a particu-
lar epistemic principle depends on holding certain beliefs, 
and yet the rationality of these very beliefs also depends 
on holding that particular epistemic principle. We can state 
this in terms of epistemic reasons, if we think of epistemic 
reasons in terms of arguments, or at least reasoning that can 
be represented as arguments: S has an epistemic reason for 
some proposition P iff S has access to a set of premises that 
constitutes a cogent argument for P, and these premises have 
an appropriate epistemic status for S (that is, S is justified 
or entitled in believing them). When a substantive epistemic 
principle EP is basic for a subject S, then S does not have 

access to an argument for the truth-conduciveness of EP, 
where this argument does not somehow rely on EP itself.

It should be noted that basicness is agent-relative in a 
certain sense. What is epistemically basic for me need not 
be so for you, as you may have other cognitive routes avail-
able in your perspective. This complicates our description of 
deep disagreement, as A and B may have opposed substan-
tive epistemic principles, where A’s principles are basic for 
A, but the negation of A’s principles need not depend on 
principles that are basic for B.

We can now give the following general, if still highly 
schematic, model of deep disagreement:

Deep Disagreement. A and B are in deep disagreement 
regarding a proposition P if and only if: (i) A and B 
adopt different doxastic attitudes to P, (ii) A’s doxastic 
attitude to P depends on substantive epistemic prin-
ciple EPA, (iii) B’s doxastic attitude to P depends on 
substantive epistemic principle EPB, (iv) EPA is basic 
for A, (v) EPB is basic for B, (vi) EPA and EPB are 
opposed, (vii) A’s rejection of EPB depends on her reli-
ance on EPA and vice versa.3

A couple of features of deep disagreement should be noted. 
For convenience we have said that when A and B have a 
deep disagreement, they have a conflict of perspectives. We 
can now specify that A’s perspective consists of A’s sys-
tem of substantive epistemic principles EPA, her associated 
doxastic practices, and her beliefs and reasons sustaining 
the suppositions of truth-conduciveness of those principles 
(and the same for B).

In this paper I will assume that deep disagreements are 
transparent in that parties to a deep disagreement understand 
how their own view and that of their opponent is entan-
gled in a wider perspective. Of course, this is not a realistic 
assumption. Many cases aspiring to be cases of deep disa-
greement, including those I mentioned in the beginning of 
the paper, are unlikely to be transparent, but I will set this 
aside.

In a deep disagreement between A and B, A’s best argu-
ment for the truth-conduciveness of EPA is epistemically cir-
cular (cf. Alston 1986). This implies that if A were to ques-
tion the truth-conduciveness of EPA, if only for the purpose 
of argument, then A should not consider herself as having a 
good reason to think that EPA is truth-conducive. The same 
holds for B and her epistemic principle EPB. Similarly, A 

3  This is a revised version of my account in Kappel (2012) which is 
intentionally similar in spirit to Lynch’s way of defining deep disa-
greement, though there are differences of detail, cf. Lynch (2010). 
Compare also to Fogelin’s somewhat different conception, according 
to which deep disagreement occurs in argumentation that involves 
disagreements over the norms governing the argumentation (Fogelin 
1985, p. 8).

specific doxastic practices one should use, and they don’t rely on 
assumptions about which specific doxastic practices are reliable.

Footnote 2 (continued)
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does not have a good argument to offer to B to the effect that 
EPA is truth-conducive. A’s best argument for the truth-con-
duciveness of EPA appeals to premises whose justification 
depends on relying on EPA, and B should therefore rationally 
reject it since she does not accept EPA. The same holds for 
B’s arguments for EPB, of course.

Yet, as many have pointed out, including Alston, even if 
A does not have a non-circular argument for the truth-con-
duciveness of EPA, relying on EPA may nonetheless in some 
externalist sense be epistemically permissible or epistemi-
cally rational for A. So, while deep disagreement is sym-
metrical in some epistemic respects, it can be asymmetrical 
in other epistemically relevant ways, notably in the sense 
that A is right about P, while B is not, and EPA can be truth-
conducive while EPB is not, and that A is in some externalist 
sense right in relying on EPA, whereas B is not similarly 
properly relying on EPB. On familiar externalist accounts 
of epistemic justification, this might imply that A, but not 
B, knows or is epistemically justified in the relevant beliefs. 
For these reasons, we can accept that we ultimately rely on 
basic epistemic principles without giving in to the skeptic.

One may wonder whether deep disagreement between 
two conflicting but equally coherent perspectives is really 
a coherent possibility. Suppose, for example, that B rejects 
scientific standards of inquiry and evidence, but only for the 
purpose of defending her belief in creationism, not in other 
domains. Shouldn’t we charge B of incoherency? I think 
that once we appreciate that deep disagreement involves 
disagreements over substantive epistemic principles whose 
truth-conduciveness in turn depends on facts of the world, 
we can see that B’s perspective need not be incoherent. As 
noted, which substantive epistemic principles B should 
rationally accept depends on B’s beliefs about the world. B 
might think that the nature of the world licenses believing 
that while many questions about the world can be answered 
by scientific methods, questions about the origins of life can-
not—they are too profound or too fundamental, or concern 
features of the world that are not amenable to scientific or 
naturalistic treatment.

3 � The Higher Order Evidence View 
of Disagreement

Turn now to the question of what we should rationally do 
in cases of deep disagreement. This covers at least three 
distinct more detailed questions: (1) Are deep disagreements 
rationally resolvable? Say that a disagreement between A 
and B about P is rationally resolvable iff there is a set of 
mutually accessible epistemic reasons available to A and B 
(that is, a set of premises that both A and B should rationally 
accept, and an inference from these premises) determining 
a common doxastic attitude. Without elaborating, I assume 

that the above account of deep disagreement suggests that 
they are not rationally resolvable (cf. Lynch 2010). (2) Even 
if deep disagreements are not rationally resolvable, there 
might well be some doxastic attitude we ought to have in 
deep disagreements. So, the question arises what doxastic 
attitude (or range of attitudes) we are rationally obliged or 
permitted to have in deep disagreements? (3) When we are 
in deep disagreement about factual or moral matters that are 
important for public policies or decisions affecting us all, 
how should we deliberate with one another, and how should 
we identify a legitimate policy or decision? (see Lynch 2010; 
Kappel 2012, 2017a).

In this paper, I will focus solely on the second question. 
Any answer to this question will depend on a general view 
about the epistemology of disagreement. I cannot fully 
defend a general view here, but I want to propose a particu-
lar way of thinking of the epistemology of disagreement 
in terms of higher order evidence. This idea is not new, of 
course, though I want to suggest that the plausibility of the 
view depends on certain details that are novel (for similar 
though importantly distinct views, see Kelly (2010, 2013), 
Bergmann (2009)).

The epistemic significance of higher order evidence can 
be exemplified by a case adapted from Christensen (2011, 
p. 6):

The Pill. Suppose I consider a mathematical prob-
lem on the basis of some evidence E. Suppose that E 
entails that P is the correct answer to the mathematical 
problem. After careful scrutiny I come to believe that 
the correct answer is P. I am then told by a credible 
source that without noticing I have ingested a reason-
distorting pill that makes me completely unreliable 
with respect to those kinds of mathematical problems, 
though this is not in any way perceptible to me.

The Pill invites the following intuition: after being informed 
about the pill, I am no longer rationally highly justified in my 
belief that P. It would, for example, seem highly irresponsi-
ble of me to bet my fortune on the truth of P, or to regard P 
as true without qualification in my theoretical reasoning. In 
other words, upon being told about the pill, I should reduce 
my first order credence.

Note a couple of things about this case. First, even if I 
did in fact get the first order evidence right, the advent of 
the evidence that I have ingested the reason-distorting pill 
should lead me to significantly reduce my confidence in my 
object level belief. Second, it seems that what matters is my 
level of propositional justification in the higher order belief 
in question. It does not matter whether I actually have this 
higher order belief—it seems enough that I am proposition-
ally justified in this belief. To illustrate, suppose that the 
story is as above, but for some reason I am psychologically 
blocked from believing that I might be under the influence 
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of a reason-distorting drug. It seems that I should still reduce 
my confidence in the first order belief, though I wouldn’t 
actually do so.

What we have seen so far can be accounted for in the fol-
lowing way. Say that a negative higher order belief is a belief 
to the effect that a first order belief is epistemically flawed in 
one of two distinct ways. First, a belief can be epistemically 
flawed by being based on a non-truth conducive epistemic 
principle, or a doxastic practice that is not sufficiently reli-
able. Call this a principle error. Second, a belief can be epis-
temically flawed when it is the result of a performance error, 
that is, when it is based on a truth-conducive epistemic prin-
ciple and a reliable doxastic practice, and yet something has 
gone awry in the execution. In the Pill, my suspicion that I 
have made a performance error should be raised, but we can 
imagine other cases that invite the thought that I have used 
a non-truth conducive principle, and therefore am guilty of 
a principle error.

Beliefs about these two forms of errors are obviously 
related to defeaters. There are slightly different ways of 
defining defeaters. One standard way makes a distinction 
between undercutting and rebutting defeaters. Relative to 
some body of evidence E indicating the truth of a proposi-
tion P, an undercutting defeater removes the evidential rela-
tion between E and P, where a rebutting defeater indicates 
the falsity of P. When I receive evidence that I have ingested 
a reason distorting pill, this is not evidence that the math-
ematical proposition P is false, nor is it evidence that the 
evidential relation between the mathematical evidence E and 
the correct answer is absent after all. So, my evidence that I 
ingested a reason distorting pill is strictly speaking neither 
an undercutting nor a rebutting defeater in the sense just 
defined. Rather, it is evidence that I may have made a perfor-
mance error, and this affects my ability to correctly appraise 
the evidence in the case—I can no longer take myself to have 
correctly understood the evidential import of E (and in this 
slightly different sense, the higher order evidence may be 
said to be an undercutting defeater). Similarly, if I were to 
believe that I am relying on a flawed epistemic principle or 
a non-reliable doxastic practice, this is evidence that I am 
doing something wrong, and need not concern the actual evi-
dential relation between some evidence and a target propo-
sition, though this depends on how evidence is construed.

So, negative higher order beliefs concern performance 
errors or principle errors. The epistemological import of 
negative higher order beliefs might be captured, I suggest, 
in the following rough way:

(D) To the degree that S is propositionally justified in 
a negative higher order belief, S should moderate her 
credence in the first order belief towards uncertainty.

Note that while my first order rational credence may be 
strongly affected by a propositionally justified negative 

higher order belief, there is no similar influence from my 
first order belief to my higher order belief. Consider again 
the Pill, and suppose that I happen to process the first order 
evidence correctly. Surely, this fact alone does not make me 
justified in thinking that I didn’t ingest the pill after all, or 
that my friend misled me when he said so. Rationally appre-
ciating the evidence that one has ingested the reason-dis-
torting pill should make one believe that this is so, and this 
should in turn make one less rationally confident in the cor-
rectness of one’s object level belief. Yet, correctly appreciat-
ing the first order evidence should not make one rationally 
believe that one has not ingested a reason-distorting pill after 
all, or that one’s reasoning isn’t affected by the pill. So, there 
is a distinct asymmetry—higher order evidence concerning 
a particular first object level proposition affects object level 
rational credence in a way that object level evidence does not 
affect rational credence in higher order beliefs (for a fuller 
discussion see Kappel (2017a, b)).

I suggest that the general epistemic significance of disa-
greement can be accounted for by these features. In general, 
when I believe that P and encounter others who think not-P, 
this is typically some evidence that P is false. But disagree-
ment is also higher order evidence that I might be subject 
to a performance error or a principle error. If this higher 
order evidence is strong enough, and not defeated, then I 
should moderate my credence in the disputed proposition. 
We get stronger higher order evidence when we disagree 
with peers than when we disagree with our epistemic infe-
riors. But clearly, disagreement with inferiors can also pro-
vide decisive higher order evidence. A senior medical doctor 
might get a certain kind of diagnosis right 80% of the time, 
while his junior colleague is only right 60% of the time. 
Surely, when the senior doctor notes that his junior doctor 
disagrees with him about a particular patient, this should 
make him consider the possibility that he has made a mis-
take, and reduce his credence. Numbers as well as patterns 
of dependency matter. If I hold P, but disagree with a large 
number of people who independently of one another believe 
not-P, this might be very massive evidence that I have made 
a mistake, even if none of these other people qualify as my 
epistemic peer. If, however, they are not fully independent of 
one another, say because they influence one another, or tend 
to derive their beliefs from the same source, then I should 
assign less weight to their number (see Goldman 2001).

The significant property, I suggest, is the level of propo-
sitional justification for negative higher order beliefs, that 
is, the balance of evidence for these negative beliefs, as (D) 
says. Clearly, higher order evidence about performance error 
and principle error can itself be undercut or rebutted. Sup-
pose I learn from a credible source that I have ingested a 
reason-distorting pill without noticing. But I am also told, 
from another credible source, that I happen to be one of very 
few people on whom the active ingredient has no effect. Or 
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suppose that I learn that, uncharacteristically, the source tell-
ing me about the pill has a strong incentive to mislead me 
(it turns out that he will win a large prize if he succeeds in 
making me waver in my answer to the mathematical prob-
lem). In these cases I receive undercutting evidence, not of 
my first order evidence, but of my higher order evidence. Or 
suppose that a trustworthy source tells me that my calcula-
tions are actually correct, despite apparently having ingested 
the pill, and repeatedly so.4 This would tend to rebut the 
evidence that I have actually ingested a reason distorting 
pill, or it would undercut the testimonial evidence that this is 
so. When higher order evidence that would otherwise make 
me propositionally justified in a negative higher order belief 
is undercut or rebutted, I am not propositionally justified 
in that higher order belief, and thus not by (D) obliged to 
reduce credence in my first order belief.

Mostly, higher order evidence for negative higher order 
beliefs should make us reduce our confidence in our first 
order beliefs, but not always. Undercutting and rebutting 
evidence for negative higher order beliefs explain why we 
should sometimes not conciliate in disagreements. Sup-
pose I believe that 2 + 2 = 4, but to my astonishment you 
believe it makes 5. Our disagreement does provide higher 
order evidence that I have made a mistake, but this evidence 
is normally rebutted by other higher order evidence that I 
possess for the very high reliability of my elementary arith-
metic skills. By contrast, small children, who don’t have 
such rebutting higher order evidence, should reduce con-
fidence when facing disagreement over simple math with 
their young peers. Compare to Christensen’s restaurant case, 
where we disagree about how to split the bill after doing the 
calculations in our heads. Even if I know that I am pretty 
good at doing these calculations, the fact that you disagree is 
higher order evidence that I might have made a mistake, and 
in this case I possess no rebutting or undercutting evidence.

For convenience I will refer to the view I have sketched as 
the Higher Order Evidence Account of the epistemology of 
disagreement, or just the HOE account, though admittedly 
this label is a bit broad. The HOE account is a version of 
the total evidence view—both first order and higher order 
evidence matters for how we should respond to disagree-
ment. But my version of the HOE account assumes a dis-
tinctive way in which first order evidence and higher order 
evidence come together and affect the rational credence of 
our beliefs. Higher order evidence affects first order cre-
dences as asserted in (D), but first order evidence for a par-
ticular proposition does not similarly affect the propositional 
justification of higher order beliefs regarding beliefs in that 
proposition. So, the HOE account asserts a distinctive asym-
metry in the direction of influence between first order and 

higher order levels (for discussion and further references, 
see Kappel (2017b)).

4 � Why the HOE Account Implies that We 
Should Not Conciliate in Deep 
Disagreement

Return now to deep disagreement, and let us apply the HOE 
account. It will be helpful first to elaborate the details of a 
case of deep disagreement, albeit still a fictitious and sche-
matic one5:

Suppose that Ann is relying on scientific methods and 
standards of evidence for addressing the question of the 
age of the earth. So, Ann thinks that the earth is billions 
of years old. Her friend Beth, on the other hand, relies on 
biblical evidence concerning this very question, and on these 
grounds she thinks that the earth is much younger, merely 
some thousand years.

Consider first Ann’s perspective. Ann relies on certain 
epistemic principles that support the use of various scien-
tific methods and standards of reasoning used in physics 
and geology to determine the age of the earth. Call these 
principles EPA. Ann thinks that there is a general explanation 
why EPA are truth-conducive, which also explains why the 
methods and procedures MA they pick out are reliable as to 
answering questions such as the age of the earth. This expla-
nation, naturally, in part, appeals to features of the natural 
world and the way our cognition works. These further facts 
we know from scientific investigations, which in turn rely on 
epistemic principles and doxastic practices that are similar to 
EPA and MA. These are all parts of Ann’s scientific perspec-
tive, and for Ann there is no escaping this perspective when 
she tries to argue for the various principles and doxastic 
practices she adheres to.

Consider now Beth’s perspective. Beth thinks that there 
are truth-conducive epistemic principles that imply that rely-
ing on biblical evidence about the age of the earth is a reli-
able doxastic practice. Call these epistemic principles EPB, 
and Beth’s preferred practice MB. Like Ann, Beth can offer 
a general explanation of why biblical evidence is reliable in 
such matters, that is, why EPB is truth-conducive, and why 
MB is reliable. Assume that Beth’s explanation ultimately 
refers to certain religious assumptions: the scripture is a reli-
able source of information in these matters because, essen-
tially, it provides divine testimonial evidence telling us the 
truth, and that truth is that the earth was created by divine 
fiat some thousand years ago.

Note that it is difficult for both Ann and Beth to go 
beyond defending their preferred epistemic principles by 

5  Thanks to a reviewer for prompting this.4  Thanks to a reviewer for bringing up this case.
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appeal to principles that are both more fundamental and 
rationally acceptable for both of them. What would these 
principles be? How can Ann appeal to epistemic principles 
that (together with facts about the world) both support EPA, 
and are at the same time rationally acceptable to Beth? This 
is hard to see. Conversely, it is difficult to see how Beth 
could provide a more fundamental defense of EPB, which 
would appeal to premises that Ann could accept.

Consider now how Ann’s and Beth’s perspectives relate 
to one another. Ann’s general considerations about reliable 
ways of amassing evidence about questions such as the age 
of the earth will not support the idea that biblical evidence 
has any merit whatsoever. On the contrary, the reasons sup-
porting the truth-conduciveness of EPA lends no support to 
thinking that taking the testimony from one select human 
religion among many is a reliable way to discover the truth 
of intricate questions like the age of the earth. So, accord-
ing to Ann’s perspective, Beth’s preferred method of relying 
on biblical evidence will be seriously misleading and typi-
cally lead to false beliefs about the world. This in turn sug-
gests that Ann should consider her own and Beth’s preferred 
methods as not merely different, but also opposed. Similarly, 
given Beth’s view about why EPB is truth-conducive in this 
domain, it seems that Beth must hold that EPA cannot be 
truth-conducive as well. If relying on biblical evidence is 
reliable in the way that Beth thinks, then attending to the 
evidence suggesting that the earth is billions of years old 
will be seriously misleading; going by this evidence takes us 
away from the truth. So, again Beth should view Ann’s pre-
ferred methods as not only incompatible, but also opposed.

Could Ann and Beth adopt a more ecumenical perspec-
tive, such that they regard both scientific evidence and 
biblical evidence as bona fide forms of evidence?6 On this 
construal, all they disagree about is whether one type of 
evidence outweighs the other in particular instances. Beth 
would fully accept the scientific evidence, but merely con-
sider it outweighed by the biblical evidence, whereas Ann 
would consider the scientific evidence more weighty than 
the biblical evidence in the question at hand. For the rea-
sons already given, I find this ecumenical perspective hard 
to make sense of, though there is no space for a detailed dis-
cussion. As indicated above, the obvious general explanation 
why biblical evidence might be reliable regarding questions 
such as the age of the earth seem to imply that scientific 
evidence is misleading concerning this question (though not 
necessarily in general).

Suppose now that Ann and Beth encounter one another 
and realize that they disagree about the age of the earth, 
and that the structure of their disagreement is as outlined 
above. Suppose also that they both understand how their 

disagreement is based on their acceptance of very different 
epistemic principles and doxastic practices. How should Ann 
and Beth react to this disagreement? According to the HOE 
account, the decisive question will be whether the disagree-
ment constitutes evidence that they have made a mistake, 
either by relying on a non-truth-conducive epistemic prin-
ciple, or by making a performance error. Upon encountering 
the disagreement, would Ann or Beth become proposition-
ally justified in believing either of these possibilities?

Consider first Ann’s perspective. Should Ann think that 
her disagreement with Beth is evidence that she has made a 
performance error? Well, it is hard to see. For Ann, Beth’s 
dissenting view is entirely due to Beth’s adherence to dox-
astic practices that Ann considers wildly inappropriate, and 
highly likely to generate false beliefs about the true age of 
the earth. Why would Ann think that this is any indication 
that she, Ann, might have made an error when employing 
an otherwise reliable doxastic practice? For Ann, there is a 
perfectly good explanation of why Beth disagrees with her, 
and it has to do with Beth’s adherence to certain epistemic 
principles EPB, which, again, Ann considers wrongheaded. 
Similarly, why should the disagreement with Beth make 
Ann doubt the truth-conduciveness of her own epistemic 
principles? Why should the fact that someone else uses a 
wrongheaded epistemic principle and reaches a false belief 
be evidence that one’s own epistemic principle is not truth-
conducive? To illustrate with a crude, though hopefully 
valid, analogy: Suppose I believe, and take myself to have 
good reasons to believe, that your watch is quite inaccurate. 
I glance at my watch and form the belief that the time is 
10 pm. You then tell me that the time is more like 8.15 pm. 
Why should this disagreement make me doubt that my watch 
is accurate, or that I have made an error in reading it?

From Beth’s point of view, the story is similar. She takes 
herself to have reasons to believe that Ann’s preferred epis-
temic principles are not truth-conducive when applied to 
questions such as the age of the earth, though scientific 
standards and methods may be fine in other domains. Since 
this is so, Beth has no particular reason to take her disagree-
ment with Ann to indicate that her own epistemic principles 
might be at fault, or that she might have made a mistake 
when applying them. So, on the HOE account of disagree-
ment, Beth should not reduce her confidence in her belief 
about the age of the earth.

In general terms the HOE accounts says the following 
about deep disagreement. In the general case, disagreement 
is prima facie higher order evidence of performance errors 
or principle errors, and in response to this one should modify 
one’s credence towards less certainty. However, in deep disa-
greement, this higher order evidence is undercut by evidence 
stemming from knowledge of the nature of the disagreement. 
In so far as deep disagreements are symmetrical, neither 
party should conciliate.6  Thanks to a reviewer for raising this question.
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The case above is, as I said, detailed but still schematic, 
and also hypothetical. Like the other examples mentioned, 
I intend this case to illustrate a case of deep disagreement, 
and make no claim that any actual case instantiates deep 
disagreement as defined here. Clearly, it would be prefer-
able to work with an unequivocal detailed real-life case of 
deep disagreement. However, finding such a case is difficult 
for reasons we can clearly appreciate: deep disagreement is 
defined by the nature and epistemic status of the epistemic 
principles underlying disagreement. In general, however, we 
don’t have easy empirical access to how these matters stand 
in actual cases. Hence, any claim that a particular case is an 
instance of deep disagreement as defined here is going to be 
hard to justify. I assume, however, that the phenomenon of 
deep disagreement is nonetheless of both practical and theo-
retical interest. First, it seems to me that some real-life cases 
are similar enough to deep disagreement to warrant discuss-
ing them under the assumption that they are indeed instances 
of deep disagreement, even if we don’t have solid empirical 
evidence that they are. Second, cases of deep disagreement 
are of theoretical interest in the epistemology of disagree-
ment. A full theory of the epistemology of disagreement 
should account for deep disagreement, as well as other kinds 
of disagreement, say peer disagreement, or disagreement 
between groups of individuals and so on.7

5 � Peers, Personal Information, 
and Independence

I will now discuss certain aspects of the HOE account by 
relating it to three common themes in the disagreement 
debate: epistemic peerhood, personal information and 
independence.

5.1 � Epistemic Peers

It is sometimes suggested that deep disagreements cannot be 
peer disagreements, and that peer disagreements cannot be 
deep (e.g. Siegel 2013).8 Let us now consider whether this 
is true, and what significance it would have.

There are two main notions of epistemic peerhood that 
should concern us. On the first, two individuals A and B are 
epistemic peers with regard to a proposition P iff they have 
the same evidence pertaining to P, are equally competent in 
assessing the evidence, and have considered the evidence 
with the same care and attention (call this evidential peers). 
On a different notion, A and B are epistemic peers iff they 

are equally likely to be right about the target proposition P 
(call this probabilistic peers). Clearly, when two individu-
als are evidential peers they would seem to be probabilistic 
peers as well, given a natural way of understanding what 
competence in assessing evidence is, but two individuals 
can be probabilistic peers without being evidential peers.9

Consider first probabilistic peers. Two individuals may 
accept incompatible substantive epistemic principles, and 
yet they are equally likely to be right, and thus probabilis-
tic peers. This is possible when the substantive epistemic 
principles involved support doxastic practices that are less 
than perfectly reliable, in which case incompatible doxastic 
practices can be equally reliable, allowing for probabilis-
tic peerhood. Two individuals can even, it seems, accept 
opposed substantive epistemic principles, and yet they are 
probabilistic peers, though if they understand that their disa-
greement involves opposed epistemic principles, they cannot 
regard one another as probabilistic peers.

Consider then evidential peers. Whether deep disagree-
ment is compatible with evidential peerhood depends on 
details about what we take evidence to be. On an ordinary 
way of speaking about evidence, evidence consists of exter-
nally observed facts or reports of such facts that pertain to 
the truth of the target proposition (call this the externalist 
notion of evidence). Two individuals in a deep disagreement 
may then have the same evidence and thus be evidential 
peers if they are equally competent in scrutinizing the evi-
dence and do so with equal care. If competence is couched 
in terms of the tendency to form correct beliefs given a body 
of evidence, then two individuals who accept radically dif-
ferent ways of analyzing evidence can still be equally com-
petent. Thus, two individuals accepting incompatible or even 
opposed epistemic principles could be evidential peers, if we 
go by the externalist notion of evidence.

Often, however, evidence is thought of as an internalist 
notion. If two individuals observe the same set of external 
facts, but interpret or evaluate these facts in different ways, 
say because they have different background assumptions or 
consider a different set of explanations of their observations, 
then they have different evidence. It follows that they are 
not evidential peers, even if they do consider the same set 
of external facts with equal care, and are equally likely to 
be right about what those facts indicate about the relevant 
proposition. Thus, on the internalist notion of evidence, 
deep disagreement is generally not compatible with evi-
dential peerhood, and one may question whether evidential 
peerhood can occur at all except in philosophical thought 
experiments.

8  Note that Siegel’s remark concerns deep disagreement in Fogelin’s 
sense, not strictly the sense I have defined here.

9  For both notions of peers, we should of course distinguish between 
someone being an epistemic peer and believing or knowing that 
someone is a peer.

7  Thanks to a reviewer for raising these concerns.
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Now consider the epistemic significance of this. As just 
noted, even if A and B are not evidential peers nothing fol-
lows about their probability of being right, or about the 
truth-conduciveness of their substantive epistemic princi-
ples or the reliability of the doxastic practices they rely on. 
Even individuals who are not evidential peers may still rely 
on equally reliable doxastic practices. This is significant, 
as it implies that we cannot assume that when A and B are 
not evidential peers then one of them is epistemically worse 
situated than the other. If A and B share the same set of 
substantive epistemic principles, then it seems reasonable to 
make an inference from lack of epistemic peerhood between 
A and B to one of them being epistemically worse off. How-
ever, if A and B fail to be evidential peers as a result of their 
acceptance of different substantive epistemic principles, 
then it is not clear that one must be epistemically worse off 
than the other. Even opposed epistemic principles can be 
equally good in terms of truth-conduciveness and reliability 
of underlying doxastic practices.

Note also that discussions of the significance of epistemic 
peerhood often presuppose that disputants have access to 
dispute-independent reasons to believe that someone is, or 
is not, one’s peer. For example, Christensen’s restaurant case 
specifies that independently of our disagreement, we have 
reason to take the other as at least our approximate peer. In 
part the significance of epistemic peerhood depends on this 
assumption. However, in deep disagreement we normally do 
not have dispute-independent reasons to say that those we 
disagree with are not our peers. In such cases, I might ration-
ally believe you are neither my evidential nor my probabil-
istic peer, but this is not a dispute-independent verdict, but 
one that depends on my perspective being different from 
yours. Thus, attaching great significance to you not being 
my epistemic peer, but rather my epistemic inferior, is close 
to simply declaring that my perspective is right and yours is 
wrong. If we merely focus on the notion of epistemic peers, 
we cannot settle whether this inference is reasonable or not.

Finally, setting aside evidential and probabilistic peer-
hood, note that deep disagreement clearly involves a distinct 
form of epistemic parity. A and B’s disagreement results 
from a clash of perspectives, but both perspectives involve 
basic substantive epistemic principles, and for both A and 
B it is true that independently of their perspectives they 
don’t have any particular reasons to think they are better 
situated than their opponent. This parity seems significant, 
irrespective of the fact that it may not be captured in terms of 
evidential or probabilistic peers. Moreover, the parity of per-
spective invites the conciliationist intuition, that I mentioned 
in the introduction. Yet, the HOE account defended here 
suggests that the conciliationist intuition is a mistake. What 
matters on the HOE account is whether a case of disagree-
ment generates strong, undefeated evidence for a negative 
higher order belief. This can be true of peer-disagreements, 

but as we have seen, it might as well be true of non-peer 
disagreements. A deep disagreement displays a certain form 
of parity of perspective. Yet, cases of deep disagreement 
fail to provide a reason to conciliate, and this is because 
the higher order evidence provided by the disagreement is 
undercut or rebutted.

5.2 � Personal Information

Consider then personal information asymmetries, another 
regular in the peer disagreement literature. It is often sug-
gested that personal information may be a tie-breaker in peer 
disagreements. Imagine that you and I are roughly epistemic 
peers who disagree about some matter. I may know that I 
am not emotionally distressed, intoxicated, or cognitively 
impaired in various ways, but I don’t know this about you, 
or at least I cannot be as certain. So, there is a relevant asym-
metry that sets us apart, and on some views, this asymmetry 
may justify a non-conciliatory response on my part.

Now, we can assume that personal information asym-
metries are not relevant in cases of deep disagreement, since 
such differences are not their defining characteristics. Yet, 
it is worth noting that the HOE account supports a specific 
explanation of the relevance of personal information for dis-
agreement. It is not that personal information as such tips 
the balance making one agent’s epistemic position stronger 
than the other. Rather, personal information works by defeat-
ing higher order evidence, that is, by constituting rebutting 
evidence or undercutting evidence, as we have seen above. 
To illustrate, I might know that my elementary arithmetic 
skills are normal and that I am dead earnest in my belief that 
2 + 2 makes 4. When you claim that it sums up to 5, I am 
not certain whether you are playing a prank on me to test 
my patience or philosophical acumen. So, the higher order 
evidence otherwise provided by the disagreement tends to 
be rebutted by my knowledge that my skills are normal, and 
tends to be undercut by my suspicion that the disagreement 
is not genuine.

5.3 � Independence

Consider finally Independence. As Christensen originally 
stated this principle, it says (Christensen 2011, p. 1):

Independence: In evaluating the epistemic credentials 
of another’s expressed belief about P, in order to deter-
mine how (or whether) to modify my own belief about 
P, I should do so in a way that doesn’t rely on the rea-
soning behind my initial belief about P.

When applied to cases of deep disagreement, Independ-
ence seems to imply that A should bracket her perspec-
tive where this conflicts with B’s. Moreover, A should 
bracket her perspective not because of the specific features 
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distinctive of deep disagreement (e.g. the parity or the lack 
of non-circular reasons in favor of one’s perspective), but 
simply because A has come across someone who disa-
grees. Many have worried that Independence is implausi-
bly strong in cases of comprehensive disagreements (when 
we disagree about many things) or repeated disagreements 
(when we repeatedly disagree with the same individuals) 
as it seems to require that we bracket very many beliefs, 
even to the extent that evaluation of others’ expressed 
beliefs make no sense.

Christensen offers a couple of reasons why Independence 
is not counter-intuitive, despite appearing so at first sight 
(Christensen 2011). Suppose that you and I disagree about 
some matter in a particular domain, and that our disagree-
ment is comprehensive: we disagree not only about P, but 
also about propositions Q, R, S, T and so on in the same 
domain, where our beliefs in these propositions are relatively 
independent of one another. Now, how should I respond, 
once I realize that our disagreement is comprehensive? If 
I bracket all these beliefs, how can I even evaluate your 
performance in the domain? Christensen offers an answer 
to this problem. Suppose that I know that there are a few 
cranks around, that is, people who confidently assert things 
in the domain, but who are completely incompetent, but I 
also know that I am not one of them. It is overwhelmingly 
unlikely that a comprehensive disagreement like this one 
could occur between two fairly competent individuals. It can 
only arise when one encounters a crank. Since I am not a 
crank, you must be, and I should not adjust my beliefs. This 
line of reasoning respects Independence.

While plausible, it seems to me that this defense of 
Independence does not work in deep disagreement. Here 
we might of course also have disagreements covering 
many different beliefs in a domain, but the beliefs that 
we disagree about are not independent. When you and I 
deeply disagree about a range of beliefs, the correctness 
of your swath of beliefs is conditional on the soundness 
of your perspective, and so is mine. Of course, it is still 
true that if I can assume that I am fairly competent in the 
domain in question, then I can infer that you are not. But 
this inference seems to come down to the assertion that my 
perspective is correct, and yours is not. It is not clear that 
this complies with Independence.

Christensen also notes that Independence only says that 
one’s evaluation should proceed independently of the dis-
puted matter, but not anything about how one should revise 
one’s beliefs. There are many options here. One is that:

(A) Insofar as the dispute-independent evaluation fails 
to give me good reason for confidence that I’m better 
informed, or more likely to have reasoned from the 
evidence correctly, I must revise my belief in the direc-
tion of the other person’s. (Christensen 2011, p. 15)

Clearly, this will imply that one should often revise one’s 
credence extensively in comprehensive disagreements and 
in deep disagreement. But instead of (A) we might accept

(B) Insofar as the dispute-independent evaluation gives 
me good reason to be confident that the other person 
is equally well-informed, and equally likely to have 
reasoned from the evidence correctly, I must revise 
my belief in the direction of the other person’s. (Chris-
tensen 2011, p. 15)

The point is that (B) entitles one to a non-conciliatory 
response as long as one does not have dispute independent 
reasons to believe that one’s opponent is as epistemically 
well situated as oneself. So, (B) is less prone to widespread 
skepticism when applied to deep disagreement.

This moves us closer to what the HOE account says, but 
there are still significant differences. First, the applicabil-
ity of (B) is triggered by the mere fact that we disagree. 
The set of beliefs singled out for bracketing is determined 
by what others happen to disagree about. The ease with 
which one’s beliefs can be up for bracketing is, in part at 
least, what seems implausible about Independence. On the 
HOE account, by contrast, the decisive feature is undefeated 
higher order evidence of sufficient strength, not the mere fact 
of disagreement. Sometimes we should bracket beliefs in our 
reasoning, say if we have reason to suspect that a belief is 
the result of a performance error, an unreliable process, or if 
the content of our belief is the subject of our inquiry. Merely 
disagreeing with someone is not enough. The HOE account 
suggests that unlike many other cases of disagreement, deep 
disagreement does not provide undefeated higher order evi-
dence that my first order beliefs are epistemically flawed, so 
there is no pressure to revise credence in first order beliefs.

Second, while (B) gives the intuitively more plausible 
results, there is something unsatisfactory about it. It says that 
when I have no dispute-independent evidence showing that 
you are worse situated than me, I can remain unaffected. But 
why not say that, in such cases, for all I know, you might as 
well be just as well placed as I am, and shouldn’t this make 
me pause? The HOE account offers a slightly different story: 
it is not disagreement or epistemic parity as such that mat-
ters, but the force of undefeated higher order evidence about 
principle errors or performance errors that does the work, 
and there is a general explanation of why such higher order 
evidence forces reductions of first order credence.

6 � Further Reflections

I will end with a brief reflection on certain residual worries 
that the HOE account of deep disagreement may leave us 
with. Shouldn’t one be moved when confronted with others 
who have an entirely different perspective leading them to 
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form very different beliefs about the world? I will briefly 
consider two ways of characterizing this residual epistemic 
angst.

One suggestion would be to think of deep disagreement 
in terms of debunking arguments.10 Suppose that certain 
contingent features F (such as upbringing, embedment in 
a particular cultural or intellectual environment, or simply 
evolution) have made us adopt particular substantive epis-
temic principles. Suppose that it is also true that F is not 
correlated with the truth-conduciveness of the chosen prin-
ciples. Or suppose that the causal story involving F even tells 
against the truth-conduciveness of the epistemic principles. 
Thus, knowing about the causal history of our acceptance 
of the epistemic principles in question leads to their being 
debunked. We can view this debunking as a special case 
of higher order evidence to the effect that certain substan-
tive epistemic principles are not truth-conducive, or that we 
lack reasons to think that they are truth-conducive. Clearly, 
as I have stipulated the notion, deep disagreements do not 
support debunking arguments. When A and B are in a deep 
disagreement it is not the case that A receives higher order 
evidence similar to what happens in a debunking argument. 
Nothing in a deep disagreement provides A with a debunk-
ing explanation of her basic substantive epistemic principles.

Another suggestion is to think of deep disagreements in 
analogy to skeptical scenarios. Skeptical scenarios are hypo-
thetical possibilities carefully crafted to so that no possible 
evidence can rule out their actuality. Similarly, deep disa-
greements indicate the possibility that one’s perspective is 
entirely wrong, yet one does not have evidence to rule out 
this possibility. Unlike skeptical scenarios, cases of deep 
disagreement are assumed to be real; they are assumed to 
be cases in which we actually confront someone who has a 
radically different perspective. Being in a case of deep disa-
greement is like encountering an actual skeptic, not merely 
contemplating a sceptical scenario.

Shouldn’t this affect us? For A, the fact that B deeply 
disagrees is a coherent possibility, but if what was argued 
above is correct, there is nothing to this sort of case that 
provides undefeated higher order evidence that A has com-
mitted a performance error or a principle error. So, deep 
disagreement is not a reason why A should reduce her first 
order credence. In response it might be said that the analogy 
to a skeptical argument is different, and goes as follows. A’s 
encountering B in a deep disagreement indicates that the fal-
sity of A’s perspective is a coherent possibility, and yet there 
is no cogent evidence available to A that can rule out the 
possibility that A’s perspective is wrong. Cogent evidence 
here means evidence that is sufficiently independent of A’s 
perspective. But since A cannot rule out the possibility that 

her perspective is false, she should reduce confidence that 
her perspective is correct, and reduce confidence that her 
beliefs depending on this perspective are correct.

We can resist this line of reasoning if we assume that 
having high credence in beliefs that depend on a particular 
perspective does not require independent evidence ruling 
out the possibility that the perspective is false. Exactly this 
is what we must assume anyway to avoid skepticism, or so it 
is commonly thought at any rate. So, we can agree that deep 
disagreement exemplifies the features of skeptical scenarios, 
which are cleverly thought out to leave us with no evidence 
to rule them out. We should nonetheless resist drawing skep-
tical conclusions from deep disagreement.

7 � Summary

A brief summary of the main line of argument in the paper 
may be useful. I have stipulated that A and B are in a deep 
disagreement when they disagree about some proposition 
P, where this disagreement depends on A and B relying on 
opposed substantive epistemic principles that are also basic. 
Substantive epistemic principles are opposed when one prin-
ciple implies that the doxastic practices recommended by 
the other are seriously misleading and unsuitable for the 
cognitive task in question. Substantive epistemic principles 
are also basic where there are no other principles that one 
can resort to argue that the principles is truth-conducive. 
We might think of patterns of deep disagreements as being 
involved in disagreements over science and religion, climate 
change and other polarized disputes, though it is hard to 
substantiate such empirical claims.

How should we rationally adjust our doxastic attitudes 
in a deep disagreement? I have suggested that in general 
disagreement provides higher order evidence that we might 
be relying on non-truth-conducive epistemic principles 
(principle error), or might have made an error in relying on 
a truth-conducive epistemic principle (performance error). 
When we have sufficiently strong such evidence, we should 
move towards uncertainty in our first order belief. This is 
why we should often conciliate in disagreements, whether 
they are peer disagreements or not. In deep disagreements, 
however, the higher order evidence provided by the disagree-
ment is undercut: provided we understand the structure of 
the disagreement, the higher order evidence yielded by the 
disagreement does not provide strong, undefeated evidence 
that we have made a principle error or a performance error, 
even if we have. Hence, we should not conciliate in deep 
disagreements. Finally, I have argued that this account of 
the epistemology of deep disagreement is more plausible 
than what one would get by relying on the common notions 
featuring in the disagreement debate: epistemic peerhood, 
personal information and independence.10  Thanks to Martin Kusch for suggesting this.
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