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Abstract A meta-analysis and an experiment show that

the degree of compression of the in-depth dimension of

visual space relative to the frontal dimension increases

quickly as a function of the distance between the stimulus

and the observer at first, but the rate of change slows

beyond 7 m from the observer, reaching an apparent

asymptote of about 50 %. In addition, the compression of

visual space is greater for monocular and reduced cue

conditions. The pattern of compression of the in-depth

dimension as a function of distance is similar to the ratio of

in-depth to frontal visual angles of stimuli, but is not as

extreme as this ratio would suggest, implying that

observers are incapable of fully ignoring size information

provided by cues to depth. Size and distance judgments

may be described by an Affine transformation of physical

space; however, the compression parameter in this model

changes as a function of distance from the observer and

other experimental conditions.

Keywords Space perception � Visual Space � Size
estimation � Compression in-depth � Anisotropy � Affine
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1 Does Visual Space Exist and is it a Single Entity?

When most people think of space, they think of physical

space. The properties of physical space are objectively

defined in terms of physical measuring devices like rulers

and protractors. Many perceptual psychologists and philos-

ophers are interested in another sort of space: visual space.

Visual space concerns space aswe consciously experience it,

and it is studied through subjective measures, such as asking

people to use numbers to estimate perceived distance.

However, since we can’t directly observe conscious expe-

rience, visual spacemust be defined operationally in terms of

the measures that we use. If the subjective measures were

unrelated to visual experience, the whole field would be

pretty boring, but most researchers, in our heart of hearts,

believe that the judgments and estimates observers give are

closely tied to their experience.

Visual space can differ dramatically from physical space

under very ordinary conditions. This is problematic since

research has shown that spatial abilities influence perfor-

mance on a wide range of real-world tasks. For example,

research has shown that mismatches between physical

space and perception can adversely affect driving (Hiro

1997), flying (Roscoe 1985), railroad operation (Kong et al.

1995), sports performance (Shaffer et al. 2004), surgery

(Reinhardt and Anthony 1996), and witness reliability

(Moore 1907).

Philosophers and psychologists have suggested a wide

variety of models to describe the geometry of visual space.

For example, Thomas Reid (1764/1813), whose work

inspired the current special issue, constructed a geometry

of ‘‘visibles’’ based upon what the ‘‘eye alone can see’’

without taking into account cognition, inference, experi-

ence, or motion. He believed that the eye itself is incapable

of depth perception; so, visual experience was akin to a

projection on a sphere of arbitrary radius centered on the

observer. Mathematically, this defines a spherical geome-

try, which has special properties such as that parallel lines

can not exist in the space and that the sum of the angles of a

triangle are always[180�.
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However, Reid’s model for visual space is only one of

many that have been proposed. Other scholars have sug-

gested that visual space is best described by a Euclidean

geometry (Fry 1950; Gibson 1950, 1959, 1966; Kant 1781/

1929), a hyperbolic geometry (Blank 1953, 1957, 1958,

1959; Heller 1997; Indow 1967, 1974, 1990, 1995; Lune-

burg 1947, 1948, 1950), a Lie transformation group

(Hoffman 1966; Hoffman and Dodwell 1985), and a Cay-

ley-Klein geometry (Drösler 1979, 1988, 1995). Many

others have described visual space in terms of various

transformations of physical space (e.g., Baird and Wagner

1991; Foley et al. 2004; Gilinsky 1951; Hatfield 2003,

2009, 2012; Wagner 1985, 2006, 2012).

While the existence of so many competing models for

visual space might simply be evidence of a healthy aca-

demic debate, a greater challenge for the concept of visual

space comes from the diversity in the metric judgments

observers produce. For example, in a meta-analysis of 413

data sets in which observers directly estimated the metric

properties of visual space (such as distance or angle),

Wagner (2008) found estimates varied significantly as a

function of observer age, cue conditions (full vs. reduced

cue), setting (laboratory vs. outdoors), judgment method,

presence of a standard, stimulus orientation (frontal vs. in-

depth), stimulus range, and stimulus type (direct perception

vs. memory or cognitive maps). Cognitive-mapping-based

estimates also varied significantly as a function of days of

acquisitions and environmental scale. In a meta-analysis of

125 data sets concerning size-constancy judgments, Wag-

ner (2012) found that size judgments varied significantly as

a function of instructions (objective vs. apparent, projec-

tive, or perspective), cue conditions (full vs. reduced cue),

stimulus orientation (frontal vs. in-depth), and observer

age.

Such diversity in estimates flies in the face of the simple

idea of visual space being a single, unchanging, unitary

image in our mind. The search for a single space that might

be labeled ‘‘the geometry of visual space’’ seems hopeless.

There are two common responses in today’s spatial liter-

ature to this challenge: recharacterize some of the data as

being non-perceptual to hold onto the idea of a single

visual space or abandon the whole concept of visual space

altogether.

The first tendency is often seen in response to instruction

effects in size-constancy judgments. There is a general

tendency for objective and perspective instructions to

produce over-constancy (the sizes of distant stimuli are

overestimated), apparent instructions produce constancy on

the average (or slight under-constancy), and projective

instructions produce strong under-constancy (the sizes of

distant stimuli are underestimated) (Wagner 2012). Many

early researchers believed that common reports of over-

constancy were theoretically suspect since they believed

that spatial judgments represented a compromise between

physically accurate judgment and the projective image on

the retina (Brunswik 1929, 1933, 1956; Teghtsoonian

1974). Since over-constancy falls outside of this range, it

should not be possible—the achieved cannot exceed the

potentially achievable (Koffka 1935). More recent

researchers have expressed this objection in the language

of cognitive psychology. They argue that there really is

only one visual space in our perceptual experience that is

best revealed by apparent size instructions, while other

instructions, particularly those resulting in over-constancy,

involve a cognitive overlay on perception in which

observers supplement perception with their knowledge

about how distance affects size (Gogel 1990, 1993, 1998;

Granrud 2009, 2012; Hatfield 2003, 2009, 2012; Predebon

1990, 1992). In effect, some judgments reflect the real

visual space, while others do not reflect visual space but are

useful responses to it.

In our opinion, there is no need to demote certain types

of judgments in order to maintain a simple, unitary view of

visual space. It is better to embrace the idea that visual

space is a living, malleable entity whose geometry changes

with experimental conditions and shifts in observer atti-

tude. Wagner (2012) points out that there is no reason to

prefer apparent size judgments as best reflecting visual

space since good arguments can be made that (1) projective

instructions more nearly match the result of ‘‘bracketing

out’’ cognitive influences, that (2) apparent instructions

must take into account cognitive factors to achieve con-

stancy, and that (3) objective instructions more nearly

match the ‘‘natural attitude’’ of adult observers under

ordinary circumstances. Wagner also points out that unless

all of the cognitive operations take place at a conscious

level (and no one argues that), there is no way to objec-

tively determine the degree to which judgments reflect

perception as opposed to cognition for any instruction type,

since the unconscious mind is a black box whose contents

can never be confirmed. In the end, what we are left with

are variations in observer judgments. Since subjective

experience cannot be directly observed, we must opera-

tionally define visual space in terms of the judgments

observers generate. If one accepts that visual space must be

defined in terms of the judgments observers make, then

there is no basis for accepting some judgments as reflecting

the real visual space while others are rejected. One must

accept that the character and form of visual space changes

as a function of stimulus conditions and observer attitudes;

that is, visual space is more than one thing.

Still, the idea that there is a single ‘‘picture in our head’’

is phenomenologically compelling. Yet, even if we only

have one image of the world, humans are capable of

organizing their perceptual experiences in multiple ways.

The same image can result in more than one Gestalt
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(Köhler 1926). Even if there is only one image of the world

in our heads, this simply provides the coordinates for our

experience. In geometry, one set of coordinates can result

in an infinite number of geometries by simply changing the

metric functions that define distance and other metric

properties. Thus, a single image in the head can support

multiple meanings for size and distance. Once again, visual

space need not be only one thing.

A greater challenge to the concept of visual space comes

from another direction. A number of researchers have

questioned the usefulness of the very concept of visual

space and even questioned its existence (e.g., Smeets et al.

2009). These researchers point to inconsistencies in spatial

judgments and unusual contextual effects to make their

case. For example, Luria et al. (1967) and Thorndyke

(1981) found that intervals containing intervening objects

are seen as longer than empty intervals. Norman et al.

(2000) found that lengths oriented along the curved

dimension of a cylinder were perceived to be longer than

the same lengths along a flat surface. From this, they

conclude that perceived length critically depends on the

structure of the object in which the length occurs. Simi-

larly, Bian and Andersen (2011) found that exocentric

distance judgments changed when judged along a ceiling

compared to along the ground. Both Schoumans et al.

(2002) and Cuijpers et al. (2001) found that the presence of

reference stimuli or reference frames altered perceived

orientation and angle. Doumen et al. (2005) found incon-

sistencies between exocentric pointing, collinearity, and

parallelity tasks, leading them to conclude that the structure

of visual space depends on the task. Finally, Smeets et al.

(2009) found that 2-D visual illusions produce judgments

incompatible with any well-behaved geometry. From this,

they conclude that the concept of visual space is not par-

ticularly useful.

So, does this recent work demand that we abandon the

concept of visual space? We don’t think so; but it does

strongly challenge the belief that visual space is one,

unchanging entity with a geometrically simple structure.

We believe that the main lesson we can derive from the last

100 years of research, both old and new, is that visual

space is strongly influenced by context, including things

like judgment methods, instructions, and stimulus condi-

tions. So, we find it odd, when people say that we should

abandon the concept of visual space just because there are

contextual effects. The goal of our studies should be to

specify exactly how metric estimates of visual space

change in response to these contextual variables. Mathe-

matically, we should incorporate these other factors into

our metric equations to predict perceptual judgments.

Does visual geometry exist under all circumstances?

Well, ask yourself if you have ever had an occasion in

which you looked at the world and your visual experience

ceased to be spatial? Don’t you always have a sense that

one thing is to the left of another, one thing is above

another, or one thing is closer than another? Visual space

always exists but the exact geometry changes with cir-

cumstances. The possible exception to this is in cognitive

maps, whose fragmented and hole-ridden structures may

not even satisfy the assumptions of a Riemannian manifold,

since a Riemannian manifold assumes that adjacent points

in a space smoothly connect to one another.

Having said this, visual space need not be simple, and it

certainly does not need to be Euclidean. In fact the judg-

ments that observers produce often violate some of the

most basic axioms of most known geometries. For exam-

ple, Wagner (2006) showed that visual space violates vir-

tually every axiom of a geometry of constant curvature

(which includes both Euclidean geometry and Reid’s

spherical geometry), and that spatial judgment are not

always even consistent with three of the four axioms of a

metric space—one of the most general geometric struc-

tures. So, while our phenomenal experience tells us that

visual space exists, the judgments that observers produce

point to a complex space that varies along with context and

observer attitude.

2 Affine Transformations and the Anisotropy of Visual

Space

While models for visual space come and go, the empirical

data on which these models are based are more enduring.

One common finding is that the in-depth of dimension of

visual space is perceptually compressed (with a few

exceptions) compared to the frontal dimensions. Some

researchers use the term anisotropy to label this phenom-

enon. (This term as used in physics usually refers to vari-

ations in the properties of a space as a function of direction

from the observer, but it is also used to indicate variations

in the properties of a space along different axes in a more

general sense. The second sense of the term applies here).

For example, Wagner (1982, 1985) pounded stakes

randomly in a large, flat, grassy field, and asked observers

to judge distances between pairs of stakes and angles

formed by stake triplets using four different psychophysical

methods (magnitude estimation, category estimation, per-

ceptual matching, and mapping) with apparent size

instructions. The data revealed that stimulus orientation

affected judgments in the same way for all judgment

methods. For stimuli spanning the same physical distance,

those receding away from the observer in depth were seen

to be about half as large on the average as those oriented

frontally with respect to the observer. Angle judgments

showed an analogous pattern. For angles of the same

physical size, those whose open ends faced either toward or
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away from the observer expanded perceptually, while those

whose open ends face to the right or left (the observer looks

across the legs of the angle) perceptually contract. In other

words, the judged angle is larger than the physical angle for

angles that face toward or away from the observer, while

the judged angle is smaller than the physical angle for

angles facing to the left or right relative to the observer.

Both sets of data are consistent with a general com-

pression of the in-depth dimension of visual space relative

to the frontal dimension. The compression makes in-depth

oriented stimuli seem shorter than physically equal stimuli

oriented frontally with respect to the observer. The legs of

angles facing directly toward or away from the observer are

squeezed apart as by the compression of the in-depth

dimension, while the legs of angles facing off to either side

are squeezed together by this compression.

Wagner (1982, 1985) tested 12 candidate metrics to fit

these data and found that two of them fit judgments much

better than the others. The first was called the Affine

Contraction model. In this model, the observer is located at

the origin of a Euclidean plane with the x-axis corre-

sponding to the left–right frontal dimension and the y-axis

corresponds to the observer’s in-depth dimension.

According to the model, the frontal dimension is accurately

perceived, while the in-depth dimension is perceptually

compressed. After the transformation, the space is still

assumed to be Euclidean. Based upon this model, the fol-

lowing formula describes the relationship between per-

ceived distance, s0, and the physical coordinates of the two

end points (x1,y1) and (x2,y2):

s0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðx1 � x2Þ2 þ ðcðy1 � y2ÞÞ2
q

ð1Þ

where c reflects the degree of compression of the in-depth

dimension of visual space.

For distance judgments, Wagner found that all three

judgment methods displayed very similar amounts of

compression, averaging c = 0.45. In other words, the same

physical stimulus oriented in-depth seemed to be less than

half as large as when that stimulus is oriented frontally.

Using a formula from Riemannian geometry, the same

model can be applied to the angle data as well, and this

data yielded a similar degree of compression across all

methods that corresponded closely to the value of c

obtained with distance judgments. For angle judgments on

the average c = 0.48.

One aspect of the Affine Contraction model seemed

unrealistic. Stimuli parallel to an observer’s line of sight

should all experience the same degree of compression no

matter where they are in the visual field, even though such

stimuli far to the left or right of the line of sight would

actually be seen as largely frontally oriented if the observer

simply looked in their direction. So, any eye, head, or body

reorientation should lead to a change in perceived size,

which seemed unlikely. To correct for this problem,

Wagner considered a second model that is a variation on

the Affine Contraction model, which he called the Vector

Contraction model. In this model, distances in visual space

can be thought of as vectors that can be decomposed into

frontal (V1) and in-depth (V2) components and the in-depth

component is compressed in visual space by a factor c. The

Vector Contraction model produced similar degrees of

compression (on the average c = 0.45 for distance judg-

ments and c = 0.48 for the angle judgments once again)

and fit the data slightly better than the Affine Contraction

model.

Wagner and Feldman (1989) extended this work to three

dimensions and under both light and dark viewing condi-

tions. (See Wagner 2006, for details.) Under full-cue con-

ditions, the compression parameter averaged c = 0.52 for

distance judgments and c = 0.62 for angle judgments. The

degree of compression of the in-depth dimension was more

extreme under reduced cue conditions, as c = 0.35 for

distance judgments and c = 0.32 for angle judgments.

3 Factors that Affect the Degree of Anisotropy

In subsequent years, many other researchers have explored

the anisotropy of visual space or suggested that Affine

transformations are useful in describing visual space. For

example, Toye (1986) asked observers to judge distances

between 13 stimuli randomly placed in a 21 m diameter

circular patch of a flat, grassy field using objective

instructions over two sessions. Some of his observers made

both sets of judgments from the same position each time,

while others moved 90� along the edge of the circle; so, for

their second set of judgments, any distances that were

oriented in-depth relative to the observer during the first set

of judgments were now frontally oriented and frontally

oriented stimuli were now see in-depth. Among the four

observers who shifted positions, Toye found the average

ratio of in-depth to frontal judgments for the same stimuli

(what I call the compression parameter) was c = 0.85.

Thus, while Toye also found compression of the in-depth

dimension of visual space relative to the frontal dimension,

it was not as extreme as that of Wagner (1982, 1985) or

Wagner and Feldman (1989). As we shall see repeatedly,

nearer stimuli result in less anisotropy. Toye’s stimuli were

nearer to the observers than Wagner’s (1982, 1985).

Similarly, Haber et al. (1993) asked observers to judge

distances between objects in an information rich, indoor

office environment using objective instructions. They also

found that in-depth oriented distances were estimated to be

shorter than physically equivalent distances oriented fron-

tally. The degree of compression appears to be less extreme
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than Wagner found, although the data is not formatted in a

way to make it possible to state a precise value for c. Once

again, information-rich environments with relatively nearer

stimuli seem to lead to less anisotropy.

Loomis et al. (1992) confirmed that distance to stimuli

influences the degree of compression of the in-depth

dimension of visual space. They had observers adjust the

length of an in-depth oriented comparison until it appeared

equal to frontally oriented standards using objective

instructions in two experiments. The standards ranged

between 4 to 12 m from the observer. In the first experi-

ment, they found compression parameters ranging from

c = 0.73 for the nearest standard to c = 0.46 for the most

distant one. In the second experiment, compression

parameters ranged from c = 0.73 for the nearest standard

to c = 0.60 for the most distant. Thus, in both experiments

the degree of compression of the in-depth dimension of

visual space appears to grow with increasing distance from

the observer.

Hecht et al. (1999) reached a similar conclusion based

on angle judgments. They asked observers to judge the

apparent size of 6 angles formed by building walls (ranging

from 108� to 161.5�), three of the angles faced toward the

observer and three faced away from the observer. In every

case, the angles seem to perceptually expand, just as

Wagner (1982, 1985) found. In a separate study, observers

judged the size of a 90� angle facing toward the observers

from three different distances away from the angles—

ranging from 1.5 to 23.4 m. Observers overestimated the

size of the angle at all three distance, but overestimation

increased with increasing distance from the observer. This

result is consistent with greater compression of the in-depth

dimension of visual space as distance increases.

Loomis et al. (2002) not only showed that compression

of the in-depth dimension changes with distance, but that

under certain circumstances with very near stimuli, the in-

depth dimension of visual space can actually expand rela-

tive to the frontal dimension. They preformed two exper-

iments. In the first, observers adjusted an in-depth interval

until it appeared to equal a frontal stimulus using both

monocular and binocular conditions. For near stimuli

(20–50 cm from the observer) the degree of compression

averaged c = 0.90 under monocular conditions, but was

actually greater than one (c = 1.03) under binocular con-

ditions, indicating that the in-depth dimension was actually

expanded relative to the frontal dimension for these very

near stimuli. For more distant stimuli (ranging from 2 to

4 m from the observer), visual space showed compression

for both monocular (c = 0.86 at 2 m and c = 0.78 at 4 m)

and binocular (c = 0.91 at 2 m and c = 0.83 at 4 m). In

the second experiment, they asked observers to estimate the

depth to frontal extent of various depth and frontal interval

combinations located at different distances away from the

observer. Under monocular, conditions the compression

parameter was c = 0.80 for stimuli 1 m away and c = 0.67

for stimuli 1.5 or 2 m away. For binocular conditions, the

compression parameter ranged from c = 0.87 for stimuli

1 m away to c = 0.82 for stimuli for those 1.5 or 2 m

away.

Tittle et al. (1995) confirmed that the in-depth dimen-

sion of visual space is expanded relative to the frontal

dimension (c[ 1.0) for stimuli nearer than 1 m from the

observer and compressed for stimuli greater than 1 m away

(c\ 1.0). They presented stereoscopic and motion-based

depth cues using a random-dot stereogram while observers

sat either 0.75 or 1.75 m from the screen. In their first

experiment, they asked observers to adjust display

parameters until a depth interval appeared to match the

frontal interval. Their results were consistent with an

expansion of the in-depth dimension relative to the frontal

dimension for 0.75 m away from the observer and a

compression of the in-depth dimension when observers sat

1.75 m away. In the second experiment, they asked

observers to adjust an angle facing toward them until it

appeared to equal 90�. For stimuli less than 1 m away,

observers tended to make the angle too big, which means

that observers see the angle as smaller than it is—a result

consistent with an expansion of the in-depth dimension. On

the other hand, stimuli more than 1 m away led observers

to make the angle too small, which means the observers see

the angles as being larger that it is physically—a result that

is consistent with a compression of the in-depth dimension

of visual space relative to the frontal dimension. Thus, in

both experiments the in-depth dimension of visual space

expands for very near stimuli and is compressed for more

distant ones.

Cuijpers et al. (2000) used a different strategy to show

the effects of distance on anisotropy. They asked observers

to adjust pointers so that it seemed to point at targets

ranging from 1 to 5 m from the observer. If the pointer

direction was closer to the frontal plane than the true

direction, this would indicate that visual space is percep-

tually compressed in the in-depth dimension, while point-

ers that deviate the other way from the true direction would

indicate an expansion of the in-depth dimension relative to

the frontal dimension. Once again, they found an expansion

in the in-depth dimension for stimuli very near the observer

and compression in the in-depth dimension for stimuli

located further from the observer.

Li et al. (2013) asked observers to match either in-depth

or frontal extents ranging from 1.5 to 7 m from the

observer by either blind walking or adjusting a comparison

extent. For both judgment methods, in-depth oriented

extents were judged to be shorter than frontally oriented

ones and the degree of underestimation increased with

distance from the observer. The compression parameter
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declined from approximately c = 0.86 at 1.5 m to

c = 0.78 at 7 m.

Besides Loomis et al. (2002), several other studies have

looked at the effects of stereopsis on depth compression.

For example, Sipes (1997) confirmed that visual space is

compressed in the in-depth dimension and that the degree

of compression increased along with viewing distance.

Sipes theorized that the compression is reduced at near

distances because stereoscopic cues are more effective near

the observer. Sipes used a series of mirrors to increase

interocular distance and thus increase the effectiveness of

stereoscopic cues. Under these hyperstereoscopic condi-

tions, Sipes found that compression of the in-depth

dimension was greatly reduced.

Similarly, Loomis and Philbeck (1999) asked observers

to judge the ratio of depth to width for two different

L-shaped configurations in which one rod was oriented in-

depth and another was oriented frontally. The L-shaped

configurations were either near the observer (3.9–6.5 m

away) or further away (11.7–19.5 m). The more distant

stimuli were also larger in size to match the visual angles

of the nearer stimuli and observers stood on a staircase to

match the optical slant (or angle of regard) of the near

stimuli. They found that the observers’ judgments did not

differ between the two configurations for monocular

viewing (although the compression parameter decreased as

a function of distance within each configuration), but there

was significantly more compression of the in-depth

dimension for distant stimuli than for near stimuli under

binocular conditions. The fact that judgments were nearly

the same for the two configurations under monocular

conditions led the authors to conclude that optical slant is a

key variable in determining the anisotropy of visual space

when binocular cues to depth are missing; however, given

the set up of the experiment, one could as easily conclude

that the visual angle of a stimulus is a key factor in

determining anisotropy since visual angle varied along

with optical slant in their experiment.

Wu et al. (2008) asked observers to match a in-depth

oriented comparison (ranging from 5 to 7 m from the

observer) to a frontally oriented standard placed either far

away from the observer, near the observer, or adjacent to

the comparison stimulus. Judgments were made both

monocularly and binocularly under both full-cue and

reduced-cue conditions. Wu et al. found compression of the

in-depth dimension for all conditions. The degree of

compression (under full-cue conditions) was greater under

monocular conditions (c = 0.61) than it was under binoc-

ular conditions (c = 0.72). Compression of the in-depth

dimension (under full-cue conditions with monocular

viewing) increased with increasing distance from the

observer from c = 0.63 at 5 m to c = 0.58 at 7 m. Com-

pression of the in-depth dimension of visual space

(binocular viewing) was greater under reduced cue condi-

tions (c = 0.47) than full-cue conditions (c = 0.72). They

also found that the degree of compression was smaller

when the standard was near the observer than in the other

two conditions.

Finally, Bingham and Lind (2008) have found that

anisotropy can be greatly attenuated if observers are

allowed to move and see the stimulus arrangement from

more than one perspective. They found that stationary

observers or those whose perspective changes less than 45�
show anisotropy, while those who move either continu-

ously or discretely so that their perspective changes 45� or
more show little anisotropy.

In summary, the degree of compression of the in-depth

dimension of visual space is not constant, but varies as a

function of a number of factors. First and foremost, dis-

tance affects anisotropy. Very near the observer, the in-

depth dimension of visual space actually expands relative

to the frontal dimension. Beyond about 1 m from the

observer the in-depth dimension is generally compressed

relative to the frontal dimension and this compression

increases with distance from the observer. The compres-

sion is greater under reduced-cue conditions than full-cue

conditions, when plenty of cues to depth are available.

Stereopsis, in particular, affects the degree of anisotropy.

When stereopsis is present (or magnified), the compression

of the in-depth is attenuated. Increased information about

layout resulting from motion and changing perspective also

attenuates the effect.

4 A Meta-analysis of the Affect of Distance

on Anisotropy

Although many researchers have explored the anisotropy of

visual space and tested whether Affine transformations can

be used to model it, relatively few present data in a way

that make it possible to calculate the compression param-

eter, c. We have preformed a small meta-analysis of arti-

cles for which this possible. For each of these studies, we

calculated the value of c based upon data contained in

figures found in the article. We calculated a value of

c separately for each distance from stimulus to the observer

reported. In a few cases, stimuli had a randomly selected

range of distances; in this case, we recorded the average

distance from the observer to the stimuli. In addition, to

distance and compression parameters, we also recorded

whether objective or apparent instructions were used,

whether judgments were made binocularly or monocularly,

and whether judgments were made under full-cue or

reduced-cue conditions. If the study used more than one

standard, we calculated the compression parameters for

each standard and recorded the average value of c.
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One older study presented a special challenge. Although

Baird and Biersdorf (1967) did ask observers to judge the

objective size of both frontally and in-depth oriented

stimuli at a variety of distance, the actual set of distances

from the observer that they used varied between frontal and

in-depth judgments. So, we used interpolation on the in-

depth judgments in order to estimate what those judgments

would be if at the same distances away from the observer

used for frontal judgments.

Following this method, we recorded 59 cases across 10

studies. Figure 1 shows the results of this meta-analysis.

The figure shows the compression parameter as a function

of the distance stimuli were from the observer. Filled

symbols represent judgments under full-cue, binocular

conditions, where diamonds indicate the use of objective

size instructions (34 cases) and squares represent the use of

apparent size instructions (5 cases). Open symbols repre-

sent judgments under full-cue, monocular conditions,

where diamonds indicate the use of objective instructions

(12 cases) and squares represent the use of apparent size

instructions (3 cases). The ‘‘x’’ symbols represent judg-

ments collected under reduced-cue conditions (5 cases). All

of the reduced-cue judgments were done binocularly with

apparent size instructions.

There are a number of observations one can make based

upon this figure. First of all, it is apparent that the degree of

compression of the in-depth dimension of visual space

relative to the frontal dimension becomes more pronounced

as distance from the observer increases. Under binocular

conditions, stimuli very near the observer actually show an

expansion of the in-depth dimension of visual space

(c[ 1.0), but the compression parameter rapidly declines

until about 7 m from the observer. For even greater dis-

tances, it appears the compression parameter approaches an

asymptote at a little below c = 0.5. Monocular judgments

appear to produce slightly smaller compression parameters

than binocular judgments. Reduced-cue conditions produce

markedly smaller compression parameters than full-cue

conditions.

The vast majority of the cases used objective instruc-

tions, and there is a tendency for objective instructions to

be employed most often for near stimuli, while apparent

instructions were used for more distant stimuli. With this

cautionary note in mind, it is interesting to note how little

effect instructions had on the overall trends. This is odd,

since instructions have a dramatic affect on size judgments

themselves. Objective instructions often produce over-

constancy for frontally oriented stimuli and under-con-

stancy for flat stimuli. Apparent instructions typically

produce slight under-constancy for frontal stimuli and

stronger under-constancy for flat stimuli. Yet, despite these

strong effects of instructions on size judgments, the ratio of

in-depth to frontal judgments appears to be largely unaf-

fected by instruction type. Similarly, Wagner (1982, 1985)

and others have shown that different judgment methods

result in similar degrees of compression in the in-depth

dimension (with the possible exception of blind walking).

Once again, the judgment method one employs has sig-

nificant effects on judgments of size and distance (Wagner

2008), while c, the ratio of in-depth to frontal judgments, is

largely unaffected by judgment method. In addition,

Wagner (1982, 1985) and Wagner and Feldman (1989)

show that the compression parameters derived from angle

judgments are consistent with those from distance judg-

ments. Thus, it is possible that the pattern of anisotropy

found in Fig. 1 may reflect a fact about visual space that

rises above methodological concerns.

One challenge to this conclusion arises from Thouless’s

(1931) early work on space perception. Thouless asked

observers to make size judgments using what we would

today call projective instructions under full-cue conditions

(although the depth cues were not particularly good) of a

series of in-depth oriented standards ranging between 0.545

to 1.635 m from the observer. He did this by asking

observers to select among a set of ellipses and rectangles

the comparison which best matched the standard. He found

that the in-depth dimension was perceptually smaller than
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Fig. 1 Meta-analysis of the compression parameter as a function of

the distance stimuli were from the observer. Filled symbols represent

judgments under full-cue, binocular conditions, where diamonds

indicate the use of objective size instructions and squares represent

the use of apparent size instructions. Open symbols represent

judgments under full-cue, monocular conditions, where diamonds

indicate the use of objective instructions and squares represent the use

of apparent size instructions. The ‘‘x’’ symbols represent judgments

collected under reduced-cue conditions
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the frontal dimension for all stimuli, and that the difference

between the in-depth and frontal judgments increased with

distance from the observer. Thus, Thouless anticipated the

data presented in Fig. 1; however, the degree of compression

in the in-depth dimension that Thouless discovered was

much more extreme than that presented in Fig. 1. Based on

four observers, the compression parameters varied between

c = 0.79 for 0.545 m distant stimulus to c = 0.49 for the

stimulus 1.645 m away. If Thouless’s data was correct, it

would appear that projective instructions are associated with

much greater compression in the in-depth dimension than

either objective or apparent size instructions.

In addition, the conclusion that the compression

parameter reaches an asymptote at c = 0.5 is provisional

and unlikely to be strictly true. It might be better to say that

the rate of change in the compression parameter increas-

ingly slows as distance grows beyond 7 m; however, at

extreme distances it might be less than c = 0.5. The reason

why this conclusion is so tentative is that there is little

empirical data for size judgments at very large distances

from the observer and little or no data available to calculate

the compression parameter at these extreme distances. One

rare exception was Flückiger (1991) who asked observers

to judge the distance to boats on Lake Leman ranging

between 0.75 and 5.6 km away from the observer. Cutting

(2003) calculated the exponent for distance estimates as

being about 0.4, which is much less than the average

exponent of 1.02 that Wagner (2008) found in his meta-

analysis of 263 perceptual distance estimation exponents.

Although Flückiger’s data does not directly assess the

anisotropy of visual space, it does suggest that the com-

pression of visual space at extreme distances from the

observer may be very large.

5 An Empirical Confirmation of the Meta-analysis

Figure 1 displays a remarkably clear and consistent pattern

(particularly for full-cue binocular conditions) despite

being based upon the work of disparate researchers using

varying methodologies. To confirm the results of the meta-

analysis, we decided to do a simple experiment to deter-

mine the values of the compression parameter as a function

of distance from the observer. The experiment asks

observers to judge the size of both frontally and in-depth

oriented stimuli at seven distances from the observer

ranging from 1 to 20 m away. Although it has a simple

design, it does have the virtue of collecting judgments for

stimuli across a greater number of distances and across a

greater range of distances than previous work.

As we mentioned earlier, one of the main lessons of the

last 100 years of research on space perception is that spa-

tial judgments and visual space itself changes with context.

So, any statements about spatial judgments are always in

reference to a specific set of instructions and stimulus

conditions. So, to be clear, this experiment involves bin-

ocular judgments under full-cue conditions. In addition, to

further differentiate it from Baird and Biersdorf (1967),

which is most similar to our study in design, we use

instructions that emphasize that observers should judge

apparent size and not objective size.

5.1 Method

5.1.1 Participants

Thirty-nine undergraduate students (13 men, 26 women) of

Wagner College participated in the experiment. Participa-

tion in the experiment was voluntary, although the majority

of participants did receive partial course credit toward their

Introduction to Psychology grade. The participants were all

within the age range of 18–22 years and had either normal

or corrected vision. The experiment was approved by the

college’s Human Experimentation Review Board, and in

accord with its policies, all participants gave their informed

consent before participating in this study. Participants were

allowed to withdraw from the study at any time, but none

did.

5.1.2 Materials and Experimental Layout

The study took place on an outdoor patio on the first floor

of a building at Wagner College. Durable, all-weather tape,

with a width of 4.78 cm, was used to make two rows of

standard line-segment stimuli and to mark the origin line

behind which the participants stood while making their

judgments. Half of the line segments were oriented fron-

tally, that is perpendicular to the participant’s line of sight

(in the frontal plane), while the other half were oriented in-

depth, that is aligned parallel to the observer’s line of sight

(along the median plane). In each row, there were seven

line segments laid out one behind the other along the

participant’s line of sight. The centers of each line segment

were 1, 3, 5, 7, 10, 15, and 20 m from the origin line on the

ground in front of the participant. All of the line segments

were 80 cm long and painted bright green to contrast with

the patio surface. In the first row, the orientation of each

line segment was randomly selected. The second row

mirrored the layout of the first row; however, a line seg-

ment at a given distance that was oriented frontally in the

first row was oriented in-depth in the second row, and any

line segment at a given distance that was oriented in-depth

in the first row was oriented frontally in the second. The

unmarked backside of an adjustable tape measure served as

an adjustable comparison for participants to make their

judgments.
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5.1.3 Procedure

Each of the 39 participants performed the experiment

individually. The researcher measured the heights of the

participants up to their eyes and recorded the measure-

ments. The researcher then read the instructions to the

participants. The participants were asked to stand behind

the ‘‘origin’’ line and make judgments of the apparent size,

rather than the objective size, of each line segment using an

adjustable tape measure that was flipped over so that they

could not see the numerical values of their measurements.

For each line segment, the participants had to make two

judgments; one with the measuring tape starting at 0 cm

and the other with the measuring tape starting at greater

than 80 cm. The participants made their judgments one row

at a time, starting with the row to their left. Some partic-

ipants (N = 20) started with the line segment nearest to

them and worked their way to the farthest line segment,

and the other participants (N = 19) started with the line

segment farthest from them and worked their way to the

nearest line segment. The researcher recorded each mea-

surement in a book so that the participant could not see the

recorded measurements. The researcher emphasized that

the judgments needed to be of the apparent length of each

line, rather than the objective length of each line. The exact

instructions were:

You see two rows of seven lines in front of you at

different distances away. Although these lines may be

physically the same length, they might or might not

appear or ‘‘look’’ that size subjectively. For each of

the lines, I would like you to adjust the tape measure

until it matches the apparent length of each line,

excluding the box on the end. For each line I need

you to do two adjustments, one where the tape is

initially short and must be adjusted outward and one

where the tape is initially long and must be adjusted

inward. In between each adjustment, I will take the

tape measure from you and record your estimate.

Please don’t turn the tape measure over to see the

numbers, since we want you to rely on your sub-

jective impressions, not the numbers on the back.

Start with the near (for half the participants) [or far

(for half the participants)] line in the first row in front

of you and then proceed to the next line. After you

have estimated the apparent length of all lines in the

first row, we will have you stand in front of the

second row and go through the process again.

Remember, we don’t want you to report the actual

physical length of each line, but we want you to tell

us how long each line looks or appears.

After completing their estimates, participants were

thanked and debriefed about the purpose the experiment.

5.2 Results

This experiment examined judgments of the apparent

lengths of line segments as a function of distance to each

line segment and the orientation of each line segment. The

dependent variable was the apparent length judgments

made by the participants, and the three independent vari-

ables were the distance from the participant to each line

segment (which we will call distance), the orientation of

the line segments (which we will call orientation), and

whether the judgment involved an ascending or descending

judgment (which we will call trial type). To test the effects

of these independent variables on judgments of apparent

lengths a three-way repeated-measures Analysis of Vari-

ance was performed.

Close examination of the data revealed that two of the

39 observers generated essentially random data that varied

wildly from trial to trial and showed no discernable pattern

in judgments as a function of distance. The experimenter

also noted that these two observers did not appear to be

seriously engaged in the task. These two observers were

eliminated from the analysis, leaving the judgments of 37

observers in the data set.

There was a significant main effect for orientation,

F(1,36) = 26.39, p\ .001, g2 = 0.42, on the apparent

length judgments. On the average, the estimated apparent

size for in-depth oriented stimuli (M = 21.76, SE = 2.57)

was much smaller (and less variable) than that of frontally

oriented stimuli (M = 28.15, SE = 3.35). Distance to the

stimulus also had a significant main effect, F(6,216) =

103.96, p\ .001, g2 = 0.74, on the judgments of apparent

length. Although there was a significant effect of trial type,

F(1,36) = 4.71, p = .037, g2 = 0.12, the different trials

had no significant interaction with orientation and dis-

tance. Although the effect of trial type was significant, it

was very small. The mean of all judgments made with

ascending trials (M = 24.48) was almost the same as the

mean of all judgments made with descending trials

(M = 25.42).

There was a significant interaction between orientation

and distance, F(6,216) = 9.36, p\ .001, g2 = 0.21. Fig-

ure 2 shows mean apparent size judgments as a function of

both distance from the observer and stimulus orientation.

The mean apparent size judgments for each orientation

showed that the line segments oriented in-depth were

perceived as shorter than those oriented frontally after the

first measurement at 1 m, that there was a steady decline in

apparent length as the distance away from the observer

increased, and that the decline is swifter for in-depth ori-

ented stimuli than for frontally oriented ones (see Fig. 2).

Thus, under these instructions that emphasized making

judgments based upon apparent size, both frontal and in-

depth oriented stimuli showed strong under constancy, with

Variations in the Anisotropy and Affine Structure of Visual Space 591

123



greater under constancy for the in-depth oriented stimuli.

This contrasts with Baird and Biersdorf (1967) who found

over-constancy for frontal stimuli and under-constancy for

in-depth oriented stimuli based upon objective size

instructions.

To calculate the compression parameter, c, we divided

the mean apparent size judgments for in-depth oriented

stimuli by the mean size judgments for frontally oriented

stimuli at each distance from the observer. Figure 3 shows

how the compression parameter changes as a function of

distance from the observer in this experiment. The resulting

pattern is very similar to that seen in the meta-analysis in

Fig. 1. As in the meta-analysis, the compression parameter

is larger than one for very near stimuli. It rapidly declines

in size as a function of distance until about 7 m from the

observer where the decline is less rapid. Once again, the

compression parameter appears to reach an asymptote at

about c = 0.5 for the most distant stimuli.

We should also note one other feature of the data.

Although the averages show strong under-constancy for

both frontally oriented and in-depth oriented stimuli,

careful examination of the data for individual observers

showed that a number of individuals did not follow this

pattern. For estimates of frontally oriented stimuli, the data

for 3 of the 37 observers displayed near constancy (esti-

mated size for the most distant stimulus was within 5 % of

the estimate for the nearest stimulus) and the data for three

others showed over-constancy (size estimates for the most

distant stimulus were more than 5 % greater than those for

the nearest stimulus). Wagner (2012) suggested that

apparent size instructions have historically led to constancy

on the average because different observers interpret these

instructions to mean different things. Some may interpret

apparent size instructions to mean something akin to

objective size, others interpret them as requiring projective

size judgments, and others may interpret them as some-

thing in-between these extremes. Even in the current

experiment where our instructions made it clear that we

were not looking for objective size, the over-constancy

shown by some observers may mean that they judged

objective size despite our efforts.

6 Modeling Data from the Experiment

Wagner (2006) developed a mathematical model (which is

a generalization of Baird and Wagner (1991) and of the

Size-Distance Invariance Hypothesis) called the Transfor-

mation Theory for Size Judgment to model size constancy

data. The key idea is that some information can be lost

when visual information hits the retina. The retina only

knows how much of the visual field an object takes up,

what perceptual psychologists call the visual angle. Fig-

ure 4 shows a schematic displaying the visual angle (h),
target size (s), distance from the observer to the target (d),

orientation of the target (/), and height of the observer (h)

in a typical size constancy experiment. The size of three-

dimensional object represented in the figure is transformed

into a visual angle with the following equation:

h ¼ cos�1 d2 þ ds cos/� hs sin/þ h2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

dþ s cos/ð Þ2þ h� s sin/ð Þ2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

h2 þ d2
p

q
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Note that this first transformation is a physical and takes

place without error.
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Fig. 2 Mean apparent size judgments as a function of both distance

from the observer and stimulus orientation. Squares represent mean

judgments for frontal stimuli and diamonds represent mean judgments

for in-depth oriented stimuli. Dashed lines represent the best fitting

curves based on the transformation theory for size judgment for each

data set
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by the mean frontal size judgment) as a function of distance away

from the observer in the experiment
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However, we experience objects three-dimensionally;

so, the visual system must perform an inverse transfor-

mation to recover the size of the original stimulus using the

following equation:

s ¼ sinðhÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

h2 þ d2
p

sin /� hþ dð Þ ð3Þ

where d = tan-1(h/day).

This second transformation takes place in the mind and

is subject to error. If we misperceive how far the object is

from us or if we don’t sufficiently take into account the

orientation of the stimulus, this can produce misperception

of size. In our model, perceived size (s0) may be related to

perceived distance (d0) and applied orientation (/*) by the

following equation. (Note that we assume perceived dis-

tance is a power function of physical distance to be con-

sistent with past research on distance perception (also

reviewed in Wagner (2006)). Thus, d0 = dc, and j is a

scaling constant needed for modeling purposes).

s0 ¼ j
sinðhÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

h2 þ dc
2

p

sin /� � hþ dð Þ ð4Þ

where d ¼ arctan h

d
c

� �

:

Two meanings may be given to /* and c in the equa-

tion. Applied orientation (/*) may simply indicate that we

don’t fully compensate for stimulus orientation and c may

simply indicate how fully available or utilized depth cues

are—or they could reflect actual misperception of orien-

tation and distance. We prefer the former interpretation, but

in the case of c, Wagner (2006) showed that it is possible to

link variations in this parameter as a function of stimulus

conditions with variations in the exponent found in the

direct estimation literature.

Wagner (2006) fit this model to every data set found in

published literature that provided enough information for

mathematical model starting in 1946–33 data sets alto-

gether. The model does a reasonably good job of describing

the data. (The correlation between the model’s predictions

and the data exceeded R2 = 0.94 for the majority of the fits).

This model can be applied to the current data as well.

For the in-depth oriented stimuli, the best-fitting parameter

estimates for the model were j = 37.85, c = 0.90, and /*
= 2.81�. The fit of the model to the data is impressive,

R2 = 0.991. The model can also be applied to the data for

size estimates of frontally oriented stimuli. Here, the best-

fitting parameter estimates for the model were j = 34.59,

c = 0.89, and /* = 109.72�. The fit of the model to the

data is good, but not quite as strong as for in-depth oriented

stimuli, R2 = 0.941. Figure 2 shows how the model’s

predictions compare to the actual data of both orientations.

It is also possible to fit a two parameter model involving

only the scaling factor, j, and the applied orientation, /*.
In this case, c is fixed at 1.0. For the in-depth oriented

stimuli, the best-fitting parameter estimates for this smaller

model are j = 42.23 and /* = 10.49�. The fit is still quite
good at R2 = 0.941. For the frontal estimates, this two

parameter model has parameters estimates of j = 26.30

and /* = 117.51�. The fit in this case is not as good,

R2 = 0.808.

Note that in both models the applied orientation for in-

depth oriented stimuli deviates (in the direction of a frontal

orientation) a small amount from the 0� physical orienta-

tion of the stimulus, and for the frontally oriented stimulus,

the applied orientation deviates (in the direction of lying

flat) a small amount from 90� physical orientation of the

stimulus. These deviations from physical values are par-

ticularly pronounced in the two-parameter model. Thus, it

may be possible that observers are largely, but not wholly,

taking into account the physical orientation of the stimulus.

7 Explaining Variations in the Anisotropy of Visual

Space

Both the meta-analysis and the experiment show a

remarkably similar pattern for the effects of distance from

the observer on the degree of compression shown in the in-

depth dimension of visual space relative to the frontal

Fig. 4 Schematic of the visual

angle h of a stimulus striking an

idealized observer of height

h viewing a target of size s at

orientation / located at distance

d away from him/her. From

Baird and Wagner (1991).

Copyright 1991 by the
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Association. Reprinted by

permission
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dimension. In both cases, very near stimuli show an

expansion of the in-depth dimension while the compression

parameter shows increasing compression of the in-depth

dimension as distance from the observer increases. The

compression parameter declines quickly as a function of

distance at first, but the change in the compression

parameter slows with increasing distance. The curve begins

to flatten out after about 7 m before reaching an apparent

asymptote of about c = 0.5 for distant stimuli.

How does one account for the variable degree of com-

pression of the in-depth dimension of visual space? It is

possible that the observer does not completely take into

account the orientation of a stimulus when transforming its

visual angle into perceived size (as our modeling of the

experimental data suggested). Figure 5 shows the ratio of

in-depth to frontal visual angles of the seven physical

stimuli used in our experiment as a function of distance to

the target for three different observer heights (ranging from

the height of the shortest observer in our experiment to that

of the median observer to that of the tallest observer) cal-

culated by the use of Eq. 2. Note that this figure shows a

similar pattern to Figs. 1 and 3. Once again, very near

stimuli can display ratios greater than one, the ratio of in-

depth to frontal visual angles declines rapidly, but ulti-

mately reaches an asymptote for distant stimuli.

This can be linked to the theme of this volume, Reid’s

(1764/1813) ‘‘geometry of visibles.’’ We know that people

are generally accurate in judging visual direction to a

stimulus. To make judgments of size consistent with their

visual direction, it would make sense for the size of a

stimulus at a given distance away from the observer to be

proportional to its visual angle as in Reid’s ‘‘geometry of

visibles;’’ however, this correspondence plays out in a

three-dimensional space instead of two-dimensional space.

Indeed, a number of recent researchers have suggested

that perceived size is correlated with the visual angle of a

stimulus. For example, Levin and Haber (1993) asked

observers to estimate inter-object distances from multiple

viewing positions. They found that estimated distance

correlated with the visual angle of the stimulus. Similarly,

Matsushima et al. (2005) asked observers to judge dis-

tances between groups of stakes for both a near and far

layout. The found that errors in distance estimates corre-

lated with the visual angle between stimulus pairs. Shaffer

et al. (2008) also found that judgments of line length

strongly correlated with the visual angle of the stimulus.

Consistent with this notion, the ratio of in-depth to

frontal visual angles as a function of distance is similar in

form to the data from our size judgment experiment and in

the meta-analysis; however, Fig. 5 indicates that Reid

would predict a greater degree of compression in the in-

depth dimension than actually found.

Thus, it is possible that the in-depth dimension is visually

compressed because people aren’t fully taking into account

the orientation of the stimulus when judging size. Having

said this, theymust take this knowledge into account to some

extent because the compression is not as large as it would be

if they did not. Brunswik and other early researchers were

right when that said there is ‘‘regression to the real’’

(Brunswik 1929, 1933, 1956; Koffka 1935; Teghtsoonian

1974; Thouless 1931), and Reid is only partially right.

A number of more recent scholars have proposed theo-

ries that explain spatial judgments using conceptions that

mirror this early work. As just noted, Baird and Wagner

(1991) and Wagner (2006) suggest that the inverse trans-

formation that informs size judgments is affected by both

misperception of distance to the stimulus and the applied

orientation used. Variations in these two factors can pro-

duce curves that closely model the size judgments that

observers have produced over many experiments. In par-

ticular, if the applied orientation for frontal judgments is a

bit too flat and the applied orientation for in-depth judg-

ments is a bit too frontal, it can lead to the sorts of judg-

ments seen in the present experiment and to the variations

in the degree of compression found in our meta-analysis

and experiment. Thus, Baird and Wagner (1991) and

Wagner (2006) can account for many size estimates by

assuming that observers partially, but not fully, account for

stimulus orientation.

Other theorists have used similar ideas to account for

size judgments. For example, Foley et al. (2004) model
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Fig. 5 The ratio of in-depth to frontal visual angles of the seven

physical stimuli used in our experiment as a function of distance to

the target for three different observer heights—ranging from the

height of the shortest observer (diamonds) to that of the median

observer (squares) to that of the tallest observer (triangles)—

calculated by the use of Eq. 2
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size judgments by assuming that the judgments are largely

determined by the visual angle of the stimulus; however,

the visual angle is magnified beyond its physical value

when used to determine perceived size. This angular

expansion produces some of the regression to the real seen

in the data.

Similarly, Li, Durgin, and their colleagues account for a

wide range of spatial phenomenon in terms of mispercep-

tions of optical slant and gaze declination (Li and Durgin

2010, 2012, 2013; Li et al. 2013). In their model, these

factors result in angular expansion that accounts for size

and slant judgments. Li and Durgin point to the data of

Loomis and Philbeck (1999) as well as some of their own

experiments to support their contention that optical slant

and gaze declination are key determinants of visual

anisotropy.

We are struck by the seeming similarity between these

different explanations for variations in the anisotropy of

visual space. Why should optical slant influence size

judgments? The factors that determine optical slant are

height of the observer, distance to the stimulus, and stim-

ulus orientation. Yet, these are also the factors that deter-

mine the visual angle of the stimulus according to Eq. 2.

Figure 5 shows variations in the size of the visual angle of

a stimulus as a function of observer height, suggesting once

again that changes in optical slant affect the visual angle of

a stimulus and perhaps for this reason its perceived size.

The theoretical construct of angular expansion might be

another way of expressing the fact that observers do not

fully take into account stimulus orientation when judging

size.

Why don’t size judgments directly reflect the visual

angle of the stimulus? Why is there a regression to the real?

We believe that this occurs because observers are incapable

of fully ignoring the information about the true physical

size of an object contained in depth cues. One example of

this is stereopsis. As noted earlier, the degree of com-

pression of the in-depth dimension of visual space is

smaller under binocular conditions than it is under mon-

ocular conditions, and full-cue environment lead to less

compression than reduced-cue environments (Loomis and

Philbeck 1999; Sipes 1997; Wu et al. 2008; Wagner and

Feldman 1989). Some researchers have even suggested that

the compression of the in-depth dimension is smaller for

nearer stimuli because this is where stereopsis is most

effective (Li and Durgin 2013; Wu et al. 2008).

Having said that, we don’t believe that the effects of

depth information should be limited to stereopsis alone.

The place where Figs. 1 and 3 differ the most from Fig. 5,

where there is the most regression to the real, is for the

most distant stimuli. The asymptote for the compression

parameter is much higher than the asymptote for the ratio

of in-depth to frontal visual angles. Since binocular and

accommodation cues are less effective far away from the

observer than they are near to the observer, other depth

cues besides stereopsis and accommodation must be

responsible for the large amount of regression to the real

we find for distant stimuli. So, we think that the regression

to the real should be thought of as being the result of better

depth cues or depth information in general, rather than just

focusing on stereopsis.

Evidence exists for cues other than stereopsis affecting

the compression of the in-depth dimension of visual space.

For example, Bian and Andersen (2011) found less com-

pression of the in-depth dimension of visual space for

ground-based stimuli than for ceiling-based stimuli even

though they presented the same information for stereopsis.

They concluded that ground-based stimuli were more

efficiently encoded and than ceiling-based stimuli, pro-

viding superior depth information.

Cutting and Vishton (1995) and Cutting (2003) provide

an excellent analysis of how various depth cues change in

effectiveness as a function of distance from the observer. In

general, they find that information specifying depth

declines with increasing distance from the observer. Cut-

ting suggests this may be one of the reasons that anisotropy

increases at greater distances from the observer.

8 Modifying the Affine Contraction Model

A number of studies have supported the idea that visual

space may be characterized by an Affine transformation

(Bingham and Lind 2008; Flash and Handzel 2007; Li and

Durgin 2013; Todd et al. 2001). For example, in one par-

ticularly strong test of the intrinsic Affine structure of

visual space, Todd et al. (2001) examined whether spatial

judgments satisfied Varignon’s 300-year old theorem that

states that different bisections of the sides of quadrilaterals

should pass through a common point in an Affine space.

Their data showed that judgments reflected an internally

consistent Affine structure even though they were distorted

compared to physical layout by an Affine transformation.

Having said this, the simple Affine Contraction model

described by Eq. 1 is clearly wrong. Both the simple meta-

analysis and the experiment reported above make it clear

that no single value of the compression parameter can

describe visual space. The compression parameter in this

model cannot be thought of as a constant, but must be

considered a function of distance from the observer and

other factors such as binocularity and cue conditions. A

number of other researchers have reached a similar con-

clusion (Bingham et al. 2004; Hecht et al. 1999; Koend-

erink et al. 2000). Thus, although visual space may be

locally Affine (in any small region, the Affine model works

pretty well, although the compression parameter value will
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differ from region to region), the Affine Contraction model

as stated in Eq. 1 does not describe visual space globally

(since a single compression parameter cannot capture all of

the space).

In addition, there are reasons to suspect that an Affine

model for visual space, even modified to account for chang-

ing compression of size as a function of distance, is too simple

in another way. Hatfield (2003, 2009, 2012) has introduced a

perspective-based model for visual space that is similar to

Gilinsky (1951). In this model, parallel lines appear to con-

verge to a vanishing point and perceived size shrinks with

increasing distance. Wagner et al. (2013) compared the

Affine and perspective models with two experiments.

In the first study, 30 undergraduates judged the per-

ceived size of all four interior angles of five squares lying

on the ground oriented parallel to the observers’ frontal

plane located 0.5, 1.5, 2.5, 4, and 8 m away from them.

Observers were asked to match the perceived size of each

angle to an adjustable wedge on a circular compass mod-

eled on Proffitt’s (2006) ‘‘visual matching device.’’

Instructions emphasized that observers should base their

judgments on the apparent size of each angle rather than

objective size. The second study was the same as the first

except that it involved multiple judgments for each angle

and used instructions that emphasized that subjects should

judge the apparent number of degrees of each angle.

Since perspective-based models say physically parallel

lines appear to converge to a vanishing point (which turns

the sides of the squares into parts of a perceptual triangle),

these theories predict that the near angles in each square

should seem smaller than the angles farther from the

observer. Affine models posit that the in-depth dimension

of physical space is being uniformly contracted relative to

the frontal dimension. Given the orientation of the squares

used in this experiment, Affine models would suggest that

the angles of each square should remain 90�.
In both studies, the data showed a main effect on angle

judgments based on the location of the angle within a

square. The two angles within each square nearest to the

observer were judged to be consistently and significantly

smaller than the two angles within each square farther from

the observer. These results are most consistent with the

perspective-based model.

The basic problem with the Affine Contraction model is

that it is conceptually wedded to a Cartesian coordinate

system; whereas, visual experience is more naturally

described in terms of polar or bipolar coordinates (or even

better, in terms of the natural coordinate system described

in Wagner (2006)). The Vector Contraction model, men-

tioned earlier, would make the same predictions as the

perspective-based model for the two square-angle experi-

ments (and fit with the actual data) while keeping much of

the general spirit of the Affine Contraction model.

9 Conclusion

A literature review, a meta-analysis and our experiment all

show that distance from the observer affects the degree of

compression shown in the in-depth dimension of visual space

relative to the frontal dimension. The basic pattern is that

very near stimuli (\1 m from the observer) show an

expansion of the in-depth dimension while the compression

parameter shows increasing compression of the in-depth

dimension as distance from the observer increases. The

compression parameter declines quickly as a function of

distance at first, but the change in the compression parameter

slows with increasing distance. The curve begins to flatten

out after about 7 m before reaching an asymptote of about

c = 0.5 for distant stimuli (or at least the rate of change in the

compression parameter increasingly slows past 7 m). In

addition, the degree of compression of visual space is slightly

greater for monocular conditions than for binocular condi-

tions and is much greater under reduced cue conditions than

full-cue conditions. Interestingly, instructions and judgment

method do not appear to alter the degree of compression in

the in-depth dimension, suggesting that the anisotropy of

visual space is less affected by procedural factors than the

original size or distance judgments themselves, which are

greatly affected by procedural factors.

The pattern of compression of the in-depth dimension

relative to the frontal dimension is very similar to the ratio

of in-depth to frontal visual angles of stimuli (as Thomas

Reid might suggest); however, the compression seen in size

judgments is not as extreme as the ratio of visual angles

would suggest. This implies that observers are incapable of

ignoring size information provided by cues to depth, which

include but are not limited to stereopsis, when making their

judgments of size and distance. Depth cues incline

observers toward a ‘‘regression to the real’’ just as Bruns-

wik (1929, 1933, 1956) suggested many years ago.

Size and distance judgments may be described by an

Affine transformation of physical size and distance that

compresses visual space along the in-depth dimension.

However, while visual space may be locally Affine, glob-

ally the Affine model only works if one thinks of the

compression parameter as being a function of distance

from the observer and other experimental conditions. In

addition, the Affine compression of visual space is proba-

bly better thought of in terms of polar coordinates, as in the

Vector Contraction model, than Cartesian coordinates.
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