
ORIGINAL PAPER

First Principles Analysis of the Electrocatalytic Oxidation
of Methanol and Carbon Monoxide

Michael J. Janik Æ Christopher D. Taylor Æ
Matthew Neurock

Published online: 27 November 2007

� Springer Science+Business Media, LLC 2007

Abstract The strong drive to commercialize fuel cells for

portable as well as transportation power sources has led to

the tremendous growth in fundamental research aimed at

elucidating the catalytic paths and kinetics that govern the

electrode performance of proton exchange membrane

(PEM) fuel cells. Advances in theory over the past decade

coupled with the exponential increases in computational

speed and memory have enabled theory to become an

invaluable partner in elucidating the surface chemistry that

controls different catalytic systems. Despite the significant

advances in modeling vapor-phase catalytic systems, the

widespread use of first principle theoretical calculations in

the analysis of electrocatalytic systems has been rather

limited due to the complex electrochemical environment.

Herein, we describe the development and application of a

first-principles-based approach termed the double reference

method that can be used to simulate chemistry at an elec-

trified interface. The simulations mimic the half-cell

analysis that is currently used to evaluate electrochemical

systems experimentally where the potential is set via an

external potentiostat. We use this approach to simulate the

potential dependence of elementary reaction energies and

activation barriers for different electrocatalytic reactions

important for the anode of the direct methanol fuel cell.

More specifically we examine the potential-dependence for

the activation of water and the oxidation of methanol and

CO over model Pt and Pt alloy surfaces. The insights from

these model systems are subsequently used to test alter-

native compositions for the development of improved

catalytic materials for the anode of the direct methanol fuel

cell.

Keywords Electrocatalysis � DFT � First principles �
Ab initio � DMFC � PEMFC

1 Introduction

The increased drive to create more efficient, portable, and

flexible energy conversion technologies has led to a tre-

mendous increase in research aimed at the design and

development of active electrocatalysts for both the anode

and the cathode of proton exchange membrane (PEM)

based fuel cells [1–5]. PEM fuel cell efficiencies and power

outputs have been limited by the achievable reaction rates

and overpotentials associated with both electrodes. For

example, 20–35% of cell fuel efficiency in a PEM fuel cell

is sacrificed to create an overpotential to drive oxygen

reduction at a platinum cathode [6]. Anode inefficiencies

further limit the performance of direct methanol fuel cells

[5, 7]. Furthermore, state-of-the-art electrodes for these

reactions contain significant amounts of platinum which

contributes to high overall costs [5]. Experimental research

has furthered our understanding of fundamental electrode

processes and improved the design of fuel cell electrodes,

with techniques ranging from membrane/electrode assem-

bly testing and characterization [6, 8], single electrode
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electrochemical reactivity studies [7, 9–12], and funda-

mental surface characterization [13–15].

Ab initio quantum mechanical (QM) methods can com-

plement these fundamental efforts but have traditionally

been limited by their ability to capture the complex catalytic

and electrochemical environments. The tremendous advan-

ces that have taken place over the past decade in the

application of theory to understanding the surface reactivity

of more traditional vapor-phase catalytic systems, however,

has made it an invaluable partner in elucidating catalytic

reaction mechanisms and aiding the design of new catalytic

materials. This success has fueled recent computational

efforts in examining electrochemical systems. Much of this

work, however, has focused on understanding the catalytic

paths in idealized environments. The complexities of the

electrified water/metal interface have been either ignored or

treated in a cursory fashion.

The complexity of the electrified solution metal inter-

face is highlighted in the schematic shown in Fig. 1. The

ability to model electrochemical and electrocatalytic sys-

tems requires treating many of the same issues present in

more traditional heterogeneous vapor phase catalytic sys-

tems including: (1) metal/support interactions, (2) particle

size and morphological effects, (3) the influence of surface

coverage, (4) the addition of an alloying metal, and (5)

promoter or poison effects. In addition, there are a host of

complexities that result from the electrochemical environ-

ment which include the influence of solution, electrolyte,

applied potentials or electric fields and electron transfer.

This degree of complexity has historically limited the

application of theory to modeling electrochemical and

electrocatalytic systems.

The reaction energies and activation barriers associated

with elementary kinetic processes determined using QM

methods along with transition state theory are typically

based on a canonical formalism whereby the number of

electrons and nuclei remain constant between the reactant

and product systems. The kinetics for electron and proton

transport between ‘‘compartments’’ within the fuel cell,

however, are intrinsic to the overall function of the device,

thus the use of a model system where the number of

electrons and nuclei are intrinsically conserved requires the

simultaneous consideration of the anode, membrane, and

cathode within the QM model system. For example, if we

wish to simulate the kinetics of an oxidation reaction step

at the anode of a proton-exchange membrane fuel cell

(PEMFC), the calculation of comparable reactant and

product energies is complicated by the fact that the proton

and electron product energies are not correctly represented

if they reside in the same model system as the reactant. The

challenge toward simulating electrochemical systems then

is to define a model system that appropriately represents

the interactions at a single electrode while also providing

for the consideration of the elementary processes that, for

an oxidation step, produce electrons and ions that complete

the reaction step in a different environment.

Within even the half-cell environment, simulating the

electrocatalytic performance of a fuel cell anode would

require consideration of the complex environment pre-

sented in Fig. 1. Such an approach is well beyond what is

feasible today or likely over the next decade using QM

methods. Even if we had the ability to do so, including all

complexities in the model system makes it difficult to

differentiate how various factors influence the electrocat-

alytic performance. Much more can be learned by

systematically varying the features of idealized systems

and subsequently increasing the complexity in the system.

Herein, model single crystal substrates are used to repre-

sent the electrode surface. A large ensemble of explicit

water molecules at the appropriate density is incorporated

near the surface to represent the solution phase. The

influence of electrochemical potential at the interface is

examined using an approach we recently developed, which

is reviewed in the methods section. The presence of elec-

trolyte and the electric field that develops across the

electrochemical double layer will significantly influence

elementary reaction energetics occurring at the metal

interface, and cannot easily be discarded from the QM

model system. The binding of different adsorbates to the

electrodes is significantly affected by the electrode poten-

tial, the interfacial electric field, and the presence of

Fig. 1 Illustration of the reaction environment about an electrocat-

alyst. A Pt–Ru bimetallic particle is supported on a high surface area,

electron conducting support. Reaction occurs on the bimetallic

surface in the presence of solution and charge-compensating electro-

lyte. The electric field at the particle surface may affect the rate of an

elementary reaction step, such as the coupling of adsorbed CO and

OH species leading to CO2 production. Carbon atoms in gray

represent the electron conducting support and polymer backbone. Pt

and Ru atoms with light and dark blue, O atoms are red, S atoms are

yellow, and white spheres represent hydrogen
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electrolyte at the interface. Quantitative modeling of the

potential dependence of this interaction is needed to further

understanding of the fundamental kinetic processes that

occur at the electrode surface. The introduction of a vari-

able electrode potential and interfacial potential drop in the

model system is necessary to understand the potential

dependence of electrocatalytic reaction rates. Finally, in

moving from reactants to products, the electrode potential

must remain constant in order to simulate electrochemical

or electrocatalytic behavior. The production of electrons by

elementary oxidation reaction steps will alter the electrode

potential if they are allowed to remain within the model

system in the product state.

A number of elementary interactions that would be

present in the anode environment of a fuel cell are neglected

in order to directly probe the effects of solution and electrode

potential on elementary reaction energetics. For the time

being, the interaction of the particle with the support is

neglected. While these interactions are important for

understanding the conductance of electrons away from the

active site as well as dissolution and sintering, the weak

interaction between the metal and the support suggests that

its influence on the intrinsic catalytic behavior may be small.

Particle size and structure effects may be examined by using

stepped single crystal surface models to probe elementary

energetics, however further studies are required to evaluate

these effects in a systematic manner. Whereas potential and

field effects are directly considered in the model system, we

do not explicitly model the polymer electrolyte, nor probe

the energetics associated with proton conduction. Addi-

tionally, the calculations performed consider only a single

adsorbate coverage and a limited model of the dynamic

solution phase environment. The absence of each of these

effects restricts the ability to directly correlate predicted

reaction rates with those observed over a polycrystalline,

supported PEMFC anode. The results, however, can be

compared with well-designed electrode, single crystal model

surface studies and aid in our understanding of the reaction

pathways and the kinetics of the elementary processes that

occur within the more complex system.

Before describing the development and application of

the double-reference method used herein to include the

effects of electrode potential within the QM model system,

we review some of the previous pioneering efforts in the

development and application of QM methods in modeling

electrocatalytic systems.

2 Background on the Application of QM Methods to

Electrochemical Processes

The developments by Marcus [16] in 1956 greatly

advanced the field of electrochemistry and electrocatalysis

by enabling a simple yet powerful theoretical framework

by which to describe electron transfer reactions. This work

has provided the foundation of nearly all subsequent efforts

in understanding electron transfer. While a number of

these efforts have used Marcus theory together with QM

approaches to understand electron transfer at interfaces,

for example, between a solvated ion and an electrode in

close proximity, there have been very few attempts to

couple such an electron-transfer step with the elementary

bond-making and bond-breaking steps important for

electrocatalysis [17]. Anderson developed and applied

Atom-Superposition and Electron-Delocalization Molecu-

lar Orbital theory (ASED-MO), a tight-binding QM

approach that resulted in some of the first major steps in

modeling the chemical transformations in electrocatalytic

systems as a function of potential [18, 19]. The models

relied on the association of the position of the d-band of the

electrocatalyst with the applied potential. The model was

later modified to move from a surface description of the

reactivity to describe the reactivity of electrodes based on

reactive centers whereby the potential of the system was

described instead by the ionization potential/electron

affinity of the system undergoing oxidation/reduction,

respectively [20]. More recently they replaced the quali-

tative ASED-MO approach with more accurate ab initio

QM calculations and have used this approach to follow the

various elementary kinetics for simultaneous bond-break-

ing and electron transfer processes [21].

Unfortunately the extension to systems containing [10

atoms is hindered by the collapse of the ionization potential

of the reaction center to the work function of the electrode.

It is therefore difficult to establish the same straight-for-

ward relationship between electrocatalytic transition states

and the applied potential. Since the metal is modeled as a

one or two atom cluster, it cannot explore changes in metal

surface structure or composition. In addition, the limita-

tions in the use of small clusters to represent the electronic

structure of a metal surface are well known.

A second contemporary approach to the modeling of

electrocatalytic processes, particularly those involving

coupled proton and electron transfer steps (i.e., A–H ?
A* + H+ + e-), is to ignore the effect of the potential on

the interfacial chemistry and instead build it strictly into

the thermodynamics of the coupled proton–electron

transfer. The assumption here is that the electron transfer

can be treated separately and that the potential only

influences the electron transfer process. This approach

has been used to examine the dissociation of water on

electrode surfaces [22], as well as to describe O2

reduction on platinum electrodes [23]. Comparison to

methods which more rigorously incorporate electric field

effects at the interface, and the electrochemical potential

at the metal solution interface (the approach adopted in
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this paper), has shown this simple approach to be quite

successful in computing electrocatalytic thermodynamics

for systems in which the reactant and product state do

not show marked differences in the dipole at the metal

solution interface. Under these conditions, the electro-

chemical environment polarizes both the reactant and

product states in a very similar way and thus result in

only small perturbations to reaction processes occurring

at the solution/metal interface of an electrocatalytic

system [24]. However, this method is limited in its

ability to consider elementary processes in which varia-

tions in the interfacial electric field will significantly

alter the electronic structure of the adsorbed species. In

addition, it is unclear how this approach could be used

to analyze the kinetics of systems where electron transfer

is important in the actual bond making or bond breaking

step.

More recently, ab initio molecular dynamics (AIMD)

simulations have been adopted to investigate reaction

mechanisms at charged interfaces [25–27]. Several groups,

for example, have examined the initial reaction of metha-

nol dehydrogenation over platinum. Problems arise,

however, concerning sufficient time-sampling in ab initio

MD simulations. In addition, AIMD simulations are carried

out in a canonical form whereby the number of electrons

and number of atoms is conserved; therefore the electro-

chemical potential is changing as the electronic structure of

the interfacial environment is updated. Additionally, in

most of the reported AIMD studies, the potential at which

the simulations are performed is not quantified, and often

significant amounts of charge are added to motivate elec-

trochemical reactions to occur on the time scale of the

AIMD simulation, causing the electrode potential to be

well outside the range of the actual electrocatalytic

systems.

Herein, we describe an approach developed to model

electrochemical and electrocatalytic systems that maintains

a constant potential across the electrochemical double layer

at the water/metal interface. The metal is treated using a

periodic slab model of the electrode, which thus captures

the ‘‘metallic’’ nature of the surface. The polarization of the

double layer environment is simulated via the introduction

of distributed charge and counter-charge to the unit cell.

Charge-based models for simulating electrochemistry have

typically been challenged by the difficulty in relating

charges to electrochemical potentials. We relate the work-

function of the periodic slab to the applied potential, as has

been well described in classical electrochemical theory. In

the following sections we describe the salient points of the

method in some detail and its application to elementary

processes occurring at fuel cell electrodes to establish the

influence of potential.

3 Computational Methods

In an electrochemical system, chemical reactions ulti-

mately lead to development of an electric field or an

electrochemical potential at the aqueous metal interface.

The field or potential at the electrode–electrolyte interface

subsequently affects the stability of adsorbed reactants,

transition states, and products, thereby altering the ele-

mentary electrocatalytic reaction energies. Herein, the

electronic structure of the metal–water interface is simu-

lated using ab initio density functional theory (DFT)

calculations. All of the calculations reported were carried

out using a periodic plane wave representation of the

electronic structure within the Vienna ab initio Simulation

Package (VASP) developed by Kresse and Hafner [28–30].

The calculations were performed within the generalized

gradient approximation to determine the exchange and

correlation energies. Ultrasoft pseudopotentials were

employed to describe electron–ion interactions [31]. The

metal surface was modeled using super cells comprised of

between 3 and 5 metal layers. The center layer of the slab

was held fixed at the bulk-phase positions while the outer

layers were allowed to relax. Tests comparing 3 and 5 layer

metal slabs found little change on the structural or poten-

tial-dependent behavior of water [32]. Water molecules

were placed between the two metal layers in an ice-like

structure in order to simulate the solution environment. The

surface metal layers, the adsorbates, and the aqueous

interface were optimized for all the structures explored.

Further details concerning the specific k-points, cell size,

and exchange-correlation functionals employed in the DFT

calculations can be found in our previous papers [33, 34].

To reference the potential at the aqueous metal interface

and maintain a constant potential between reactants and

products, we use an approach that we developed previously

and have termed the double reference approach. We only

present some of the important features of the approach here

and refer the interested reader to the details reported in

Refs. [35, 36].

Ideally, the electrochemical double-layer could be

modeled by directly including the electrode, the charge-

compensating electrolyte and the explicit solution phase

water molecules to more fully establish the electronic

structure of the electrified aqueous/metal interface. The

inclusion of an appropriate concentration of supporting

electrolyte and statistical sampling of the various configu-

rations of ion and solvent should produce an accurate

description of the electrochemical double-layer within the

electronic structure calculation. For example, the addition

of a sodium atom near the interface will polarize the

interface because the electron affinity of the metal is

greater than the sodium cation, thereby attracting electrons
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to the metal surface and creating the electrochemical

double-layer. The size of the simulation cell, however,

limits this approach of direct addition of supporting elec-

trolyte. First, the inclusion of the supporting electrolyte

within a small unit cell would lead to unusually high

concentrations and thus makes it difficult to establish a

sufficient solvation shell about the ion. Second, tuning of

the electrode potential in this manner is extremely difficult,

as variations require altering the concentration and position

of the ions in the cell. This will again require computa-

tionally prohibitive unit cell sizes. Furthermore, the

comparison of system energies at varying potential would

be difficult as the number and types of atoms included in

the cell would vary.

The double-reference method instead polarizes the

metal–water interface by altering the number of electrons

included in the simulation cell. Within a periodic unit cell,

the electrode surface is represented as a two-dimensional

slab of metal atoms. Water molecules are then included in

between the repeating metal slabs, as illustrated in Fig. 2.

As the Fermi-level of the metal–water interface is brack-

eted by filled and unfilled electron levels located on the

metal, altering the number of electrons in the unit cell

results in a charging of the electrode surface. The

requirement of charge neutrality within the periodic unit

cell is then met by the addition of a homogeneous back-

ground charge. This creates an electric field across the

metal–water interface. Though the charge-compensating

background charge is unphysical, the environment that it

creates at the interface is nearly identical to that created by

explicit inclusion of ions along the Helmholtz plane [36].

The adsorption behavior and surface reactivity of the

interfacial water as well as any surface adsorbates are then

altered as the result of the variation of the potential across

the interface. The periodic representation of the metal

surface allows for continuous variability in the charge

added to the unit cell and therefore the tunability of the

electrode potential and the interfacial electric field. Frac-

tional numbers of electrons in the periodic cell simply

represent whole charges over a larger number of repeated

cells.

Though the representation of the electrochemical dou-

ble-layer in terms of separated electrode and counter

charges is intuitive, the virtue of the double-reference

method is in the establishment of an internal reference

potential and the ability to determine a system energy that

is independent of the changing number of electrons within

the unit cell. More detailed derivations and discussions of

the assumptions of these methods were previously reported

[36]. The electrode potential generated for a given system

charge is determined by first referencing the uncharged

system potential to the potential of an electron in vacuum.

This is done by inserting a vacuum layer in the center of

the unit cell. Once the electrode potential of the uncharged

system is determined, the potential at the center of the

water layer is used as a second reference potential. This

potential is assumed to remain constant as the system

charge is altered, providing a reference point for the

charged-system electrode potential that can then be ‘‘dou-

ble-referenced’’ to the vacuum potential. The potential of

the electrode relative to vacuum (Uvac), as a function of the

system charge q, is then referenced to the potential of a

normal hydrogen electrode (UNHE) by Eq. 1 [37]:

UNHEðqÞ ¼ �4:8� UvacðqÞ ð1Þ

All of the potential values reported herein are with

reference to the normal hydrogen electrode (NHE).

The total energy of each system must subsequently be

corrected for the interaction of the system with the added

background charge as well as for the difference in the

number of electrons in the charged system. The correction

term is added to the total energy calculated at each charge.

This correction term is calculated from the vacuum refer-

enced potential (Uvac) and the volume averaged

electrostatic potential of the unit cell, \/ [ , as

Fig. 2 Illustration of the periodic unit cell employed with the double-

reference method to determine the potential dependence of a system

free energy. Water molecules are placed between slabs of metal in the

unit cell. The electrochemical double-layer is polarized by adding or

subtracting electrons from the unit cell. This charge segregates to the

electrode surface and a homogeneous background charge is added

across the unit cell. The double-reference method then allows for the

determination of the electrode potential referenced to the potential of

an electron in vacuum and a system free energy independent of the

changing charge. Water molecules at the interface can be replaced

with reactants or products of an electrocatalytic elementary reaction

step, enabling the determination of potential dependent reaction

energies

310 Top Catal (2007) 46:306–319

123



Ecorrection ¼ Uvacqe þ
Z qe

0

\/[ dQ ð2Þ

where qe represents the charge added to the unit cell and Q

represents the integration variable. The first correction term

in Eq. 2 corrects for the change in the number of electrons

in the system whereas the second term removes the energy

of interaction with the background charge. Therefore, for a

given system consisting of the electrode surface, adsor-

bates, and solution, a series of calculations is performed to

determine the optimal structure and energy as a function of

potential. Entropic terms can then be added to generate a

series of points for the system free energy versus potential,

G(UNHE). If the solvation environment remains constant

between two systems, such as a reactant and product state

of an elementary reaction step, then the difference between

the potential dependence of the free energy of the two

systems represents the reaction free energy of the ele-

mentary step:

DGreaction ðUNHEÞ ¼ Gproduct ðUNHEÞ � Greactant ðUNHEÞ
ð3Þ

This approach explicitly assumes that a single, static

solvent structure can produce reaction energies consistent

with the dynamic average structure of a macroscopic sys-

tem. This approximation can be validated by considering

multiple solvent structures, or, alternatively, the same cell

configuration, potential-reference method, and energy

corrections can be employed within a molecular dynamics

simulation of the interface. Therefore, the method can be

scaled to include variations in structure thus enabling larger

systems to be examined as available computational

resources increase. However, as water at the metal inter-

face is known to take on an ice-like structure [17], the

approximation of a locally optimized, ice-like solvent layer

about the adsorbate provides a first approximation to gen-

erate relative energies of species adsorbed at the electrode

surface.

Within a PEMFC or DMFC, redox elementary steps

either produce or consume a proton + electron pair. Due to

the limited size of the unit cell employed, the inclusion of a

proton in the unit cell creates: (1) a pH discontinuity during

the reaction, and (2) an unrealistically low pH (pH \ 0).

Additionally, it is difficult to develop an appropriate sol-

vation shell about the proton in the unit cell. For these

reasons, systems that result in the formation of protons and

electrons are treated by defining a bulk continuum refer-

ence. The protons or electrons removed from the reaction

system are then stored in this continuum reference. The

energies to carry out these processes are then calculated by

standard thermodynamic steps and subsequently added as a

correction to the total free energy. The energy of the proton

and electron pair is determined through referencing to the

normal hydrogen electrode in a manner similar to that used

by Nørskov et al. [23]. This method takes advantage of the

equality of the free energy of a gas phase hydrogen mol-

ecule with that of a proton and an electron at 0 V (NHE).

As the proton generated is taken to have diffused outside

the electrochemical double layer, its energy remains con-

stant with potential and only the free energy of the electron

must be corrected for the varying potential of the half cell.

Therefore, the free energy of a proton and an electron as a

function of potential is given as

Gprotonþelectron ¼ G1=2hydrogenðgasÞ � eUNHE ð4Þ

where e represents the elementary electron charge. Because

the normal hydrogen electrode is defined at a pH of 0, the

reaction free energies reported here are given at pH 0,

though reaction free energies at different pH values are

easily determined by correcting the free energy of the

proton in the continuum reference, as is illustrated in a

subsequent section.

We have previously considered and tested a number of

the approximations made within the application of the

double-reference method. The validation of the potential

and reaction energies determined with the choice as to the

number of metal layers in the slab representation [32] and

size of the water layer was performed [38]. Herein, we

describe the application of this method to the potential

dependence of various different elementary chemical pro-

cesses occurring at a fuel cell electrode. We first use the

approach to examine and compare the electrochemical

activation of water over various metal electrode surfaces.

We subsequently describe its application to electrocatalysis

and illustrate its ability to explain the potential dependence

of the products of methanol oxidation by examining the

relative reaction energies of initial C–H versus O–H bond

activation. The extension to the calculation of potential

dependent activation barriers is illustrated by examining

the influence of alloying Pt with Ru on the barriers for the

oxidation of carbon monoxide to CO2. Finally, we dem-

onstrate the initial application of this approach in

generating design criterion for improved anode composi-

tions for the direct methanol fuel cell. These ideas are

subsequently used to screen various different alloy surfaces

for improved activity.

4 Results and Discussion

4.1 Electrocatalysis of the H2O Dissociation Reaction

on Pd, Cu, Ni, and Pt Electrodes

Many electrochemical reactions of interest, in terms of

practical applicability and fundamental science, are carried

out in aqueous solutions. The fundamental interactions
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between water and an electrode surface are therefore quite

important. It is instructive then to consider the activation of

H2O over an electrode surface as a function of potential

before moving to more complicated electrocatalytic

reactions.

There is a great wealth of information on the adsorption

of water, the surface structures that form and its potential

reactivity over well-defined metal substrates that has been

established in recent years from single crystal surface sci-

ence experiments as well as theory and simulation [39, 40].

Much of our current understanding of aqueous water over

metals derives from fundamental studies carried out in the

vapor phase. There are, however, a number of important

differences that can result in significant changes when

these reactions are carried out in solution. Dielectric

screening, polarization and hydrogen bonding provided by

the aqueous medium can all enhance charge and electron

transfer processes at the interface, and thus promote reac-

tions that proceed via more polar transition states. We have

shown previously that the solution phase can significantly

enhance metal catalyzed surface processes and in some

cases even open up new reaction channels [41, 42]. Fol-

lowing on these efforts, Filhol and Neurock constructed a

model of H2O over Pd(111) based on simulated annealing

of water over the model electrode surface [35]. The

resulting structure, shown if Fig. 3, is comprised of a

hexagonal bilayer near the surface which repeats into the

solution thus taking on a hexagonal ice-like network

throughout the nano-dimensioned periodic simulation cell.

While this is in part due to the necessity for adopting

periodic boundary conditions, it is also a reflection of the

observations made both of UHV water-close-packed-metal

interfaces [43], and those established from numerous sim-

ulations and integral analyses of the electrochemical

interface performed over the past few decades [17].

Filhol and Neurock varied the charge on the electrode

surface in order to observe the systematic changes in water

structure, bond-topology and the electrochemical potential

drop occurring throughout the model water-Pd(111) system

[35]. Water dissociated at two points along the phase dia-

gram. The first was at a potential of 500 mV which

corresponds to the phase transition of water to solution

phase hydroxyl intermediates and an adsorbed hydride

layer. The second transition occurred at a potential of

around 1,100 mV where water reacts to form hydronium

ions and an adsorbed hydroxyl phase. Experiments suggest

that, under similar conditions, the transitions from the

surface-hydride to the surface-water phase and the surface-

water to the surface hydroxide phase occur at 0.4 V and

0.7–0.9 V, respectively. The reactions were shown to be

irreversible upon a reversal of the charge due to the

changes in the solvation shell environment that occur.

Variations from the theoretical predictions are likely due to

the small, finite size of the periodic model: for these cal-

culations a
ffiffiffi
3
p
�

ffiffiffi
3
p

unit cell was used, constraining a

high periodicity of the adsorbate and solvation lattice,

artificially raising the potential required to make the tran-

sition thermodynamically viable. Furthermore, the

activation of water released protons into the lattice, and, in

this early version of the model, no correction was made for

the high acidity produced (a ratio of 1 H3O+ to 6 water

molecules). We now discuss corrections made to this

dilemma in more recent work.

While these were some of the first simulations to fully

treat a metal electrode, an aqueous solution and the reac-

tions between them in a purely first principle QM

framework, various approximations had to be made. We

examine them here and consider their validity. One of the

most important approximations was the assumption that the

solution could be modeled as an optimized water layer at

0 K without introducing the influence of solution dynam-

ics. Some of our previous results were found to be

insensitive to the water dynamics at the surface. While

there are dynamic fluctuations of the water molecules, they

do not appear to affect the overall reaction energies. They

can, however, influence the system potential, especially in

comparing an ice-like layer where the dipole moments for

all of the water molecules are oriented with an aqueous

solution. Second, the formation of OH- (aq) and H+(aq)

ions from the activation of adsorbed water leads to a pH

Fig. 3 The ice-like hexagonal structure of water sandwiched between

the model electrode slabs as utilized as a first-order model for the

electrochemical interface
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discontinuity within the small simulation cell. It would be

of greater advantage in the determination of the electrode

thermodynamics to consider a grand canonical system

where the H+ and OH- ions that form can exchange with

an external reservoir. Finally, the simulation cell adopted

here has a
ffiffiffi
3
p
�

ffiffiffi
3
p

periodicity. This size of the surface

may not be large enough to fully capture the influence of

coadsorbed water which can act to stabilize the interme-

diates and products. The approach taken by Filhol was later

extended by Taylor et al. [44] over Cu(111), and used to

examine a broader range of potentials. A number of these

issues were removed by ultimately using a much larger

3 9 3 unit cell as well as external reservoirs to solvate the

H+/OH- species that form. The results of this study showed

that, as the potential was increased from the potential of

zero charge, water was activated to form surface hydroxide

intermediates followed by a surface oxide layer that formed

at further increases of the potential. At high enough

potentials, the adsorbed oxygen and the surface Cu atoms

exchange places ultimately leading to the dissolution of

solvated Cu2+ ions and a passivating Cu2O overlayer atop

the Cu(111) surface [44].

Subsequent simulations for the electrochemical activa-

tion of water over the metal adopted a grand-canonical

ensemble, in which the energy of the protons used/pro-

duced was incorporated by adding the term lN to the

product system, where l is determined from the energy of a

solvated proton estimated from quantum mechanics and

tabulated experimental ionization and solvation energies.

In this way the pH is maintained at a constant neutral value

throughout the simulations, and variations in pH can be

considered by simply adding NRT ln[H+] to lN. We have

applied this approach to the activation of water over dif-

ferent model metal substrates including Cu(111) [44],

Ni(111) [32], and Pt(111) [24]. Figure 4a, b, for example,

presents the regions of temperature/pH phase-space over

which H2O and its dissociation products are stable over the

ideal (111) surfaces of Cu and Ni respectively. The

agreement with the limited in situ STM observations of OH

overlayer formation over single crystal surfaces is quite

reasonable but not within electrochemical accuracy, which

is on the order of 10 mV or less. For example, the water to

hydroxyl transition over Ni(111) has been observed using

in situ STM [45] and found to coincide with the point (pH

3, -0.16 V). This point lies within the potential region of

surface coverage by hydroxyl predicted in this study. The

potential for complete surface oxidation appears at +0.09 V

(at pH of 3) which is within the predicted region of oxygen

coverage on the Ni(111) surface. Thus while the domain

predictions are correct, the transition points are not precise

when compared to experiment. Future iterations of this

model, involving ensemble averaging and extended mul-

tiscale models, will likely help improve this agreement.

The thermodynamic changes were also related to the

geometric changes that occurred. For example, the bond

length between the oxygen on water and the Cu(111) and

Ni(111) surfaces decreases as the surfaces become more

positively charged. The adsorbed hydrogen, on the other

hand, demonstrates an opposite effect as we move to more

cathodic potentials. This results in a weaker interaction of

hydrogen on Ni(111) yet a stronger interaction for hydro-

gen on Cu(111). The strong chemisorption of atomic

oxygen to the metal surface can act to significantly weaken

the local metal–metal bonds. At higher potentials and more

positive surface change densities, this can enhance the

Fig. 4 Phase diagrams indicating the regions of H, OH, and H2O

stability at the electrochemical interface on (a) Cu(111) at pH 13 and

300 K and (b) Ni(111) over a range of pH. Thermodynamic quantities

at 300 and 600 K are derived from ab initio data (at 0 K) using

standard statistical mechanical approximations. Shading represents

demarcations of surface adsorption phase-space at 300 K, according

to the labeling of each region (O, OH, H). The PW91 GGA exchange-

correlation form was used to solve the electronic structure for Cu and

Pt, whereas RPBE was used for Ni. In all cases a 3 9 3 lattice was

used and 24 water molecules were in the unit cell (23 H2O + 1 OH

after activation)
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place-exchange between the adsorbed oxygen and surface

metal atoms and potentially lead to the synchronous onset

of oxide formation and metal dissolution.

The activation of water can be greatly influenced by the

presence of other surface intermediates. We have shown,

for example, that the coadsorption of CO with water on

Pt(111) can significantly modify the response of local Pt

atoms to the activation of water. The coadsorption of CO

and water on sites directly next to one another shifts the

equilibrium potential for activation of H2O $ OH from

0.79 V (in the absence of CO) to 1.29 V (in the presence of

CO). Analysis of the charge distribution and the adsorption

geometries suggests that the electron withdrawing/electron

donating aspects of OH and CO donation compete to

modify their mutual adsorption thermodynamics and

thereby shift the equilibrium potential between OH and

H2O adsorption [46].

The achievements made in theory and simulation have

made it possible to describe the qualitative electrochemical

reactivity of water over metal substrates and the semi-

quantitative prediction of thermodynamic and geometric

parameters. These results indicated that the application to

electrocatalytic reactions was not only feasible, but a

promising way to explore the sensitivity of reaction

geometries, thermodynamics and potentially kinetics, to

the electrochemical environment, thereby providing a

framework for the determination of potential dependent

redox reaction energy paths.

4.2 Electrocatalytic Mechanisms—Methanol and CO

Oxidation Over Pt and Pt–Ru Alloys

The potential dependent reaction energies for a sequence of

elementary reaction paths involved in the electrooxidation

of methanol to CO were modeled using the double refer-

ence method [33]. The overall reaction energies for the

possible C–H and O–H bond breaking processes were

calculated as a function of potential to establish which

paths would be likely at different operating potentials. At

most of the potentials of interest, the primary path involves

the activation of the methanol C–H bond to form an

adsorbed hydroxymethyl intermediate. The calculations

suggest that the Hydroxymethyl intermediate oxidizes to

form hydroxy methylene on the surface. This species

subsequently forms an adsorbed formyl that oxidizes to

produce an adsorbed CO species.

At potentials greater than 0.5 V, the calculated results

indicate that the activation of the O–H bond becomes more

competitive with C–H bond activation. The resulting

reaction paths, along with the overall reaction energy

diagram for methanol dehydrogenation at 0.5 V over

Pt(111), are illustrated in Fig. 5. The reaction energy for

dehydrogenation of methanol to methoxide (O–H cleav-

age) becomes more favorable as the potential becomes

more positive. Assuming that the reaction barrier for each

step scales with the reaction energy via an Evans–Polanyi

relationship, the relative rate of O–H cleavage would be

expected to increase at more positive potentials. The results

shown in Fig. 5 indicate that the major path at 0.5 V

(depicted in bold and blue) still proceeds through the for-

mation of the surface hydroxyl methyl intermediate which

ultimately goes on to form CO. The minor path leads to the

formation of the formaldehyde intermediate as shown in

the path depicted in italics and red in Fig. 5.

The work described thus far has used the double-refer-

ence method to analyze overall reaction energies for

different elementary reaction steps. We recently extended

this method to calculate potential dependent activation

barriers [34, 47].

The primary path for methanol oxidation produces car-

bon monoxide as a reaction intermediate. The strong

adsorption of the CO surface intermediate that forms

inhibits further surface reactions and thus limits the per-

formance of DMFC anodes [5, 7]. Because of its critical

importance, we examined the elementary steps as well as

the intrinsic kinetics for CO oxidation using the double-

reference method. We calculated the potential dependent

reaction barriers for the coupling of adsorbed carbon

monoxide with hydroxyl or oxygen species over the

Pt(111) surface [34]. Transition states were identified using

the climbing image nudged elastic band method [48-50] in

which the saddle point along the reaction coordinate

between two species is identified. This method requires the

charge of the unit cell to be continuous between reactants

and products. As the charge that produces a given electrode

potential differs with different species adsorbed, the elec-

trode potential is subject to change between reactants and

products, thereby making the assignment of a potential to

the transition state difficult. In the coupling of adsorbed CO

and OH or O intermediates, however, the potential change

between reactants and products is small and the assignment

of the potential of the transition state to that of the reactant

state introduces only a slight approximation. The barrier for

the coupling of a carbon monoxide surface intermediate

with an adsorbed hydroxyl species was found to be sig-

nificantly lower than the barrier associated with the

coupling of CO with adsorbed oxygen, as illustrated in

Fig. 6.

This barrier, put in context of the entire reaction

mechanism, illustrates that the majority of CO oxidation

proceeds through coupling with the hydroxyl surface

intermediate which helps to confirm that adsorbed OH acts

as the oxidant. The barrier for coupling adsorbed CO and

OH over the Pt(111) surface decreases with increasing

potential. The barrier at 0.5 V is close to 0.55 eV and drops
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to approximately 0.25 eV at 1.5 V. This decrease occurs

due to greater stabilization of charge separation at the

transition state, as solvation of the hydroxyl species

polarizes the transition state. This polarization is substan-

tially larger than for coupling with an adsorbed O atom due

to the lesser degree of solvation provided by the single

aqueous layer structure examined. The increased rate

constant for this reaction step contributes together with

a higher surface coverage of adsorbed hydroxyl interme-

diates to increase the rate of CO oxidation at higher

potentials.

In addition to the analysis of CO oxidation over pure

Pt(111), the reaction energies involved in the oxidation of

CO over different Pt–Ru alloy surfaces were also examined

[47]. Platinum–ruthenium alloys demonstrate enhanced CO

tolerance as anode materials for both hydrogen as well as

direct methanol fuel cells. While this enhancement has

been attributed to both ligand and bifunctional effects, the

direct determination of the dependence of oxidation rates

on alloy structure remains a challenge. Figure 7 illustrates

reaction energy diagrams, determined using the double-

reference method, for the oxidation of CO at 0.9 V over

pure Pt(111), Pt2Ru1 over Pt(111), Pt over Ru(0001), and

Pt2Ru1 over Ru(0001). Compared to the pure Pt surface,

the inclusion of Ru atoms in the surface reduces the reac-

tion energy for water oxidation to form surface hydroxyl

species (Fig. 7b). The increase of the CO* + OH* coupling

barrier, however, reduces the rate of CO oxidation, indi-

cating that a pure bifunctional effect it not solely

responsible for the increased rate (Fig. 7b). A Ru substrate

under the Pt surface slightly increases the endothermicity

of water oxidation, but reduces the barrier for the CO +

OH coupling reaction significantly thus allowing for sig-

nificantly improved CO oxidation rates (Fig. 7c).

The combination of the PtRu surface alloy and the

pseudomorphic PtML/Ru overlayer generates the mixed

PtRuML/Ru overlayer system shown in Fig. 7d. The mixed

PtRuML/Ru overlayer results in a decreased reaction energy

for water activation and a coupling barrier lower than the

same overlayer on a Pt substrate (Fig. 7b), indicating that

both bifunctional and ligand effects may combine to
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enhance the rate of CO oxidation. This mixed overlayer

system illustrates the difficulty in assigning the increase in

the CO oxidation rate quantitatively to either of the

bifunctional or ligand effects, as an increased rate at 0.9 V

would be due to a higher coverage of hydroxyl species on

the surface Ru atoms (bifunctional effects) despite the

higher barrier to the coupling step. However, if the elec-

tronic structure of the surface were not altered by the

substrate Ru atoms (ligand effect), the stronger binding of

CO and OH to the surface would significantly increase the

barrier for the CO* + OH* coupling and thereby decrease

the oxidation rate.

4.3 Toward the Design of DMFC Anode Catalysts

The double-reference method has proven to be quite useful

in analyzing potential dependent reaction energies as well

as activation barriers and thus elucidating electrocatalytic

reaction mechanisms. In this section, we explore how

changes in the catalyst composition can alter the elemen-

tary reaction energetics for different elementary steps

occurring at a DMFC anode. The ideality of the model

surfaces and interfaces examined make the quantitative

comparison of the theoretical results with any specific

experiment a challenge. However, if we assume that the

changes in the metal and alloy composition have a signif-

icant influence, we can use the approach to compare

different catalyst compositions and thus recommend pos-

sible surface compositions and structures that may result in

improved electrode performance as compared to a pure Pt

electrode. Regretfully, the need to determine the electronic

structure of the water layer and to consider multiple system

charges to probe the potential dependence requires sub-

stantial computational resources which can limit the

systems that can be analyzed using the double reference

method. With the key reaction steps that determine reac-

tivity and selectivity at different potentials of interest

determined, the catalytic performance can be established

through the use of more approximate models. For example,

the performance of an alloy catalyst for methanol oxidation

over a range of potentials between 0 and 0.8 V-NHE can be

evaluated by examining its ability to carry out important

elementary steps such as the activation of both the C–H and

O–H bonds of methanol, the O–H bond activation of water,

the coupling of coadsorbed CO and OH, and the desorption

of CO, as outlined in the Table 1.

The reaction energies for the relevant reaction steps or

adsorption energies were calculated for a series of different

bimetallic surface alloys using only the gas-phase/metal

interface model and constant system charges between

reactant and product states. The potential dependence of

reaction energies was subsequently determined by relating

the overall surface reaction energies calculated in the vapor

phase to those under electrochemical conditions through a

linear expansion of the Nernst equation as follows:

DGðUÞ ¼ DGðU0Þ þ DqFðU � U0Þ ð5Þ

where U is the electrochemical potential and U0 is the

potential of zero charge.

This approach is similar to that developed by Nørskov

[23, 51] and holds quite well provided that the second order

term in the free energy expansion, which concerns the

changes in the capacitance, is small. The results from this
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Ru(0001) substrate. All energies
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approach have been shown to match those from the double-

reference method [24] well provided that there is not a

significant change in the dipole moment between the

reactant and the product state at the surface nor significant

long-range interactions with the solvent environment. As

only comparisons between different compositions of cata-

lyst were desired, the solvation and dipole–field interaction

terms were not added to the calculation of reaction ener-

gies. The overall reaction energies presented are given at

0.5 V, chosen as a suitable reference for comparing the

performance of various compositions. The results in

Table 2 summarize many of the initial compositions con-

sidered to probe the performance of DMFC anodes. The

values given in italics indicate potentially improved per-

formance of a given composition with respect to the pure

Pt(111) surface. Note that improved performance with

respect to all of these measures may not be necessary in

order to improve the performance of the DMFC anode. For

example, the Pt monolayer over Ru(0001) does not show

an improved ability to activate water, however, the previ-

ous section illustrated that it may show enhanced CO

oxidation rates. These results represent an initial attempt to

identify candidates that may show improved methanol

oxidation kinetics which can be further pursued through

more detailed theoretical calculations or experimental

studies.

Despite the consideration of various overlayer, surface

alloy, and bulk alloy compositions, we were not successful

in locating a binary alloy system with significant promise

for better performance compared to the Pt–Ru alloy. One

encouraging system based on elementary reaction ener-

getics was that for a monolayer of Ir over a Cu(111)

substrate. This system shows an enhancement in both C–H

bond activation and water activation as measured by their

increased overall reaction exothermicity, as well as a

slightly weakened CO binding with respect to pure Pt(111)

or Ir(111). However, this system likely fails the final cri-

teria, the stability of the overlayer system, which was not

evaluated herein. While Pt–Ru alloys show encouraging

cooperative effects whether the Ru is in the surface or

subsurface, including Cu in an Ir(111) surface would likely

lead to a decrease in performance of the DMFC anode, as

the CO binding would increase with respect to pure Ir(111).

On moving to ternary alloys, however, the identification

of promising anode compositions was more successful. As

an example, the ternary PtRuAu surface alloy supported on

the Ru(0001) surface is included in Table 2. This surface,

while slightly less favorable for dehydrogenation than Pt

alone, significantly increases CO tolerance with respect to

Pt or Pt–Ru alloys The CO binding energy is reduced and

the CO* + OH* coupling reaction is substantially more

exothermic compared to pure Pt(111) or a Pt ML over

Ru(0001). This would likely lead to a significantly reduced

barrier to the important CO* + OH* coupling step, iden-

tified as an important parameter for CO tolerance in the

previous section. Finally, both Pt and Au may be expected

to segregate to the surface of this ternary alloy system,

though investigation of this factor was not completed.

Though these results are far from conclusive on the

improvement this composition may bring to anode per-

formance, they provide an example of how ab initio QM

methods can be used to provide fundamental understanding

of the electrochemical system and aid in suggesting new

electrode compositions for improved catalytic perfor-

mance. A complicating factor not considered in our

calculations is the possibility that the individual metals

may prefer to phase segregate in the surface layer.

Experimental investigations are currently underway to

evaluate whether this ternary alloy can be synthesized in a

manner that provides for the successful trade-off of dehy-

drogenation activity for increased CO tolerance to improve

the DMFC anode performance.

5 Summary

The double-reference method described herein provides a

formalism by which ab initio QM calculations can be used

to probe the elementary reaction energetics that dictate the

performance of electrode materials. The approach was also

Table 1 Design criteria of an improved methanol fuel cell anode and reaction energy measurements used to evaluate performance

DMFC anode property Elementary energy measurement

Preferentially break C–H versus O–H bonds of the methanol reactant, leading to a

greater selectivity for oxidation through carbon monoxide rather than partial oxidation

to formaldehyde

DErxn CH3OH ? CH2OH + H+ + e- compared to

DErxn CH3OH ? CH3O + H+ + e-

Provide for a rate of methanol oxidation to CO similar to that of pure Pt DErxn CH3OH ? CH2OH + H+ + e-

Reduce the binding energy of CO with respect to pure Pt DEads COgas ? COads

Provide sites for the activation of water to adsorbed hydroxyl species, while balancing

the reaction energy for coupling of CO and OH

DErxn H2O ? OH + H+ + e-

DErxn CO + OH ? CO2 gas + H + + e-

Remain stable as a surface ensemble under electrode operating conditions Not currently evaluated
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used to simulate the electrochemical activation of water

over various metal surfaces, thus helping to validate the

ability of these methods to provide reasonable quantitative

information for the potential dependent behavior of dif-

ferent surface redox reactions. The double reference

method was subsequently used to follow the reaction

energies for the dehydrogenation steps involved in meth-

anol oxidation over Pt(111) and provide mechanistic

insights into the factors which control the primary path-

ways that lead to carbon monoxide and secondary paths

responsible for formaldehyde production at higher poten-

tials. Further determination of potential-dependent reaction

energies and activation barriers for the elementary steps of

CO oxidation over Pt–Ru alloys illustrated the role of alloy

structure in enabling both ligand and bifunctional effects to

increase the rate of CO oxidation. Finally, the insights

gained from the application of the double-reference method

were used to probe the design of improved anode compo-

sitions for methanol oxidation. Future work will extend the

method to establish a more complete model of the reaction

environment including the influence of surface structure

and composition, coverage effects, metal-support effects

and the influence of the polymer electrolyte.
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