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Abstract
Fluid mechanics simulation of steady state flow in complex geometries has many applica-
tions, from the micro-scale (cell membranes, filters, rocks) to macro-scale (groundwater, 
hydrocarbon reservoirs, and geothermal) and beyond. Direct simulation of steady state flow 
in such porous media requires significant computational resources to solve within reason-
able timeframes. This study outlines an integrated method combining predictions of fluid 
flow (fast, limited accuracy) with direct flow simulation (slow, high accuracy) is outlined 
that reduces computation time by an order of magnitude without loss of accuracy. A con-
volutional neural network (CNNs) is trained with various configurations on simulations in 
2D and 3D porous media to estimate steady state velocity fields. Permeability estimation 
(as an average of the field) is accurate, but the velocity fields themselves are error prone, 
unsuitable for further transport studies. This estimate can either be used as an indicative 
prediction, or as initial conditions in direct simulation to reach a fully accurate result in a 
fraction of the compute time. Using Deep Learning predictions (or potentially any other 
approximation method) to accelerate flow simulation to steady state in complex structures 
shows promise as a technique to push the boundaries fluid flow modelling.

Article Highlights

•	 Steady State velocity fields predicted in 2D and 3D using CNNs
•	 Permeability estimation with predicted fields over 95% accurate in most cases
•	 Fine scale velocity field prediction is error-prone, limited by CNN performance
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•	 Fast, low accuracy CNN prediction is combined with slow, high accuracy simula-
tion

•	 Accelerated technique produces fully accurate results in 10x less time

Keywords  Porous media · Convolutional neural networks · Flow simulation · Steady state · 
Fluid mechanics

1  Introduction

The flow of fluid within the void space of porous structures is a physical phenomenon that 
is pervasive in its occurrence, with applications in catalysis (Keil and Rieckmann 1994), 
groundwater hydrogeology, oil and gas extraction, environmental waste management (Fen-
wick and Blunt 1998; Hilpert and Miller 2001; Blunt et  al. 2002; Culligan et  al. 2006; 
Mostaghimi and Mahani 2010; Mostaghimi et al. 2016; Blunt 2017), carbon capture stor-
age (Blunt et al. 2013), natural and biological membranes (Gruber et al. 2011), and medi-
cal applications (Khanafer et  al. 2012). These examples highlight the need to accurately 
capture the physics of fluid flow within porous media.

Direct flow simulation by solving the Navier–Stokes equation (NVE) explicitly offers 
the highest level of accuracy with the finest degree of detail, projecting directly into the 
domain. This can be performed by finite method solutions of the NVE (White et al. 2006; 
Sun et al. 2010; Mahbub et al. 2020), or by Lattice Boltzmann Methods (LBM) that also 
solve the NVE (McClure et al. 2014; Wang et al. 2020). These techniques require signifi-
cant compute time and memory. The computational issues with these methods arise due 
to them being (a) time-dependent, and/or (b) nonlinear/iterative. LBM is time-dependent, 
NVE is both time-dependent and nonlinear, and the simplified steady state stokes equation 
(Mostaghimi et al. 2013) is iterative. In this study the term ”steady-state” refers to the point 
in which flow simulation converges such that time-stepping and/or iterations become static. 
Furthermore, in porous media where steady state solutions are sought after, the conver-
gence rate of direct flow simulation to these steady state conditions is also dependent on 
the geometric complexity of the porous media.

From steady state flow simulation in porous media, velocity fields provide necessary 
information for the determination of critical parameters and phenomena. Of particular 
interest in this study are (a) the permeability, obtained from averaging the velocity fields, 
and b) the solute transport profile, a fine-scale value obtained by further simulation on top 
of the velocity fields. Permeability describes the average flow potential of a porous media, 
an intrinsic property of the geometry that dictates the relationship between flow and pres-
sure, proportional to the average velocity within the system. It is used in the upscaling 
of the NVE in the pore-scale (typically in the mm to μm range), to core-scale (cm) and 
reservoir-scale (m) flow equations based on Darcy’s Law. As a bulk property, permeability 
is relatively insensitive to minor errors and approximations in the velocity field, evident 
in the reasonable accuracy achieved by Pore Network Models (PNM) (Blunt et al. 2002; 
Dong et  al. 2008; Rabbani and Babaei 2019) and semi-analytical solvers (SAS) (Chung 
et  al. 2019; Wang et  al. 2019, 2020; Torskaya et  al. 2014; Shabro et  al. 2012) that esti-
mate flow using geometric simplifications. However, the actual fine-scale velocity fields in 
the principle axes are also important in these applications, for example, to characterise the 
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transport of solute within the fluids (Mostaghimi et al. 2016; Liu et al. 2017, 2018; Liu and 
Mostaghimi 2017).

1.1 � Related Work

In the specific task of predicting fluid flow and fluid flow properties in porous media, 
CNNs have been applied to reasonable success but all have suffered from a loss in accu-
racy, rendering them acceptable for rough estimation only (Wang et al. 2021). These can be 
categorised into a) the prediction of bulk properties by Regression, and b) the prediction of 
fine-scale fields by image-to-image translation.

The regression of physical properties and fluid flow properties in porous media has 
focused on using machine learning and has found success in the prediction of porous media 
properties (Sudakov et  al. 2019; Erofeev et  al. 2019; Alqahtani et  al. 2020, 2021; Kam-
rava et al. 2019; Rabbani and Babaei 2019; Ahmadi et al. 2013; Tian et al. 2020), includ-
ing flow, permeability, porosity, surface area, and other morphological parameters. These 
methods have shown acceptable accuracy competitive with traditional approximation tech-
niques for a fraction of the computational cost. This is because the prediction of bulk prop-
erties lends itself reasonably well to approximation, with parameters such as the perme-
ability naturally incurring uncertainty in its measurement (Chappell and Lancaster 2007).

Prediction of fine-scale fields have been applied to predict velocity fields in a number 
of different applications, including Magnetohydrodynamics (Van Oort et al. 2019), Darcy-
scale Reservoir Simulation (Wang and Lin 2020), steady state flow in simple geometries 
(Guo et  al. 2016) and PNMs (Rabbani and Babaei 2019), and steady state flow in 3D 
porous media (Santos et al. 2020). In some cases, the network is trained to simply advance 
a simulation forward (Hennigh 2017; Wang and Lin 2020), while in others, the steady state 
scalar fields are predicted in a single pass of the network (Santos et al. 2020; Guo et al. 
2016; Jin et al. 2018). The accuracy achieved in these examples has been shown to be quite 
high in cases of simple geometries such as vehicle profiles and single objects with simple 
geometries, though visual discrepancies in the form of noise and velocity profile errors are 
common. In the few cases studying porous media, the influence that the geometric com-
plexity of the domain (porous or otherwise) has on the accuracy of the network is underex-
plored. Furthermore, while accuracies are reported as high in terms of the standard pixel/
voxelwise measures, the permeability accuracy, and visual comparison, the true usability 
of these velocity fields for anything more than a visual approximation remains an open 
question. In cases where the velocity field is predicted as a scalar field, this is more-so the 
case (Santos et  al. 2020). If the network predicts timesteps, errors in the predictions are 
likely to build up if not corrected for in some manner (Wang and Lin 2020), while net-
works trained to directly predict the steady state configuration from only geometric data 
are prone to higher errors simply due to the extra complexity of the mapping (Santos et al. 
2020). These errors may be acceptable when evaluating bulk properties such as the perme-
ability, but may significantly impact usefulness of these predictions if the fine-scale detail 
is required. In this sense, predictive methods that fall back on the original direct algorithm 
in a self correcting manner are most effective in preserving accuracy while improving effi-
ciency (Hennigh 2017; Wang et al. 2020). In the realm of fluid flow in any media of any 
geometry, solute transport phenomena is one of the most critical simulations that is influ-
enced by the accuracy of the underlying velocity field.

An important aspect to emphasise in this study is the use of feature maps as a part 
of the input to the network, which is known as Feature Engineering (using encoded 
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features maps as input). In the case of velocity field estimation, feature engineering 
has shown good results when the trained network is utilised in a patch-based method 
of prediction (Santos et  al. 2020) despite each patch having no explicit data regard-
ing the geometry of other regions of the domain. Also, the simple existence of mul-
tiple possible flow paths is difficult for a CNN to handle. In the context of velocity 
field estimation, this local-to-global problem when applying patch-based methods by 
its nature requires some form of information, in this case, the time-of-flight (TOF) 
(Hassouna and Farag 2007), which is analogous to the local tortuosity of the geometry 
(Øren and Bakke 2002). Without this information, networks trained to predict velocity 
fields must always be utilised in their global format, which while facilitated by design-
ing the CNN to be fully convolutional (able to be used on any size), can incur higher 
than acceptable computational cost during prediction. On the other hand, it should be 
mentioned that calculation of the TOF using the Efficient Fast Marching method scales 
less favourably to the calculation of the SAS flow approximation or the calculation of 
Laplace tortuosity (which utilise the exact same discrete mathematics). Both of these 
Laplace methods scale O[N] linearly (Chung et al. 2019; Øren and Bakke 2002) com-
pared to TOF which scales O[NlogN] (Hassouna and Farag 2007). In this case, the 
SAS Laplace Flow approximation would be the best option as it provides a close, fine-
scale approximation to the velocity fields (Shabro et al. 2012; Chung et al. 2019). The 
problem therein lies, if SAS approximations are already quite good, the CNN plays an 
increasingly lesser role in translating input to output. In the most effective layout, the 
SAS approximation being transformed to the true LBM approximation is likely the 
best approach from a Feature Engineering perspective. Since this study also introduces 
an acceleration procedure for correcting errors in approximated velocity fields, it can 
also be argued that an SAS approximation can be directly corrected by the acceleration 
procedure used in this study.

This study focuses on determining and surpassing limitations in accuracy achiev-
able by end-to-end CNN based image-to-image translation networks on the problem 
of predicting velocity fields in all principal axes. Specifically, the permeability accu-
racy and the solute transport accuracy are examined, as one is insensitive to fine-scale 
fluctuations while the other is highly susceptible. These errors that occur due to the 
minimisation problem are then corrected for by an accelerated direct simulation using 
these approximations as input. Porous media is generated in 2D and 3D using cor-
related fields, and the steady state velocity fields are obtained by Multiple Relaxation 
Time Lattice Boltzmann Method (MRT-LBM) simulations (McClure et al. 2014). The 
networks are trained first in an end-to-end format, with only the binary geometry trans-
forming to the predicted velocity field. This is followed by modifications to the input 
as a euclidean distance map, the addition of a custom mass conservation function, the 
removal of biases, and alterations to the aspect ratio of the network (by inversely vary-
ing the convolutional filters and kernels). The network achieves an accurate estimate 
of the steady state velocity fields, measured by permeability and L2 error. Network 
accuracy is shown to be dependent primarily on the tortuosity (geometric complexity) 
of the domain. Permeability estimation from these predicted fields reaches over 90% 
accuracy for 80% of cases, but fine-scale velocity fields are error prone when used for 
solute transport simulation. Using the predicted velocity fields as initial conditions is 
shown to accelerate direct flow simulation to steady state conditions with an order of 
magnitude less compute time. Using Deep Learning to accelerate flow simulation to 
steady state in complex pore structures shows promise as a technique push the bounda-
ries fluid flow modelling.
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2 � Materials and Methods

2.1 � Datasets

To generalise the findings in this study, porous media is generated in a manner resulting in 
a uniform distribution of geometric complexities. 10,000 2D correlated fields are generated 
stochastically, which emulates the internal structure of porous media (Liu and Mostaghimi 
2017). These correlated fields are generated in a similar fashion to other such synthetically 
generated procedures. The algorithm follows a process that involves (1) generating a ran-
dom field of uniformly distributed numbers, (2) applying a Gaussian blurring kernel to the 
field with a kernel size (or correlation length) chosen in relation to the desired pore chan-
nel size, (3) transforming the field into a uniform distribution ∈ [0, 1] , and (4) selecting a 
threshold value to segment the image. In the case of this dataset, 256 × 256 domains are 
generated with a correlation length between 8 and 64, whereby the segmentation threshold 
T is chosen as the first value Ti that allows the domain to be connected from the prescribed 
inlet to outlet plus a small value � to allow reasonably sized minimum throat diameters in 
the generated domains. In this dataset, this value � is equal to 0.03. Some examples are 
shown in Fig. 1. Overall, the dataset is designed to represent a diverse array of geometries, 
ranging from simple wide channels to tight, complex flow paths. The permeability distribu-
tion of the entire dataset spans 5 orders of magnitude.

In 3D applications, the simulation domain can exceed 10003 voxels, which is outside the 
feasible realm of Deep Learning, which requires relatively smaller domain sizes to main-
tain fast iterations during the training process. Typically, volumes smaller than 1003 are used 
for training 3D networks (Wang et al. 2020; Santos et al. 2020; Guo et al. 2016; Wang et al. 
2020), since GPUs are limited in available memory, and computational cost scales poorly in 
3D. For reference, training the Resnet-like network on a batch size of 4–8 × 64 × 64 × 64 will 
fit inside 8 GB of GPU memory (Alqahtani et al. 2021), which scales poorly to other GPUs. 
An Nvidia RTX Titan contains 24 GB of memory, while a Quadro RTX 8000 contains 48 GB 

Fig. 1   Example 2D and 3D images of porous media generated from correlated fields with varying correla-
tion length, and the Euclidean Distance Transform
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of memory. Doubling the domain size to 128 × 128 × 128 for the same network would incur 
64 GB of memory on a single GPU. Even a single 2563 batch image would not fit on a single 
GPU. To circumvent this, patch based learning can be applied (Santos et al. 2020), or a fully 
convolutional network can be trained, allowing the network to be used on domains of arbitrary 
size, or distributed training on GPU clusters can be performed (though the size would then 
be limited based on a batch size of 1). In this case, 1000 3D images of segmented correlated 
fields of size 1283 are also generated for 3D neural network training, using the same methodol-
ogy as the generation of 2D porous media.

All datasets are generated with both a binary image as input as well as the Euclidean Dis-
tance Transform (EDT) of the pore space. Major factors that influence flow fields such as (a) 
number of connected flow paths, (b) overall tortuosity, and (c) minimum throat radius have 
significant effects on simulation time and stability. Of these parameters, the minimum throat 
radius is the predominant factor that causes numerical instability and small time-stepping, 
resulting in slow computation towards steady state conditions. There are numerous exam-
ples within this dataset of tortuous and tight domains where the principal flow path contains 
a throat with 3–5 voxels in diameter, causing a significant increase in simulation time. One 
of the objectives of CNN based velocity field estimation is the bypassing of the need for long 
computation times in domains with restrictive minimum pore throats. Training, Validation, 
and testing ratios are split in the 8:1:1 convention.

2.2 � Flow Simulation by the Lattice Boltzmann Method

Flow within the pore space is calculated by the Lattice Boltzmann Method (LBM) using a 
Multi-Relaxation Time (MRT) scheme in D3Q19 quadrature space (Wang et al. 2020). LBM 
reformulates the Navier-Stokes Equations (NVE) by numerically estimating the resulting con-
tinuum mechanics from underlying kinetic theory. The kinetics of a bulk collection of particles 
within a control volume is estimated with a vector velocity space �q and velocity distributions 
fq . For each velocity space vector �q , the velocity component in the specified direction is given 
by fq . In 2D, q = 9 and in 3D, q = 19. Using these concepts, an equation can be constructed 
that details the development of fluid transport. In particular, the momentum transport equation 
at location xi over a timestep �t takes the form in Eq. 1 that relies on a collision operation J 
which recovers the Navier Stokes Equation, and outlined in detail in (McClure et al. 2014):

Single phase flow is simulated within the pore space of the segmented test samples until 
steady state conditions are reached. This is measured by tracking changes to the sample 
permeability K by Eq. 2:

where � is the kinematic viscosity, v̄ is the mean velocity within the bulk domain, L is the 
length of the sample in the direction of flow, and ΔP is the pressure difference between the 
inlet and outlet. The permeability of any given porous media is a constant value at steady 
state conditions, when the velocity fields and the pressure fields become time-static. In this 
case, simulations are run until the change in permeability over 1000 LBM timesteps 
|Kt+Δt−Kt

Kt

|Δt=1000 is less than 10−5 , which is consistent with the conditions used in Wang et al. 
(2021). All samples are simulated with a constant pressure drop between the inlet and 

(1)fq(xi + �q�t, t + �t) = fq(xi, t) + J(xi, t)

(2)K =
𝜇v̄L

ΔPx
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outlet in the z direction, set such that the mean pressure gradient is 1e−5 
( Pinlet − Poutlet = 10−5 × Nz ), and no-slip wall boundary conditions vwall = 0 are imposed 
along the other sides to avoid geometric inconsistencies associated with periodic boundary 
conditions. This no-slip condition is imposed using the LBM bounce-back rule. As LBM is 
used for generating ground truth flow fields, the units used throughout this study refer to 
lattice units. All LBM simulations were run using an MRT scheme (McClure et al. 2014) 
with a relaxation time of 0.7.

While this study is performed using lattice units, it is singularly important to ensure that 
the flow regime is representative of porous media. This ensures that the non-dimensional-
isation of LBM results in solutions that are physically accurate for flow in porous media. 
Flow in porous media is characterised by the Reynolds Number Re = vL

�
 as Re ≪ 1 , and 

the kinematic viscosity � is related to the relaxation time � by � =
�−0.5

3
 . The characteristic 

length L is related to the correlation length (local/mean pore diameter), and the velocity v 
in these simulations ranges from 1e−3 to 1e−5. As such, it is reasonable to assume that 
these LBM simulations are representative of Stokes-regime flow in porous media.

The velocity fields are used as ground truth output during training. In 2D, this takes the 
form of a tensor measuring (Nx,Ny, 2) , and in 3D, a tensor measuring (Nx,Ny,Nz, 3) . Since 
this is a study on porous media permeability and steady state velocity fields, the pressure 
gradient must be set low enough for the flow regime to be laminar, Stokes flow. This is 
the base assumption for permeability calculations in porous media. Using a lower pressure 
gradient would not cause any material changes in prediction, while using a higher pres-
sure gradient can cause non-Darcy turbulent effects, which would alter the results (Hen-
nigh 2017).

2.3 � Neural Network Architecture

Deep Learning is essentially an optimisation (minimisation) problem, in many ways analo-
gous to the familiar and simple root finding problem solved with Newton–Raphson itera-
tion. The major difference is the number of parameters, which typically range in the mil-
lions. Naturally, more complex techniques are required to ”train” (read: optimise) a neural 
network, primarily back propagation (Goodfellow et  al. 2016) to determine derivatives, 
and stochastic adaptive momentum gradient descent algorithms (Goodfellow et al. 2016; 
Kingma and Ba 2014) to identify local minima.

The network formulated for the task of predicting steady state velocity fields takes the 
form of a U-Net structure (Ronneberger et al. 2015) that contains gated convolutional layers 
and concatenated activations within residual blocks situated at each node along the U-Net 
structure. The design is adapted as a combination of features from PixelCNN++ (Salimans 
et al. 2017) and from the relatively simple implementation for the purpose of flow field pre-
diction in simple geometries (Guo et al. 2016). Instead of the usual ResNet-style residual 
block in each section of the network (which consists of a pair of conv+batchNorm+reLU 
modules), after the initial convolution at the start of each block, a gated convolution is 
performed, followed by a skip connection that adds the average-pool into itself. The gated 
convolution simply consists of (1) convolution with twice the filter number, (2) splitting 
the output into 2 parts along the filter dimension, (3) applying logistical activation to one 
of the parts, and (4) multiplying the parts together.

In each level of the descending portion of the U-Net structure, this set of operations 
is repeated twice, once with a stride of 1, and again with a stride of 2. The outputs 
from each level are skip connected with the ascending portions of the structure, which 
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consists of transposed convolutions with a stride of 2 followed by one instance of the 
residual block. The connection is preceded by a fully connected layer that operates only 
on the filter dimension (a network-in-network), preserving the fully convolutional struc-
ture of the network.

Notationally, this CNN ( GCNN ) takes in inputs � which are either the binary grain-
pore space �binary or the Euclidean Distance Transform of the binary space �EDT . The 
CNN performs a series of nonlinear operations on the data described by the layer-
by-layer structure in the previous paragraphs, and in Fig.  2. The output � from this 
takes the from of velocity vector data. In 2D, this takes the form of a tensor measuring 
(Nx,Ny, 2) , and in 3D, a tensor measuring (Nx,Ny,Nz, 3) . Overall, the CNN thus operates 
under the relationship �CNN = GCNN(Xbinary,EDT) . In order for the network to perform 
predictions with any degree of accuracy, the underlying nonlinear operations must be 
”trained” (read: optimised). This is done by an iterative process that minimises the dif-
ference between the CNN output �CNN and the real LBM solution �LBM . This difference 
between �CNN and �LBM is calculated by a loss function fgloss . Thus, the CNN training 
process is notationally: GCNN → min(fgloss(YLBM,GCNN(Xbinary,EDT))) . Once trained, any 
new, unseen input � of the same type as the training input data (in this case, correlated 
porous media images) can be passed through the CNN to produce a prediction.

Due to the presence of significant regions of sparsity in solid voxels (up to 90%) 
where both inputs and outputs equal zero, network biases are disabled in the final con-
figuration. This effect is tested in later sections, and shows marked improvement, as the 
mapping from the Euclidean Distance Transform (EDT) to the velocity vector space can 
be mapped multiplicatively.

In the configuration with a base kernel size of 4 and a base filter size of 32, the 
total number of trainable parameters is 75M. The learning rate decayed during training 
from 1e−5 to 1e−8, and the Adam optimiser is used (Kingma and Ba 2014). The net-
work architecture is tested under different configurations of kernel and filter sizes, out-
lined in subsequent sections. The original binary geometry, or the Euclidean Distance 
Map is also used as input, and custom physics-based loss functions are used. Other 
types of feature maps can be added as extra input channels, such as the tortuosity field, 

Fig. 2   Architecture of the Gated U-Net based on PixelCNN++. The U-Net structure is preserved, and gated 
convolutions are added to each block. A network-in-network layer is also applied before skip connections 
are applied



57ML-LBM: Predicting and Accelerating Steady State Flow Simulation…

1 3

time-of-flight, Local Distance Maximum and though they are mentioned and discussed, 
are not directly explored in this study.

2.4 � Loss Functions and Accuracy Measures

In terms of training the network, the primary loss function used is the Mean Squared Error, 
or the L2 loss between the real field Fr and the predicted field Fp over all pixels/voxels i, 
shown as Eq.  3. Since velocity fields follow a roughly log-normal distribution, sparsely 
occurring large magnitude velocity values that significantly contribute to mass flux are 
emphasised during training. Alternatively, one might choose to train such a problem with 
the Mean Absolute Error, or the L1 loss, as it better accounts for intermediate and small 
velocity vectors. In this study, the L2 error is chosen as it reduces the largest pixelwise 
errors faster.

In the prediction of velocity fields during steady state flow, a pixelwise loss such as the L2 
loss does not explicitly enforce any underlying physics. In order to improve the physical 
accuracy of the predicted fields, a mass conservation loss is applied. This mass conserva-
tion loss Lcons is calculated as the mean squared error of all flow rate profiles between the 
real and predicted field. The flow rate profile qn=x,y,z is calculated for each direction x, y, z 
by the summation of the cross-sectional velocities multiplied by the voxel area (in this case 
12 lattice unit). Thus, an expression for q in the directions x, y, z at the location x, y, z = i, 
j, k is:

For example, in 2D, the flow rate q along the X axis consists of the perpendicular compo-
nent qx , calculated by the sum of all velocity vectors in each X slice, summed along the Y 
axis, and similarly for qy . Thus, for a tensorfield of n dimensions, the mass conservation 
loss is given by Eq. 7

where N is the length of the domain in the principal direction of flow expressed in voxels. 
It should be noted that a mass conservation loss function can alternatively be defined using 
a pixelwise method, which is similar to a gradient loss function. While the use of a cross-
sectional flow-based conservation loss function is observed to be more stable (training can 
converge with only the Lcons active), this is not further explored in this study, and the incre-
mental accuracy improvements are used as-is.

(3)L2Loss =

∑
i(Fri

− Fpi
)2

∑
i i

(4)qx|x=i =
∑

y

∑

z

vx
||i,y,z

(5)qy|y=j =
∑

x

∑

z

vy
||x,j,z
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x
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y
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�
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i(qnr − qnp )
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During testing, as a measurement of mass conservation, the summation L1 version 
of the mass conservation loss is used, and can be interpreted as the Scaled Total Abso-
lute Flow Error (STAFE), given by Eq. 8

where N is the principal direction of flow. Traditionally, porous media flow characteristics 
at steady state is expressed by the permeability, given by Eq. 2, and the permeability error 
between the ground truth LBM permeability KLBM and the CNN predicted permeability 
KCNN can be simply calculated as Eq. 9

While not a measure of loss or accuracy, the tortuosity of a pore space can provide valuable 
quantitative information regarding the geometric complexity of the domain. The tortuosity 
can be obtained by solving the Poisson Equation within the pore space of the domain (Øren 
and Bakke 2002) with Dirichlet boundary conditions along the inlet and outlet of 1 and 
0, respectively, and calculating the root-mean-square of the divergence field. This process 
is a simplification of a similar procedure to estimate fluid flow in porous media using the 
Laplace Equation (Chung et al. 2019), and incurs a similar computational cost when solved 
using Finite Methods with the Algebraic Multi-Grid approach.

The tortuosity of a domain is calculated as:

where a is the tortuosity, and v is calculated as:

and P is the solution to the elliptical partial differential equation:

Dirichlet boundary conditions of P = 1 at the inlet and P = 0 at the outlet are imposed.

2.5 � Accelerating Simulation to Steady State

The minimisation problem of Deep Learning is a natural restriction to the ultimate 
degree of accuracy that can be obtained from predictions using neural networks. As 
such, it is prudent to couple together such soft computing techniques with their rigid 
counterparts. As such, predicted velocity fields can be used as initial/restart condi-
tions in LBM to accelerate the simulation to its steady state configuration. If the errors 
associated with pressure fields (which are also predicted during training or by training 
a separate pressure prediction network) and velocity fields are reasonably small and 
well distributed, then the propagation of error waves within the initialised simulation 
domain relaxes quickly to the steady state condition compared to an initialisation of a 
constant field.

(8)LSTAFE =
�

n

∑
i �qnr − qnp �∑
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�
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(10)a = v̄

(11)v = −∇P

(12)−∇ ⋅ (∇P) = 0
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3 � Results

In the following sections, it is found that an optimal network configuration is one with as 
wide a kernel as possible, and that geometric complexity plays a significant role in esti-
mation accuracy. Bulk properties as expected, were well predicted, but fine-scale velocity 
fields are inaccurate and unsuitable for use. By coupling these network based estimates to 
a direct simulator, the fully accurate steady state result is obtained in a fraction of the com-
pute time.

Training and testing was performed on Nvidia Titan RTX GPUs, and training time for 
2D and 3D networks ranged in the 2 day mark.

3.1 � Optimal Network Configuration

In 2D, by varying the kernel size and filter numbers inversely to each other, the network 
architecture retains the same number of trainable parameters, in this case 76M. Increas-
ing the total number of trainable parameters would likely also result in increased perfor-
mance by brute force, but this study aims to investigate the performance while keeping effi-
ciency in mind. Configurations of K4N32 (Kernel Size = 4, Base Number of Filters = 32), 
K8N16, and K16N8 are tested on 2000 correlated fields with varying correlation lengths. 
It should be noted also, that a K32N4 configuration suffered from stability issues during 
training, likely due to poor numerical scaling from the larger set of kernel weights, setting 
K16N8 as the upper limit on kernel size. The resulting error is calculated using the pixel-
wise MSE, the permeability error, and the scaled total absolute flow error (STAFE). The 
overall accuracies achieved shown in Fig.  3, presented as individually sorted graphs for 
the different configurations show that the K16N8 configuration performs best based on all 
accuracy metrics.

Next, using the K16N8 configuration, input domains are converted from their binary 
solid-pore representation to the EDT of the pore space. Similarly, the mass conservation 
loss function Eq.  7 is also applied to training, and finally, biases are removed from the 
network. It is important to explicitly mention at this point, that ”Biases” refers to the off-
set term b within the CNN layers, which would normally perform the linear operation 
y  = ax  + b. By making these alterations, performance is further improved as shown in 
Fig. 3.

The kernel size plays a far more important role in velocity field prediction than the filter 
depth, which is a reflection of the manner in which velocity profiles develop in the pore 
space as a relation to the surrounding wall geometry. The wider the kernel, the more of 
this influence-at-a-distance is captured. The further use of EDT, mass conservation loss, 
and removal of biases all contribute towards improving the accuracy of the network when 
measured by metrics that are sensitive to the fine-scale accuracy such as the STAFE. These 
modifications to the network do not appear to significantly affect the CNN predicted per-
meability, as it tends to average out these errors.

To illustrate the improvements achieved by these modifications to the network, visual 
comparisons of the difference map between the predicted velocity fields and the real LBM 
velocity fields are shown in Fig. 4. Plots of the perpendicular mass flux are also shown, and 
it can be seen that the improvement in accuracy is consistent with trends shown in previous 
Fig. 3. In these plots, shown in later Figs. 4 and 7, the velocity fields magnitudes are plot-
ted as vmag =

√
v2
x
+ v2

y
+ v2

z
 , and flow rates are calculated in each direction as per Eqs. 4, 
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5, and 6. K refers to the permeability as calculated by Eq. 2, and MeanQ refers to the aver-
age value of Flow Y.

Visually, difference maps show that most errors occur in regions of high velocity, while 
plots of the cross-sectional mass flux show that, on a slice-by-slice basis, errors manifest 
as undifferentiable jumps and cusps in the flow profile. This difference between smooth 
ground truth flux profiles and the jagged CNN predictions in some cases (sub-optimal net-
work/geometric complexity) could possibly be reduced using a total variational loss func-
tion (You et al. 2018). While the overall permeability error is low and the velocity fields 

Fig. 3   Top: Sorted plots of the accuracy achieved by Gated U-ResNet under different configurations of ker-
nel and filter sizes. The best accuracies achieved over the testing dataset are generated by the K16N8 con-
figuration, reflecting the relatively far influence that wall geometry has on velocity field prediction. Bottom: 
same, but further showing the improvement obtained from altering the input, loss function, and network 
weights



61ML-LBM: Predicting and Accelerating Steady State Flow Simulation…

1 3

difference maps suggest a low visual error, the flow rate errors are an indication that the 
individual voxelwise velocities are misaligned relative to the LBM simulation, which is 
analysed in further detail in a later section.

A permeability error of less than 10% is achieved by the K16N8 network over 99% of 
the 2000 correlated fields in the testing dataset. This degree of permeability error is reason-
able, and consistent with other types of predictions using regression (Kamrava et al. 2019). 
This is depicted in a more traditional plot of LBM vs CNN predicted permeability, shown 

Fig. 4   From top left to bottom right, the LBM ground truth velocity field, followed by difference maps and 
cross-sectional comparisons of the predicted velocity fields generated by the various configurations on the 
median testing image. Difference maps suggest good visual match, also supported by flow rate profiles in 
the X and Y axis. The small fluctuations in the flow profiles can be a source of error when using these pre-
dicted velocity fields in fine-scale analysis
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in Fig.  5 of all 2000 unique 2D testing images spanning 4 orders of magnitude, and of 
the permeability error of the 100 samples with the lowest LBM permeability (and highest 
error). An important point to note is the relative insensitivity of CNN permeability predic-
tion compared to the fine-scale flow and velocity predictions. In plots of the 100 lowest 
LBM permeability testing samples, the average permeability error for the best performing 
network configuration remains low, under 4% for the most geometrically complex testing 
samples. This does not translate well to the errors associated with velocity fields and flow 
profiles, as shown in Sect. 3.2. Both regression and velocity prediction based methods tend 
to give good estimates of the permeability of porous media. These 2D results are expected 
to be more accurate than those achievable in 3D, as the topology of the media is important 
for the prediction and this is more complex in 3D. This is explored in Sect. 3.5. Further-
more, the purpose of predicting velocity fields is to use these fields in analysis that depend 
on the finer voxel-by-voxel detail afforded by a direct translation of the domain geometry. 
This is investigated in detail in later sections.

Another important point to note is that, since the velocity sensitivity is much higher 
than permeability sensitivity, for the purposes of measuring the accuracy achieved by 
velocity field prediction, the permeability is a poor candidate. It is common for permeabil-
ity errors in the order of 10% to be considered a good result using semi-analytical models, 
pore network models, or otherwise (Chung et al. 2019), but in this case, we see that even a 
1% error (or significantly less) in the permeability as shown in Fig. 5 results in a significant 
deviation in the locally predicted velocity fields as shown in Fig. 7. To better understand 
the fine-scale errors, plots of the cross-sectional flow profiles, and the STAFE accuracy 
measure are better representations of velocity prediction.

3.2 � Effect of Geometric Complexity on Network Accuracy

From plots of the accuracy achieved by the trained networks in previous Fig.  3, a clear 
distribution of accuracy can be seen. It can be expected that this distribution is due to the 
variation in the porous structures trained and tested on, so this is quantitatively investi-
gated. Plotting the tortuosity of each testing sample against the CNN accuracy achieved 
by the best performing network as shown in Fig. 6 shows a trend where accuracy falls with 
increasing geometric complexity. In more complex geometries, the prediction accuracy 
achieved is notably lower, and suggests the need for further refinement in accuracy in order 
to be quantitatively useful.

Fig. 5   CNN permeability prediction accuracy of velocity field predictions. Overall errors are low, even 
though local velocity field error is high, seen in previous sections



63ML-LBM: Predicting and Accelerating Steady State Flow Simulation…

1 3

To now further visualise this effect, a finer analysis of the velocity fields is required. A 
plot of some geometrically complex samples as generated by the best performing K16N8 
network (trained on EDT inputs, with conservation loss, and no biases) is shown in Fig. 7. 
These plots reveal that the overall errors drop dramatically once a certain threshold in the 
domain complexity is reached, which is seen on previous studies with flow on simpler 
geometries (Guo et al. 2016). The number of possible flow paths and the width of the pore 

Fig. 6   Plot of tortuosity versus 
error, showing a trend where 
accuracy falls with increasing 
tortuosity, a measure of the geo-
metric complexity of the porous 
media

Fig. 7   Comparison of the predicted velocity fields for 4 domains of decreasing complexity. Geometric com-
plexity is observed to result in higher errors. Lower error samples have larger, smoother, and wider flow 
channels. It can be expected that, CNN performance is acceptable up to a certain degree of complexity, and 
should be applied in a local-to-global manner
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channels are clearly evident factors that influence the performance of the network. These 
plots show not only that the velocity field prediction is highly dependent on the geom-
etry of the domain, they also show that mass conservation is not enforced adequately, with 
small to large fluctuations in the slice-by-slice mass flux in the X and X axes. While the 
overall error is visually and quantitatively small (see the X and X difference maps), mass 
flux profiles are as a whole reasonably predicted, and the velocity distributions are closely 
aligned, this fluctuation is likely to cause problems in directly using these velocity fields 
for other applications.

As can be seen, there is a clear relationship between the accuracy achieved in predict-
ing the velocity field and the geometric complexity of the domain. The best matches occur 
in relatively simple tubular structures without any branching pathways, while the worst 
matches occurs in domains with multiple thin, low resolution pathways. When predict-
ing the velocity field of a domain, these limitations should be considered. While a patch 
based approach may be applied whereby subsections of an overall domain are fed into the 
network, the local prediction of velocity fields is inconsistent with the highly non-local 
true solution. A wide flow path outside the bounds of a local patch will significantly affect 
local velocity fields. This issue can possibly be addressed by encoding some information 
regarding the magnitude of the local velocity field relative to the unseen global domain. 
In the interests of preserving accuracy however, a fully global reconstruction methodology 
is recommended. U-Net and its variants are fully convolutional (meaning that the trained 
network can be applied to domains of any size), so the variable domain size is useful if the 
problem is non-local such is the case with flow as it is dependent on boundary conditions 
and far-away geometries.

3.3 � Fine Scale Sensitivity of Solute Transport to Predicted Fields

An application of flow simulation that can highlight the problematic errors that occur in 
velocity field prediction is the use of such velocity fields for analysis of solute transport 
in porous media. In this case, 2D convection-diffusion within the pore space is modelled 
using a Finite Volume solution of the convection diffusion equation. An inlet concentra-
tion of 1 is set, and an outlet concentration of 0 set (perfectly absorbing). To highlight the 
influence of velocity fields, the Peclet Number is set to a reasonably high value, near the 
limits of computational diffusion. An explicit time-stepping scheme is used, again to mini-
mise numerical diffusion. In order to also ensure stability, upstreaming is applied instead of 
TVD methods.

For reference, the convection-diffusion equation in this case takes the form:

and solves the evolution of the concentration field c. The Peclet number in this study is 
defined as:

and is set to 15.6, which represents a velocity-dominant system to gauge the accuracy of 
the predicted velocity fields. The value is chosen as it is close to the numerical accuracy 
limits of the flux upstreaming scheme (which tend to cause excessive numerical diffusion).

(13)
�c

�t
= ∇ ⋅ (D∇c) − ∇ ⋅ (vc)

(14)Npe =
Lv̄

D
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The issue with errors at the fine-scale is shown easily with a single, simple example, as 
shown in Fig. 8, of a relatively well predicted field (the testing sample with 33-percentile 
accuracy, shown in Fig. 7). While the real velocity fields result in expected transport of 
solute, without major zones of erroneous accumulation, the misaligned and off-magnitude 
velocity fields (relative to the LBM simulation) predicted near the wall, and in tight throats 
clearly shows a high error when applying these fields to sensitive tasks, such as solute 
transport. This error is shown in further detail in the cross-sectional concentration profiles 
at x = 50, 100, 150, and 200 for the late time concentration fields. The concentration pro-
files are reasonably well matching in their shape and profile, which is especially the case 

Fig. 8   Top: Comparison of concentration fields generated by convection diffusion with underlying velocity 
fields sourced from both LBM and CNN predictions. The fine-scale misalignment and errors in the CNN 
velocity fields at the walls and at throats can be seen to cause errors in the form of mass accumulation. Bot-
tom: Cross-sectional comparison of concentration profiles at Late time. The CNN results show erroneous 
accumulation and irregular peaks due to misalignment of velocity field vectors from CNN prediction
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when visually observing the colormap renderings. Much like the velocity field predictions 
in the previous section, there is a clear visual match that is useful for approximate evalua-
tion of mass transport. However, the increased noise and the mismatching peaks are indica-
tive of erroneous solute accumulation due to misaligned velocity vectors relative to the 
LBM simulation. This type of error can be problematic in cases where the accumulation of 
solute is a focal point in analysis, such as contaminant transport modelling and where reac-
tion rates are highly sensitive to local concentration.

3.4 � Accelerating Flow Simulation to Steady State

A potential solution to fix these prediction errors shown in previous sections is to use these 
velocity field predictions as initial estimates in direct flow simulation to realign the velocity 
fields and accelerate the computation to steady state. To accomplish this, both the velocity 
field and pressure fields are required for a given domain. Thus the network is trained to pre-
dict both the velocity field as well as the pressure field. Pressure fields obtained from LBM 
are scaled to [0, 1], and samples are shown in Fig. 9 and the resulting accuracy is measured 
by the peak signal-to-noise ratio (PSNR) in decibels obtained on predicting the pressure 
fields of the 2000 testing images.

The visualisation of the predicted pressure fields shows that pressure prediction is rea-
sonably accurate, though much like the case in velocity field prediction, chambers that are 
not prone to flow are highlighted by the network, as identification of the principle flow 
channels remains difficult with this implementation. PSNR plots confirm that the accuracy 
is relatively high. For ease of reference, a PSNR of 10 corresponds to a MSE of 10%, a 
PSNR of 20 is 1% and so on.

Using both the velocity predictions and the pressure field predictions as input into LBM 
(or any direct Navier-Stokes solver), the speed up in convergence to steady state conditions 
is tracked and compared to the case with simulation initialised with zero velocity and uni-
form pressure. The convergence criteria is defined in this case by the relative change in 
calculated system permeability every 1000 LBM timesteps. In these simulations, this crite-
ria is set to 1e−5. This criterion was also cross-referenced to the mean local relative veloc-
ity magnitude difference as calculated by | vt+Δt,i−vt,i

vt,i
|
Δt=1

 , and over the 2000 testing samples, 
resulted in a convergence factor of 1e−6 to 1e−5, which is a commonly used metric and 
result for velocity field convergence. To validate this, 5 example samples are simulated to 
10,000,000 LBM timesteps, and their velocity fields are compared to the velocity fields 
obtained from the criteria of 1e−5, which took less than 50,000 LBM timesteps to reach 
for all samples. The velocity PDF (  |v̄|

| 1
V
∫
V
v̄dV|

 ) for the 5 samples is calculated and compared 

between the 10,000,000 timestep case, and the convergence criteria of 1e−5, and shown in 
Fig. 10. The results show a very close match in the PDFs between simulation cases, over a 
range of porous domains of varying complexity. This supports that the choice of 1e−5 as 
convergence criteria for Eq.  9 is adequate in these cases to represent steady state flow 
fields.

Plots of the worst, 0.5%, 5% and 10% ranked samples are shown in Fig. 11, and indicate 
that the initialisation with even poorly predicted velocity fields results in rapid convergence 
to steady state conditions. A speed up of 2–5 is observed when terminating simulations 
at the aforementioned 1e−5 criteria, and resulting velocity fields are identical to those 
obtained form LBM-only simulations that take longer to stabilise. It is observed that there 
is a long plateau-like tail to the permeability calculated by LBM-only compared to CNN 
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Fig. 9   Top: Examples comparing the pressure field obtained from LBM, and the predicted pressure field 
generated by the network. The major pressure gradients are captured accurately, though there is pressure 
mismatch in some porous chambers. Bottom: Histogram of the accuracy achieved by pressure field predic-
tion over the testing dataset. With the exception of the most complex and tortuous geometries, accuracy is 
high, with the majority of cases achieving a PSNR of over 20 dB, corresponding to an L2 error of 1%

Fig. 10   The velocity PDF (  |v̄|
| 1

V
∫
V
v̄dV|

 ) for the 5 samples shown in the figure (for visual aid), for simulation 
cases of 10,000,000 timesteps, and 1e−5 convergence criterion (< 50,000 timesteps for these 5 cases)
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accelerated LBM in this region, significant change to the convergence do not occur, it is 
that the criteria of 1e−5 is relatively slower to reach for LBM-only, with much of the pla-
teau spent around the 1e−4 mark in terms of relative permeability error. It is important to 
note that this speedup is dependent on the heterogeneity and geometric complexity of the 
porous media, and the effect is most apparent in the 4 example shown in Fig. 11, with some 
complex geometries. In the case of a mostly cylindrical, pipe-like domain, the speedup is 
measured in this study to be negligible, but at the same time, the CNN predictions are also 
more accurate. Thus accelerating flow simulation with such predictions works best in com-
plex geometries.

It is important to consider the resources and time required to train this network as well, as 
these CNN networks require many hours of GPU-time to train up. In this case, the roughly 2 
day training time required on a single RTX Titan GPU for these networks represents a sig-
nificant initial resource requirement. The benefit is that on unseen porous media of similar 
morphology (i.e. correlated fields or otherwise), this network does not require any further 
training to produce an initial guess as accurate as what was achieved on the testing data in 
previous sections. As such, it is common to simply report the testing CPU time (Santos et al. 
2020), which is typically less than 1 s-true in this study as well. Despite this, it is important 
to be mindful of the initial training requirements. On a porous media sample that is outside 
the scope of the training dataset that the CNN is trained on, such as heterogeneous carbonate, 

Fig. 11   From top left to bottom right, comparison of the LBM-CNN Accelerated velocity fields gener-
ated for the worst, 0.5%, 5% and 10% ranked samples within the validation dataset. Even for the worst 
case, where predicted velocity fields are poorly predicted, the LBM simulation converges rapidly to the true 
steady state solution. In all cases shown here, representing some of the most error-prone geometries, the 
benefits of acceleration to steady state is apparent
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accuracy is much lower and velocity fields tend to be unreliable (Santos et al. 2020), and thus 
retraining the network becomes a non-trivial and highly intensive task that involves sourcing 
a new dataset, training, testing, and implementing on the sample of interest. In such cases, the 
usefulness of an initial guess via CNN predictions, and the speedup during subsequent simula-
tion is less clear.

3.5 � 3D Network Performance

After having established the best configurations, the limitations in terms of accuracy, and a 
method of eliminating said limitations, the network is now trained and tested in 3D. Here, 
1000 correlated fields of 1283 voxels are used, 800 for training and 200 for testing. In 3D, the 
generated correlated fields range from simple to highly heterogeneous, and as such, much like 
the case in 2D where geometric complexity plays a large role in determining the accuracy 
of the prediction, this is more-so the case in 3D with a wider solution space. Plots shown in 
Fig. 12 of the permeability error, STAFE, and L2 Error show a marked decrease in achieved 
accuracy compared to 2D results. This is likely due to the added complexity due to the dimen-
sionality increase, the reduction in training data, and a dataset comprised of more complex 
examples than in 2D. In terms of the permeability error, a majority portion of the testing sam-
ples result in predictions with an error higher than 10%.

A plot of the CNN permeability predicted vs the real LBM permeability in Fig. 12 shows 
that accuracy is lower for samples with lower permeabilities. This is likely due to the lower 
overall velocity values within the domains contributing less to the training of the network. 
While the mass conservation loss function reduces this effect, the local minima problem 
inevitably creates upper limits to the accuracy achieved. These samples are 1283 correlated 
fields with a correlation length of around 10% the domain length, and are thus highly tortuous 
domains, representing domains with a mean pore body resolved to only several voxels. This 
can physically occur for example in sandstone � CT images with a resolution that does not 
adequately resolve the pore bodies between grains. When predicting the velocity field within 
3D porous media, much like the case in 2D, accuracy is limited by the geometric complexity 
of the domain.

While accuracy limitations of the network limit the use of these velocity fields as-is, accel-
erating direct simulation to steady state conditions using these predicted fields remains ben-
eficial. Visualisation of the porous media with embedded velocity fields in Fig.  13 shows 
that errors manifest similarly to the 2D cases in previous sections. The principal flow path 
remains elusive when the geometry is too tortuous, and velocity values near the walls and in 
tight throats are inaccurate. These errors can be overcome by accelerated direct simulation, 
and show that the convergence rate to steady state conditions is an order of magnitude faster.

This technique of preconditioning a direct simulation with a steady state estimate to accel-
erate the simulation to its true steady state conditions is a simple and generic technique. Aside 
from using it for correcting CNN predictions, it can potentially also be used with the outputs 
of Pore Network Models, Laplace Solvers, and other Navier–Stokes Estimators.
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4 � Conclusions and Recommendations

This study shows that, in the tortuous flow paths of porous media, an accurate prediction of 
the steady state velocity field and permeability can be obtained, with accuracy dependent 
on the geometric complexity. Accuracy achieved in 2D and 3D testing is consistent with 
previous studies in simple and porous media (Guo et al. 2016; Santos et al. 2020).

It is observed that the network architecture achieves a good result in permeability esti-
mation (down to less than 1% error in 2D and less than 10% in 3D) by the prediction of 
velocity fields, which is comparable to results achieved by other velocity prediction net-
works and regression networks. However, the underlying velocity field is not guaranteed 
to possess the necessary voxel-by-voxel accuracy required for actually using these velocity 
fields for further analysis. Advection dominant solute transport in relatively high Peclet 
Numbers (near the numerical diffusion limit of explicit finite volume methods) using even 
the better performing predicted velocity fields in relatively simple 2D geometries shows 
that fine-scale errors are too large near walls and tight throats to be directly useful.

Fig. 12   Top: Plots showing the accuracy achieved by the network when predicting velocity fields, over 200 
examples of 1283 correlated fields. Due to the increase in network complexity and geometric complexity, a 
larger proportion of testing samples result in a permeability error higher than 10%. Bottom: Plot of 3D test-
ing sample permeability accuracy. Accuracy remains high for intermediate to high permeability samples, 
while the network underestimates values for lower permeability samples, due to the smaller values of veloc-
ity present within them



71ML-LBM: Predicting and Accelerating Steady State Flow Simulation…

1 3

In simpler geometries, this estimate can be used as-is for permeability estimation and 
garnering an approximate understanding of the flow paths. In complex geometries that the 
tested network design in this study struggles with, the predictions can be used as initial 
conditions (alongside a pressure field prediction) in direct simulation to reach a fully accu-
rate result in a fraction of the compute time. This concept is supported by tests using LBM 
as the direct simulation approach, and the idea of using a ”good initial guess” is also pre-
sent in solving the NVE in the form of the SIMPLE (semi-implicit method for pressure-
linked equations) algorithm for steady state flows.

Limitations resulting from the architecture of the predictor in this study are expected to 
be surmountable by improvements in soft computing methods of approximating velocity 
fields. Self correcting approximation methods are evidently the superior choice in these 
cases (Wang et al. 2020; Hennigh 2017). Regardless, the efficacy of using these predictions 
(even the worst performing predictions), to accelerate direct simulation to steady state con-
ditions is shown to be effective, particularly in more geometrically complex porous media. 

Fig. 13   Visualisation of some selected velocity fields in 3D porous media. Consistent with the results 
obtained in 2D testing, simple geometries result in a better match in velocity fields, while complex porous 
media results in predictions that struggle to ascertain the principal flow paths. Also shown are loglog plots 
of the acceleration achieved by preconditioning LBM with the velocity field predictions. A speedup factor 
of an order of magnitude is observed
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Furthermore, the acceleration technique used in this study is general, and can be applied to 
any output from a flow approximator, such as pore network models, Laplace Solvers.

The use of correlated fields for the analysis of porous media is commonly used as a 
representation of generic geometries (Liu and Mostaghimi 2017), and acts as a proxy for 
the types of irregular porous media that benefit from direct simulation, such as rocks, and 
natural filters and membranes. The dataset is designed to be a stress test of the capabilities 
of CNN based predictors, and the capacity for tolerance that the acceleration method can 
handle while still posting reductions in compute time to steady state.

While CNNs are focused on end-to-end mappings (raw input to final output), the use of 
only the distance map as an encoded input can be improved to also include other metrics as 
a form of feature engineering, such as the maximally inscribed radius (Santos et al. 2020), 
the local distance maximum chamber (Wang et  al. 2020), the local diffusivity [which is 
an output of the tortuosity calculation (Øren and Bakke 2002)], the time-of-flight (Has-
souna and Farag 2007) (which is similar to the tortuosity). These encoded inputs should 
be approached with caution, as some of these are surprisingly intensive to solve and 
scale poorly in 3D. For example, the tortuosity solved by the Algebraic Multigrid (AMG) 
method scales by O[N] (Chung et al. 2019) and the time-of-flight solved by efficient fast 
marching scales by O[NlogN] (Hassouna and Farag 2007), which reduces the effective-
ness of the method if a large 3D porous domain requires significant preprocessing. A mid-
dle ground between speed and input encoding should be met, and in this study, the O[N] 
scaling euclidean distance transform is used. It should be mentioned also that the Laplace 
method of approximating flow in porous media is also O[N] scaling, again emphasising 
that the cost of computing input parameters should be considered.

The choice of loss functions and the use of custom loss functions can be further 
improved, much like the encoding of the input data. Scaling the local L2 loss or using the 
L1 is an option that is under-explored in this study, but has shown promise in other similar 
work (Santos et al. 2020). The loss in achievable accuracy when transitioning from 2D to 
3D networks is further indication that the prediction of velocity fields can be improved 
further. While this loss in accuracy is patched over with an acceleration routine, it would 
be beneficial to see further improvements in 3D results. Achieving a less than 10% error in 
permeability estimation in 3D velocity field prediction provides no guarantees whatsoever 
that the predicted velocity fields are physically accurate or useful in further analysis that 
required such fine-scale accuracy. Despite these limitations, the accuracy is sufficient to be 
an excellent preconditioner for accelerating simulations to steady state conditions in a frac-
tion of the otherwise compute time.

Data Availability  The source code used in this study is available at https://​github.​com/​yingD​aWang-​UNSW/​
VelCN​Ns.
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