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Abstract Conventional economic theory assumes that agents should be consistent
across decisions. However, it is often observed that experimental subjects fail to
report consistent preferences. So far, these inconsistencies are almost always exam-
ined singly. We thus wonder whether the more inconsistent individuals in one task are
also more inconsistent in other tasks. We propose an experiment in which subjects
are asked to report their preferences over risky bets so as to obtain, for each subject,
three measures of inconsistencies: classical preference reversals, framing effects and
preference instability. In line with previous experimental findings, subjects are largely
inconsistent according to each of these three measures and there are considerable indi-
vidual differences. The main result is that we find no correlation among these three
measures of inconsistency.
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1 Introduction

Conventional economic theory is based on the assumption that agents should exhibit
consistency across choices.However, it is often observed that experimental subjects are
prone to preference inconsistency: elicited preferences are not independent from the
elicitation procedure. Yet, in a typical experiment, a substantial fraction of the subjects
appear to be rather consistent and exhibit only low rates of preference inconsistency.
Should we thus generalize a bit and consider the possibility that some individuals are
immune to inconsistency in general (i.e. not just in one particular situation)? It is,
for instance, suggested that individuals who have a higher taste for abstract reason-
ing, greater cognitive capacity or longer market experience may be more consistent
(Ameriks et al. 2003; Burks et al. 2009; Frederick 2005; List 2003). In other words,
are individuals consistently consistent or consistently inconsistent? To the best of our
knowledge this is an open question since experimental studies usually deal with only
one specific type of inconsistency at a time. We here propose to test whether different
causes of inconsistency can have similar effects on the same individuals.

Our focus is on decisionsmade under risk.We here consider specific types of incon-
sistency that are considered as violations of the invariance principle. The invariance
principle states that subjects should reveal identical preferences in two theoretically
equivalent decision problems. As such, two theoretically equivalent versions of a deci-
sion problem should elicit the same preferences. Empirically, violations are frequent
when two equivalent decision problems are presented in a differentway or at a different
point of time.

We here consider two experimental tasks known to generate substantial, system-
atic and replicable violations of the invariance principle. The first task is based on
Lichtenstein and Slovic’s (1971) original preference-reversal experiment: preferences
between a safe lottery and a risky lottery are elicited using two different mechanisms,
namely binary choice and valuation (or pricing). The second task is a “framing effect”
task inspired by the Asian disease problem (Tversky and Kahneman 1981): choices
are presented either in a loss frame or a gain frame. Subjects have to choose between a
risky lottery and a sure amount of money. Following DeMartino et al. (2006), the sure
amount is described as an amount “to keep” in the gain frame, while it is described as
an amount “to lose” in the loss frame.

Subjects perform the two experimental tasks successively. The first task provides
a measure of the propensity to display classical preference reversals. Subjects are
inconsistent when the preferences inferred from binary choice are different from those
inferred from valuation. The second task measures the individual’s sensitivity to fram-
ing effect. In the general case, subject are sensitive to the frame when they prefer the
sure amount in the gain frame but prefer the risky lottery in the loss frame. The
frequency of inconsistent choices between the loss and gain frame is our second mea-
sure of inconsistency. In the second task, some choices are performed twice within a
few minutes’ interval. The frequency of preference instability is our third measure of
inconsistency.
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Consistent inconsistencies? Evidence from decision under risk 625

For each individual, our protocol thus elicits three distinct measures of inconsis-
tency: classical preference reversals, framing effects and preference instability. An
individual who displays consistent consistency or consistent inconsistency will get a
similar score according to each measure. To illustrate, consider first expected-utility
subjects (EU-subject) who are asked to exhibit their preferences over options of a
set of paired-lotteries. Note that the options of a given paired-lottery in our proto-
col have similar expected value. An extreme risk-averse (seeking) EU-subject will
prefer the safest (riskiest) option in all tasks. She will appear to be consistent in all
three tasks and get a very low score (around 0 %) on each of the three measures of
inconsistency. A risk-neutral expected-utility subject will be indifferent between the
two proposed options of a given paired-lottery. She will consistently report a high
score (around 50 %) for each measure of inconsistency. Moderate risk aversion atti-
tude will lie between these two extreme. By computing pairwise correlation for our
three measures of inconsistency, we are thus able to detect the presence of consistently
consistent expected-utility individuals and consistently inconsistent expected-utility
individuals.

For non expected-utility individuals, we can also expect some correlation between
our three measures of inconsistency since they all represent a failure of the same prin-
ciple of rationality, namely the invariance principle. However, for non-EU subjects,
there is no unified model that allows us to predict the behavior simultaneously in
the three tasks. For instance, prospect theory, in its third generation (Schmidt et al.
2008), does propose both an explanation for classical preference reversals and tradi-
tional framing effect. But third-generation prospect theory remains silent regarding
preference instability as well as the counter-framing effect. The main issue with non-
expected utility models is that they are related to some specific tasks (eg. prospect
theory to loss aversion and behavior in gain vs losses, scale compatibility on valu-
ations, error models on preference instability). An important step towards a unified
model that explains sensitivity to the context would be to know whether the different
types of inconsistency studied so far are related or not.

We find (1) average amounts of inconsistency which are in line with past experi-
mental findings, (2) a large heterogeneity between subjects regarding each measure
of inconsistency and (3) no within-subject correlation between our three measures
of inconsistency: classical preference reversals, framing effects and preference insta-
bility. Our results suggest that there is nothing like a single characteristic measuring
individual sensitivity to preference inconsistency.

The remainder of the paper is organized as follows: Section 2 presents the three
measures of inconsistency and Sect. 3 presents the experimental design. The results
are presented in Sects. 4 and 5. Section 6 discusses our results and concludes.

2 Our three measures of inconsistencies

In this paper we focus on three types of inconsistencies that were extensively exam-
ined and replicated in the literature: framing effect, classical preference reversals and
preference instability. We describe in the following these inconsistencies and present
some experimental evidence that will serve as a benchmark for our analysis.
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2.1 Framing effect

The seminal paper by Tversky and Kahneman (1981) demonstrated that framing one
question in terms of a gain or a loss results in different attitudes toward risk. Decision
makers generally exhibit risk aversion when a question is framed in terms of a gain
but risk seeking when this same question is framed in terms of a loss. For example, a
subject which is endowed with e100, prefers the safe option of “keeping e50 of the
e100” to the risky option of “gambling the e100 with a 50 % chance of winning”
(positive frame). On the contrary, the same subject endowed with e100, prefers the
risky option of “gambling thee100 with a 50 % chance of winning” to the safe option
of “losing e50 of the e100” (negative frame). Using variations of this example, De
Martino et al. (2006) observed that subjects were risk averse in the gain frame, tending
to choose the sure option over the gamble option (the proportion of gambling in the
gain frame was 42.9 %), and were risk seeking in the loss frame, tending to choose
the gamble option over the sure option (the proportion of gambling in the loss frame
was 61.6 %). Thus, the proportion of gambling increases by about 20 % points when
we move from a gain frame to a loss frame, which shows that elicited preferences
are significantly affected by the framing manipulation. The term “framing effect” was
then extended to encompass sensitivity to the description of choice problems that
are otherwise logically equivalent. Levin et al. (1998) review a long list of related
experiments.

2.2 Classical preference reversals

Lichtenstein and Slovic (1971) show that preferences cannot be defined independently
of the elicitation mechanism used. A typical preference-reversal experiment involves
two risky lotteries: one lottery featuring a high probability of winning a small amount
of money, called the probability bet or “P-bet”; and another lottery featuring a low
probability of winning a large amount of money, called the dollar bet or “$-bet”.1

The two bets have roughly the same expected value. Subjects are asked to reveal their
preferences over the two bets using two different, but mathematically-equivalent and
incentive-compatible, elicitation mechanisms: binary choice and pricing. Preference
reversals occur when choice is inconsistent with announced prices. Many pieces of
experimental evidence (see Seidl 2002; Berg et al. 2010) have confirmed that prefer-
ences elicited using different mechanisms do not always coincide. Preference reversals
were also found to be systematic: subjects generally prefer the P-bet in binary choice,
but reverse their preference and prefer the $-bet in valuation. This is known as “stan-
dard preference reversals”. Subjects less frequently prefer the $-bet to the P-bet in the
binary-choice task and report a higher price for the P-bet than for the $-bet; this is
known as “non-standard preference reversals”. Grether and Plott (1979) observed that

1 To illustrate, consider the following bets (source Lichtenstein and Slovic 1971, Table 3): $-bet = ($16,
11/36;−$1.50, 25/36) and P-bet = ($4, 35/36;−$1, 1/36). Here, the $-bet offers an 11/36 chance of winning
$16 and a 25/36 chance of losing $1.50, while the P-bet offers a 35/36 chance of winning $4 and a 1/36
chance of losing $1. Both bets have an expected value of approximately $3.85.
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Consistent inconsistencies? Evidence from decision under risk 627

subjects reversed their preferences 33 % of the time. The rate of standard preference
reversals (69 % ) outnumbers that of non-standard preference reversals (13 % ).2

2.3 Preference instability

Experimental evidence shows that decision makers often fail to report the same pref-
erences when they have the opportunity to perform exactly the same task more than
once. In a typical experiment, subjects face the same pairwise choice problem twice.
This repetition is separated by a short period of time during which the subjects carry
out some other choice problems. In these experiments, the rate of unstable choices
lies between 15 and 30 %. For instance, in Hey and Orme (1994), subjects perform
four sets of the same 25 pairs of questions. They found an average rate of instability
of around 25 %. Camerer (1989) observed that 31.6 % of subjects reverse their prefer-
ences when they answer the same binary choice question twice. Starmer and Sugden
(1989) found a proportion of unstable subjects of between 25.8 and 28.3 % according
to the questions involved. In Ballinger and Wilcox (1997), the median estimate of the
rate of instability was around 20.8 %. These empirical findings are often interpreted as
evidence that preferences are noisy or entail some random component. For instance,
we may consider that preferences changed because of some unobserved changes in
the context, such as the emotional state of the decision maker.

3 Experimental design

The experiment was divided into two parts. In the first part, subjects responded to
preference-reversals task. In the second part, they responded to framing-effect task.

3.1 Participants

Werecruited 41 (25males and16 females) subjects at theUniversity of Paris 1 (France).
Volunteers ranged in age between 18 and 56 years with amean of age of 23. Themajor-
ity of participants (85 %) were students, 37 % of whom were majoring in Economics.
We ran three sessions, and no subject participated in more than one session.

3.2 Organization

As the subjects arrived, they were asked to sit at separate individual computers. At
the start of the experiment, subjects received written instructions that were read aloud
by the experimenter. Subjects were told that they will make a number of decision
problems and that they will be givene5 for their participation. Afterwards, the exper-
imenter described in detail the nature of gambles considered in the first part and the

2 Cf experiment 1 (with incentives) where 91 choices out of 273 were inconsistent with the announced
selling prices (overall preference reversals), 69 out of the 99 choices of the P-bet were inconsistent with the
announced selling prices (standard preference reversals) and 22 out of the 174 choices of the $-bet were
inconsistent with the selling prices (non-standard preference reversals).
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Table 1 Organization of the experiment

Organization of the experiment Nature of the task

Part 1 Instruction for preference reversals task

Preference reversals task Binary choices and valuations

Part 2 Instruction for framing effect task

Framing effect task Binary choices

Payment part Play for real one question of Part 1 Binary choice or valuation

Play for real one question of Part 2 Binary choice

way participants were to be paid. Participants were told that they will perform some
supplementary questions (Part 2) once they finish this part and that the correspond-
ing instructions would be described afterwards. They were also told that once the
experiment was started, they were not allowed to communicate with each other, but
they were allowed to ask the experimenter questions in private. The experiment began
when subjects had no more questions. Once all participants had finished the first part,
the experimenter distributed the written instructions for the second part and described
out loud the gambles involved and the payment mechanism. After responding to all
questions individually, the experimenter announced the beginning of second part of
the experiment. Table 1 summarizes the different phases of the experiment. The exper-
iment was computerized using software developed under REGATE (Zeiliger 2000).

3.3 The preference-reversal task

In the first part of the experiment, we examined the rate of preference reversals using
six paired-lotteries that are similar to those used in Grether and Plott (1979). The
gambles used here (see Table 2) do not involve losses, and probabilities were described
to subjects via an urn containing 100 balls. Urns contain winning and losing balls,
the proportions of which are objectively known. The winning (losing) balls were
red (black) colored and refer to the positive non-zero (zero) outcome. To illustrate,
consider pair I in Table 2. Here, the P-bet offers e5 if a winning ball is drawn from
an urn containing 80 winning balls and 20 losing balls, and the $-bet offers e20 if a
winning ball is drawn from an urn containing 20 winning balls and 80 losing balls.
The paired gambles have similar expected value.

In this part, subjects were first asked to specify their minimumwillingness to accept
(WTA) for the 12 bets (six P-bets and six $-bets) using theBecker–DeGroot–Marschak
(1964) (BDM) mechanism (see Fig. 1 for an illustration). This mechanism is widely
used in the preference-reversal literature. Subjects were then asked to choose between
the $-bet and its corresponding P-bet for the six pairs of lotteries in Table 2 (see Fig.
2 for an illustration). Note that we did not control for the order of tasks here as the
elicitation of prices before or after binary choice does not seem to affect the pattern
of reversals. Grether and Plott (1979) have explicitly tested this issue, and note that
choice patterns and reversal rates appear to be the same for choices made before and
after the elicitation of selling prices (p. 632).
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Table 2 Preference-reversal
paired-lotteries

Pairs Type Probability of
winning

Amount to be
won (e)

EV

I $ 20/100 20 4

P 80/100 5 4

II $ 30/100 16 4.8

P 90/100 5 4.5

III $ 20/100 10 2

P 90/100 4 3.6

IV $ 40/100 6 2.4

P 90/100 3 2.7

V $ 50/100 12 6

P 90/100 6 5.4

VI $ 25/100 27 6.75

P 70/100 8 5.6

Fig. 1 Illustration of the valuation task (the $-bet of pair I in Table 2)

Fig. 2 Illustration of the binary-choice task (paired-lottery I in Table 2)
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At the very end of the experiment (i.e. after part 2), the computer randomly chose
one task from this part (WTA or binary choice) and one question, picked randomly
from that task, was played for real. For example, if round 1was chosen, then the subject
plays the BDMmechanism. The computer then randomly chose one question, say the
$-bet of pair I. Afterwards, an offer between e0.1 and e20 was chosen randomly. If
the random offer exceeded the expressed WTA, the participant received the random
offer. If the random offer was below the expressed WTA, the subject played the ticket.
In the latter case, the computer drew a ball from the urn, and the subject won e20 if
the drawn ball was a winning ball and nothing otherwise. In the BDMmechanism, the
maximum offer for a given bet L = (ex, p), offering ex with probability p, was ex .

3.4 The framing effect task

In the second part of the experiment, we examined sensitivity to framing effects by
replicating De Martino et al.’s (2006) design. We chose this protocol because it nicely
captures a typical framing effect by simply changing the formulation of the safe option.
This part of the experiment involves three rounds composed of 32 binary-choice ques-
tions each: 16 in the loss frame and 16 in the gain frame. Subjects were not aware that
they were moving from one round to the other. Round 1 and round 3 use the same set
of questions (see Table 3).

In each of the questions in rounds 1 and 3, the expected values of the sure and gamble
options are always equivalent and are mathematically equivalent between frames (see
set 1 in Table 4). The expected values were, however, unbalanced in round 2 (see set 2
in Table 4), in order to (1) check that subjects do not respond to questions randomly,
and (2) separate rounds 1 and 3 which are similar. Subjects were not told that rounds
1 and 3 were the same, but were simply informed that they were to make 96 binary
choices. In each round, the 32 corresponding questions were presented to subjects
randomly. Subjects were given 5 s to respond to each question. Subjects were told that
if they fail to answer within the allocated time (5 s), they will receive nothing if the
unanswered question were to be selected for payment.

The framing task was constructed as follows: At the start of each question, subjects
were shown a message with their initial endowment, “You receiveeX”. A new screen
then appeared and subjects were told that they have to choose between a “sure option”
and a “gamble offering eX with probability p”. The sure option was framed as the
“amount to keep” in the gain frame and as the “amount to lose” in the loss frame. As
in De Martino et al. (2006), in each round we used four different initial endowments:
(e10, e20, e30 and e40), and four probabilities of winning: 20, 40, 60 and 80 %.
The resulting lotteries are listed in Table 4.

Table 3 Experiment:
description of Part 2 of the
experiment

Round Task

1 32 binary choices (set 1)

2 32 binary choices (set 2)

3 32 binary choices (set 1)
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Table 4 Framing-effect
gambles

X initial endowment, p the
winning probability, SG the sure
gain and SL the sure loss

X p (%) Set 1 Set 2

SG SL SG SL

10 20 2 8 1 7

10 40 4 6 6 8

10 60 6 4 8 6

10 80 8 2 7 1

20 20 4 16 6 18

20 40 8 12 7 11

20 60 12 8 11 7

20 80 16 4 18 6

30 20 6 24 4 20

30 40 12 18 16 22

30 60 18 12 16 10

30 80 24 6 28 10

40 20 8 32 12 36

40 40 16 24 14 22

40 60 24 16 28 20

40 80 32 8 30 6

To illustrate, consider the second question of set 1 in Table 4. Here, subjects
were endowed with e10 and were asked to choose between: (i) “keeping e4” or
“gambling the e10 with a 40 % chance of winning” in the gain frame, and (ii) “los-
ing e6” or “gambling the e10 with a 40 % chance of winning” in the loss frame
(see Fig. 3). Note that options (i) and (ii) are identical: for both frames, the sure
amount to be won is the same (only the frame changes), and the gamble option is
identical. The gamble options were represented by a pie-chart depicting the winning
probability.

At the end of the experiment, after playing one question for real from part 1, the
computer randomly chose one question from part 2 to be played for real. If the subject
had chosen the sure option, then she won “the amount to keep” in the gain frame,
or “the initial endowment – the amount to lose” in the loss frame. If the subject had
chosen the gamble option, then a spinning black disk appears and she was asked to
click on it to determine her gain. The subject won the initial endowment if she clicked
on the green zone and nothing if she clicked on the red zone. Subjects earned an
average of e18.78 (median gain = e18).

4 Descriptive results

The purpose of this section is twofold. First, we present and construct our three mea-
sures of inconsistency. Second, we check whether our results are in line with previous
evidence. We observe that the pattern of inconsistencies, their rates and the individual
heterogeneity for each measure are in line with previous findings.
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Fig. 3 Illustration of the framing effects tasks (question 2 of set 1 in Table 4)

4.1 Classical preference reversals

For a given paired lottery of type Lk : Pk = (xkP, p
k
P) and $k = (xk$ , p

k
$),

3 a decision
maker exhibits preference reversals if her choice is inconsistent with her announced
prices (this is called “overall preference reversals”). Decision makers reverse their
preferences in a systematic way: standard preference reversals (i.e., subjects prefer the
P-bet in the binary-choice task and report a higher price for the $-bet in the valuation
task, P � $, and V ($) > V (P)) outnumber non-standard preference reversals (i.e.
subjects prefer the $-bet to the P-bet in the binary-choice task and report a higher price
for the P-bet than for the $-bet, $ � P and V (P) > V ($)).

3 Lottery Pk = (xkP, p
k
P) offers exkP with probability pkP, and lottery $k = (xk$ , p

k
$) offers exk$ with

probability pk$.
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Table 5 Frequencies of
classical preference reversals

Bet Choices Selling prices

Consistent Inconsistent Equal

P 153 48 94 11

$ 92 75 13 4

Total (N = 41) 245 123 107 15

0
20

40
60

80
10

0
%

 o
f P

re
fe

re
nc

e 
re

ve
rs

al
s

8 26 40 4 11 19 21 25 27 29 35 37 2 3 6 17 18 23 32 1 9 13 14 16 20 24 31 34 38 41 7 10 15 22 28 39 12 30 33 5 36

Subjects

PR SPR NSPR

Fig. 4 Individual proportions of preference reversals

Table 5 shows the results for choice and valuation in the six paired-lotteries. The
overall rate of preference reversals is 43 % (107 choices out of 245 were inconsistent
with the announced selling prices). The rate of standard preference reversals is 61 %
(of the 153 choices of P-bets, 94 were inconsistent with the announced selling price)
and that of non-standard preference reversals is 14 % (13 of the 92 choices of $-bets
were inconsistent with the announced selling prices). These rates are consistent with
those in previous work (see Seidl 2002; Berg et al. 2010).

For each subject, we computed the overall proportion of reversals (overall PR),
the proportion of standard preference reversals (SPR) and the proportion of non-
standard preference reversals (NSPR). Almost all participants exhibited sensitivity to
the elicitation mechanism. Figure 4 shows that subjects vary in their degree of pref-
erence reversals. The proportions of overall preference reversals, standard preference
reversals and non-standard preference reversals range between 0 and 100 %. There is
notable heterogeneity between subjects in the extent of preference reversals, which
shows that subjects are different: there are those who react strongly to the use of
different elicitation mechanisms, while others do not.
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Table 6 Testing risk aversion in the gain frame and risk seeking in the loss frame: H0: % age of gambling
= 50 % (binomial test)

No. of obs Gain Loss

% of gamble p value % of gamble p-value

Round 1 642 45.48 0.0244 54.82 0.016

Round 3 652 39.97 0.0000 44.32 0.0042

Rounds 1 and 3 1294 42.58 0.0000 49.53 0.7598

The number of observations is different across sets because subjects did not report their preferences in some
cases as they have 5 s to respond to each question. During the instruction phase, they were told that if the
question picked randomly for payment was not performed, they gain nothing

Table 7 Comparing the % age
of gambling in the gain frame
and in the loss frame
(McNemar’s Chi-square test)

No. of
observations

Gain Loss Exact
McNemar
p value

Round 1 642 45.48 54.82 0.0000

Round 3 652 39.97 44.32 0.0154

Rounds 1 and 3 1294 42.58 49.53 0.0000

4.2 Framing effects

In what follows, we focus on preferences in round 1 and round 3, where the sure
amount is equal to the expected value of the corresponding gamble.4 For a given
question in Table 4, we constructed four dummies reflecting the subjects’ decisions:
(1) Gsure = choosing the sure option in the gain frame; (2) Ggamble = choosing the
gamble option in the gain frame; (3) Lsure = choosing the sure option in the loss frame;
and (4) Lgamble = choosing the gamble option in the loss frame.We define risk aversion
and risk seeking with respect to risk neutrality where subjects choose the gamble in
50 % of cases. We find that the frame of the questions affects attitude towards risk.
The observed behavior is partially consistent with prospect theory. In the gain frame,
subjects were risk averse, tending to choose the sure option over the gamble option.
Table 6 shows that the proportion of gambling in the gain frame is significantly less
than 50 %. Nevertheless, subjects were risk-seeking in the loss frame only in round
1, where the proportion of gambling is significantly greater than 50 %.5 Besides, we
observe from Table 7 that the proportion of gambling in the loss frame is significantly
higher than that in the gain frame.

For each subject, we computed a “framing effect measure”, henceforward FE, that
captures her sensitivity to the frame effect. This measure is the difference between the

4 Following De Martino et al. (2006), we use the questions of set 2 to ensure that subjects remain engaged
in the tasks and do not respond randomly throughout this part and also to separate rounds 1 and 3. Some
descriptive results for set 2 are presented in the “Appendix”.
5 Consistent with De Martino et al’s (2006) results, a framing effect was also found across the four proba-
bilities and the four starting amounts used here (see Figs. 15, 16, 17, 18, 19, 20 in the “Appendix”).
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Fig. 5 Individual proportions of framing effects (round 1)

proportion of questions in which the subject chose the gamble option in the loss frame
as compared to the gain frame. For each subject in a given round, we compared 16
choices in the gain frame to the corresponding 16 choices in the loss frame. Formally,
for subject i in round j :

FEi
j = Mean(Lgamble −Ggamble) (1)

For subject i , FEi
j , is based on the number of paired-choices in the considered round

j (16 when we consider rounds 1 and 3 separately and 32 when we aggregate rounds
1 and 3).

Figure 5 shows the distribution of the FE across individuals in round 1 (see Figs.
11 and 12 for round 3 and aggregated results). We first observe that subjects differ in
their sensitivity to the framemanipulation. As for preference reversals, there is notable
heterogeneity between subjects in the degree of the framing effect. We second see that
some subjects exhibit an overall counter-framing effect.

In line with the prediction of prospect theory, and with De Martino et al.’s results,
around 70 % of subjects gamble more in the loss frame than in the gain frame, thereby
exhibiting a traditional framing effect. However, the fact that the remaining 30 %
of subjects exhibit a counter-framing effect simply reminds us of the importance of
subject heterogeneity in these sorts of data.6

6 We find that 13 subjects out of 41 exhibit a counter-framing effect in round 1, 12 out of 41 in round 3,
and 14 out of 41 when we consider all of the observations in set 1 (rounds 1 and 3 together).

123



636 G. Hollard et al.

−
40

−
20

0
20

40
60

P
ro

po
rt

io
ns

 o
f S

ta
nd

ar
d 

an
d 

N
on

−
st

an
da

rd
 F

ra
m

in
g 

ef
fe

ct
 (

R
ou

nd
 1

)

7 23 15 27 18 38 36 3 13 22 32 17 21 16 12 29 11 10 20 8 19 34 28 4 40 14 41 39 24 35 2 5 31 6 26 30 33 37 1 9 25
Subjects

SFE NSFE

Fig. 6 Individual proportions of standard and non-standard framing effects (round 1)

For each subject, we also computed the proportion of framing effect as predicted
by prospect theory, which we call “standard framing effect” (SFE), and the proportion
of counter-framing effect, called “non-standard framing effect” (NSFE). Standard
framing effect measures the frequency of decisions in accordance with the traditional
framing effect. Specifically, for subject i in round j , SFEi

j is the proportion of pairs
for which the gamble option was chosen in the loss frame and the safe option in the
gain frame. It is computed as follows:

SFEi
j = Mean[I (Lgamble > Ggamble)] (2)

with I (.) is the indicator function such that I (x > y) = 1 if x > y and I (x > y) = 0
otherwise.

Non-standard framing effect measures the frequency of decisions that are counter
to the traditional framing effect. For subject i in round j , NSFEi

j is the proportion of
pairs for which the safe option was chosen in the loss frame and the gamble option in
the gain frame7:

NSFEi
j = Mean[I (Lgamble < Ggamble)] (3)

Figure 6 shows the individual proportions of standard and non-standard framing
effects in round 1 (see Figs. 13 and 14 for round 3 and aggregated results). We observe
that subjects differmarkedly in their level of standard andnon-standard framing effects:

7 For subject i , SFEij and NSFEij are based on the number of paired-choices in round j (16 when we
consider rounds 1 and 3 separately and 32 when we aggregate rounds 1 and 3).
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the proportion of standard framing effect ranges between 0 and 50 % and that of non-
standard framing effect between 0 and 31.25 %.8

4.3 Preference instability

In Part 2 of our experiment, subjects perform the binary-choice taskwith the 32 paired-
options of set 1 twice, with the set of questions being repeated under exactly the same
conditions. By this repetition, we can examine the stability of preferences over time,
using the 16 paired-options in the gain frame and the 16 paired-options in the loss
frame.
Subjects are observed to reverse their preferences in 30 % of cases. This result is
consistent with previous findings (Camerer 1989; Starmer and Sugden 1989; Hey
and Orme 1994; Ballinger and Wilcox 1997; Loomes et al. 2002). Specifically, the
rate of instability is 28.75 % in the gain frame and 29.92 % in the loss frame. The
rate of instability in the gain frame is not significantly different from that in the
loss frame (t-test, degree of freedom = 1291, t = −0.5574). For each subject, we
computed the proportion of unstable choices for the 32 paired-options taken together:
for the 16 paired-options in the gain frame, and for the 16 paired options in the
loss frame. Figure 7 shows that subjects differ notably in their level of instability.

8 Although 21 % of subjects are not consistent with the predictions of prospect theory, the proportion of
standard framing effect is significantly higher than that of non-standard framing effect at better than the
1 % level in set 1. We obtain the same result if we consider the observations in rounds 1 and 3 as separate
or not.
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Table 8 Correlation between observed inconsistencies (Spearman correlations)

Instability FErounds1&3 FEround1 FEround3

FE13 −0.0434

FE1 −0.0458 0.8513***

FEround3 −0.0334 0.7641*** 0.3559**

PR −0.1096 0.0375 0.0573 − 0.0006

Bold values indicate the absence of correlation discussed in the paper
(i) FE13 = FE in rounds 1 and 3, FE1 = FE in round 1 and FE3 = FE in round 3
(ii) Levels of significance * 10 %, ** 5 %, *** 1 %

This heterogeneity between subjects shows that some subjects are more unstable than
others in revealing their preferences. Figure 7 shows also the considerable correlation
between the rates of instability in the gain frame and in the loss frame (Spearman’s
rho = 0.8142, p < 0.01).

5 Consistency across tasks: results and interpretations

We examined the correlation between our three measures of inconsistency: the propor-
tions of preference reversals (PR), framing effects (FE) and instability (see “Appendix
1”). Table 8 shows that there is no significant correlation between these three mea-
sures. Subjects who performwell in preference-reversal tasks are not significantly less
sensitive to the framing effect and are not more stable in revealing their preferences.
The absence of correlation between the three measures of inconsistency suggests a
heterogeneity of behavior within subjects.

We can be a little more precise regarding the relation between SPR and SFE.
As it often happens in such experiment, some subjects exhibit non-standard pref-
erence reversals (NSPR) in task 1 or non-standard framing effects (NSFE) in task
2. Since the measure of overall preference reversals and that of the overall framing
effect encompass the non-standard inconsistencies, we may attribute the absence of
correlation to the difference in the measurement of overall inconsistencies. Conse-
quently, examining the correlation between standard (non-standard) inconsistencies is
more compelling. We thus examined whether there is a positive correlation between
standard inconsistencies (standard preference reversals and standard framing effect)
on the one hand, and non-standard inconsistencies on the other hand (non-standard
preference reversals and non-standard framing effect). Table 9 lists the Spearman
correlations between standard and non-standard inconsistencies. We find no signifi-
cant correlation between standard preference reversals and standard framing effect,
nor between non-standard preference reversals and non-standard framing effect.
However, we do see that instability is positively and significantly correlated with
standard framing effect and non-standard framing effect. We also note that measures
in the table that are obtained by use of valuation (SPR and NSPR) are not corre-
lated with measures based on binary choices (e.g. all framing effects and instability
measures).
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Table 9 Correlation between standard inconsistencies, non-standard inconsistencies and instability (Spear-
man correlations)

Instability SFE1 NSFE1 SFE13 NSFE13 SFE3 NSFE3 SPR

SFE1 0.319*

NSFE1 0.396** −0.190

SFE13 0.379** 0.899*** −0.083

NSFE13 0.571*** −0.109 0.859*** −0.043

SFE3 0.347** 0.543*** 0.084 0.836*** 0.072

NSFE3 0.547*** 0.021 0.198 −0.006 0.638*** −0.028

SPR −0.155 −0.105 −0.153 −0.046 −0.106 0.052 0.027

NSPR 0.141 0.091 0.229 0.102 0.204 0.120 0.089 −0.545***

Bold values indicate the absence of correlation discussed in the paper
(i) SFE13 = SFE in rounds 1 and 3, SFE1 = SFE in round 1, SFE3 = SFE in round 3, NSFE13 = NSFE
in rounds 1 and 3, NSFE1 = NSFE in round 1 and NSFE3 = NSFE in round 3
(ii) Levels of significance * 10 %, ** 5 %, *** 1 %

It is important to note that the correlations which have been found to be significant
in other experiments, like those between different measures of framing, are still sig-
nificant. This is important because we may otherwise have thought that the absence
of correlation was due to a lack of statistical power. In the same vein, we may wonder
whether the absence of correlation between ourmeasures of consistency is due to some
non-linear relation between the differentmeasures.However, the Spearman correlation
coefficient allows us to reject the possibility of any monotonically relationship.

6 Conclusion

This paper has exploredwhether different types of inconsistency are related.We define
and measure three types of inconsistency for each decision-maker. The degree of each
type of inconsistency varies greatly across individuals. But, we find no significant cor-
relation between our three measures. This rules out the possibility of some individuals
being more or less consistent than others in absolute terms. If something like market
experience or cognitive skills were to partly explain inconsistency, we would observe
some correlation across our three inconsistency measures. This is not the case. The
hope of capturing the propensity to exhibit preference inconsistencies, using a simple
individual characteristic, falls short of empirical support. This empirical finding also
has some theoretical implications. Differentmodels have been built to explain different
types of preference inconsistencies. For instance, prospect theory relates to framing
effects, while models with an error term are more suitable to explain preference insta-
bility. In the light of the presented results, building a unified model of preference
inconsistencies appears even more challenging than initially thought. Absent such a
model, having different explanations for different types of inconsistencies is almost
unavoidable.
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Appendix 1: Correlation: supporting figures

See Figs. 8, 9 and 10.
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Fig. 8 FE1 vs instability (individual data)
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Appendix 2: Framing effect: supporting figures

See Figs. 11, 12, 13 and 14.
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Appendix 3: Framing effect: varying probability of winning and initial
endowment

• Figures 15, 16 and 17 show decisions across varying probabilities: the bars show
the percentages (%) of trials in which subjects chose the gamble option in the
gain frame (dark bar) and in the loss frame (lighter bar), for the four winning
probabilities in the gamble option (20, 40, 60 and 80 %). Consistent with De
Martino et al. (2006), we observe that subjects are more risk averse in the gain as
compared to the loss frame for the four probabilities of winning.

• Figures 18, 19 and 20 show the decisions by the amount at stake: the bars show
the percentages (%) of trials in which subjects chose the gamble option in the gain
frame (dark bar) and in the loss frame(lighter bar), for the four amounts at stake
in the gamble option (e10, e20, e30 and e40). As in De Martino et al. (2006),
risk attitude is affected by the framing of questions for the different endowments,
especially for high payoffs.

Appendix 4: Framing effect: results in round 2

In round 2 (33 % of all the trials), the expected outcomes of the sure and the gamble
option were unbalanced.We used these “catch trials” (1) to ensure that subjects remain
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Fig. 15 The proportion gambling by winning probability (round 1)
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Fig. 16 The proportion gambling by winning probability (round 3)

123



Consistent inconsistencies? Evidence from decision under risk 645

0
10

20
30

40
50

60
70

80

%
 o

f q
ue

st
io

ns
 in

 w
hi

ch
 s

ub
je

ct
s 

de
ci

de
d 

to
 g

am
bl

e 
(R

ou
nd

s 
1 

an
d 

3)

20% 40% 60% 80%

Probability of winning

Gain frame Loss frame

Fig. 17 The proportion gambling by winning probability (rounds 1 and 3)
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Fig. 18 The proportion gambling by the initial endowment (round 1)
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Fig. 19 The proportion gambling by the initial endowment (round 3)
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Fig. 21 The proportion gambling by the frame and the attractiveness of the sure and gamble options

engaged in the experiment (as inDeMartino et al. 2006), and (2) to separate the two sets
of questionswhere the sure and the gamble options had the sameexpected outcome. For
both frames (gain and loss), we used two types of catch trials: the “gamble weighting”
where the gamble option is preferable to the sure option, and the “sure weighting”
where the sure option is preferable to the gamble option. We varied the attractiveness
of the sure and gamble options in both frames (see Table 4) to examine the accuracy
of optimal decisions according to the attractiveness of the options.

Figure 21 shows the proportion of gambling in the gain frame (dark bar) and in
the loss frame (lighter bar). Subjects were accurate in making optimal choices, by
generally gambling more (less) when the gamble option was more (less) favorable
than the sure option. More precisely, we constructed an “attractiveness index” as the
difference between the expected outcomes of the gamble and the sure option and
found that the proportion of gambling is positively and significantly correlated with
the attractiveness of the gamble option over the sure option (gain frame: rho= 0.2799,
p < 0.01. Loss frame: rho = 0.3324, p < 0.01).
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