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Abstract
Saving energy in Wireless Sensor Networks (WSNs), is critical in different applications, such as environment monitoring,
keeping human awareness and etc. Many studies have investigated energy consumption and improved the WSN lifetime
longevity by reducing the energy consumption. Still, proposed approaches overlook the nodes’ distribution role in energy
model and routing protocol, which is a key factor in a WSN. In this work, we propose a novel approach; namely GDECA;
which assumes nodes’ distributions are mixtures of Gaussian distribution, as an assumption applied in real world. SoGDECA
rely on a distribution estimation borrowed from Machine Learning (ML) to fit the Gaussian Mixture Model (GMM) to the
nodes and calculate the parameters for these distributions. Next, the estimated parameters are employed in Cluster Head CH
selection policy. Besides, sinks routing is determined based on nodes distribution. Results showed the improvement close
to 40–50% in energy consumption. As another outcome, GDECA keeps all the nodes active until end of the simulation.
Observations also demonstrate that sinks path calculation using this approach is optimum, and randomly changing number
of sinks increases energy consumption.

Keywords Wireless sensor network · Gaussian mixture model · Cluster head selection · Energy model · Energy consumption

1 Introduction

Wireless Sensor Networks (WSNs) consist of wireless sen-
sors with specific transmission range to send and receive
information and to perform simple mathematical operations,
locally [1]. Such sensors are occupied in different open field
applications; such as environment monitoring, events man-
agement, etc. for context awareness [2].
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To address recharging limitations of wireless sensors, sev-
eral algorithms and protocols are proposed to save sensors
energy, and finally to increase lifetime ofWSNs.On the other
hand, such massive number of the algorithms and protocols
is unable to solve all the challenges in terms of energy, com-
putational power, memory usage and etc.

Two types of strategies are proposed to improve the energy
consumption in WSN; first solutions consider deployment
of the nodes in WSN as a solution to solve the energy con-
sumption. Such studies investigate the optimum solutions
for nodes’ deployment which can be helpful to reduce the
energy consumption [3–5]. The proposed approach for nodes
deployment benefit from suitable nodes’ distribution over
the network to reduce energy consumption. Apart from these
approaches, second type of techniques employ routing proto-
col techniques used to save energy for each node. In contrast
to first category, this type of techniques assumes that node’s
distribution is arbitrary and focuses on the techniques to find
best routing protocol for the sinks to increase network life-
time. In current study, we focus on second type to address
the energy consumption problem in a WSN.
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One-hop and multi-hop protocols suffer from different
drawbacks such as “hotspot” problem; which refers to over-
head on central sink that is responsible to collect data from
other nodes. This overhead leads to delay in sending packets
to receivers. Data collection approaches such as “Hierar-
chical Protocols” are proposed to save sensors’ energy and
distribute energy waste among all the sensors in networks,
uniformly and also to increase the scalability of the network
[6,7]. We can refer to Mobile based Energy efficient Clus-
tering Algorithm (MECA) and Energy efficient Multi-sink
Clustering Algorithm (EMCA) as solutions to address this
type of problems [8].

Although many studies considered hierarchical and clus-
tering algorithms, but such approaches still overlookdifferent
limitations. Initially, selecting only one node as CH in algo-
rithm leads to overhead on CH and this eventually leads
to nodes’ energy drainage. Initial studies proposed differ-
ent approaches to select CH, while recent studies randomly
selected CH with no pre-determined strategy. One important
defect of previous algorithms is that they not only ignore dis-
tribution of nodes in network in first place, but also ignore
distribution of nodes in each cluster. In better words, recent
approaches suffer from serious limitations. First, the latest
techniques overlook the key role of nodes’ distribution in
determining sinks’ movement. Estimation of nodes’ distri-
bution simply helps the sinks to move regarding the nodes’
distribution. Furthermore, recent works are limited to nar-
row scope of utilizing criteria based on nodes’ energy to
determine CH. Considering nodes energy for CH selection
partially addresses the “hotspot” problem, but still we require
the spatial information of nodes to better select the CH. As
an example, selecting the CH in most dense regions simply
reduce the energy consumption, since the average distance
between nodes and CH is decreased. Addressing both limi-
tations result in WSN lifetime longevity.

First we require to cluster nodes and select CH based on a
possible distribution of nodes. In a same way, sinks’ path is
also determined. In addition, we devise a new packet trans-
mission scheduling for sinks.

For distribution estimation, we assume nodes distribu-
tion as Gaussian Mixtures and hence we employ Gaussian
Mixture Model (GMM) from Machine Learning (ML) area
[9] to calculate each cluster using Mean and Covariance
as distributions’ parameters. This model uses Expectation-
Maximization (EM) to calculate each cluster, while maxi-
mizing node distribution likelihood in each iteration. This
algorithm maximizes Gaussian posterior distribution until
convergence is satisfied. Afterwards the nodes close to mean
value are selected as CH. Hence, we can have CH closer to
nodes density and thereforewe can improve their energy con-
sumption, considering reduction in average distance between
nodes and their CH.

On the other hand we also determine the sink path based
on the nodes distribution and hence we can select a path with
least energy consumption for sending packets. So we can
summarize our contributions as follows:

– For the first time, we employ a clustering method bor-
rowed from Machine Learning (ML) [9] (GMM) to
estimate the nodes’ distribution using latent variables
(See Sect. 3.2). To this end, the model takes the number
of mixtures as input and estimates the nodes in each clus-
ter and statistical information as the information required
for routing protocol.

– In contrast with previous works, we use the statistical
information from estimation to calculate the routing path
for each sink. We utilize the intersection between each
two clusters to determine the intended routing path. The
results shows that the proposed approach improved the
energy consumption and lifetime of the network (See
Sects. 5.1.2, 5.1.3, 5.1.4).

– We propose a novel CH selection algorithm, which uti-
lizes the statistical information acquired from GMM to
reduce the distance between nodes andCH.Weprove that
such an approach is optimum (See Eq. (17) in energy con-
sumption. We also reflects the effectiveness of proposed
model in reducing the average distance in Sect. 5.1.1.

2 Related works

In the last decade, a great deal of research studies focus on
proposing new algorithms to reduce the energy consumption.
Some focused on nodes’ deployment to increase the lifetime
ofWSN, and others focused on developing the routing proto-
cols, able to reduce the transmission energy required to send
data to sink and CH. In this section, we first introduce the
studies on nodes deployment studies and then move to focus
of our study; routing protocols.

2.1 Sensor deployment using Gaussian distribution

Different studies considered the deployment of aWSN using
Gaussian distribution. A survey in signal level of techniques
used in WSN is studied by Yetgin et al. present different
algorithms proposed to increase Network Lifetime (NL) of
WSN. Different guidelines are provided to show the possible
directions of future works.

Halder et al. propose a deployment based on customized
Gaussian distribution to address the standardGaussian distri-
bution problems in balancing the energy consumption. The
results showed an outstanding improvements in terms of life-
time of WSN and energy consumption.

An analytical framework is proposed byWang et al. [4] to
consider 2D Gaussian to improve the deployment of nodes

123



Improving lifetime of wireless sensor networks based on nodes’ distribution using Gaussian… 257

and introduce new parameters onGaussianmodel to improve
the energy consumption in WSNs. Proposed approach effec-
tively improve the lifetime of network.

Boukerche et al. [10] propose an approach in corona
based WSN for both uniform and non-uniform deployment
of nodes. In proposed approach nodes calculate the prob-
ability of delivering the data to other nodes in different
situations. The results show that performance of the deploy-
ment approach is significantly improved.

2.2 Data collection approaches

A review of data collection approaches is given in Fig. 1.
As displayed in Fig. 1, given the significance of sink

mobility, the approaches are divided into two groups, at the
first level; fixed sink andmobile sink approaches. The former
is categorized based on the number of sinks responsible for
collecting the information from the nodes;multi-sink and sin-
gle sink. The latter approach is divided into three categories
according to the number of intermediate sinks contributed to
the routing task; one-hop,multi-hop, and hierarchical routing
protocol. Among three mobile sink approaches, the hier-
archical protocol is divided to multi-sink and single sink
approaches. Each category includes three types of man-
agement strategy employed by sinks to direct packets to
Access Points (APs); controlled, random, and deterministic.
In following we explain different approaches and provide
various examples for each category. The fixed sink category
is divided up into two sub-categories: single sink; where data
are delivered to a single sink, directly [11], and multi sink
approaches; where data are received by target in multiple
hops with intermediate nodes [12]. Fixed, single sink is use-
ful when covered wireless network is small, while multi-sink
type is suitable when multiple sinks are available to gather
data. As a result this category is applicable to vast areas. In
this approach network is divided to areas with different or
same sizes and every sink receives data from nodes or CH
[13].

Second category refers to approaches which assume that
sinks are mobile. Different studies demonstrated that mobile
sinks improves the efficiency in terms of different metrics
[14]. Mobile sinks approaches proposed to increase the net-
work lifetime [15], cover the networks [16], increase the
nodes’ communications [17], and decrease the packet loss
[18].

Generally, there are three approaches for collecting data,
for mobile sinks. In first approach, sinks collect data from
nodes, directly. Obviously such approaches are suitable for
small networks [19].

Second category consists of approaches which are called
“Multi-hop” routing protocols. Intermediate nodes play
important roles in transmitting data to destination in this cat-
egory, but they make no changes in sent packets data. This

approaches are known for their contribution in large networks
[20].

Third approach is known as “Hierarchical Approach”;
suitable for networks with tens of thousands nodes. In this
approach, networks are divided to different layers and each
layer is leveled with different types of networks [21,22]. In
each layer, collected data is transmitted to a CH and each
CH sends data to the upper layer. Consequently, approaches
in this category are using the multi-hop routing. Different
criteria is used for evaluating approaches in this area. Some
approaches, selectCHbased onnode send/receive data range.
Remaining studies select CH based on residual energy of
nodes in clusters. In a hierarchical approach, single or mul-
tiple sinks are selected based on network scale. Single sink
approach is not suitable for large networks or event based
data. On the other hand, multiple sinks approach decrease
delay in data collection [23] of large networks, increase in
data throughput [24], and energy saving for nodes [25].

Routing protocols generally consider energy consump-
tion distribution among nodes, uniformly. To address this
problem, algorithms require to solve hotspot problem and
hence, increase network lifetime. Several approaches used
clustering as a solution for energy consumption [8,26,27].
Clustering approach will reduces intra-cluster communica-
tion range and as a result, energy consumption reduces.

The multi-hop communication, consume lower energy
than one-hop communication in large networks [28]. So,
energy consumption is distributed among nodes and this pre-
vents nodes’ death in short time (hotspot problem) [27,29].

Different protocols are introduces tofind theoptimumpath
to CH to save the energy such asMultipleMobile Sink-based
Routing (MMSR), Energy-efficient Multi-sink Clustering
Algorithm (EMCA), Mobile-sink based Energy-efficient
Clustering Algorithm (MECA), Tour-Planning Algorithm
(TPA), Energy efficient Distance-Aware Routing Algorithm
(EDARA), and etc.

MMSR is proposed to reduce difficulties related to hotspot
problem and increase network lifetime. In this algorithm
WSNares is divided to two sections, internal circle, and exter-
nal circle. The external circle is divided to multiple areas. A
mobile sink moves along circle’s diameter, alongside two
other sinks moving on circle’s arc.

In EDARA, multiple mobile sinks are engaged to collect
data. In EDARA, sinks are fixed in their initial point. Then,
first sink starts moving from initial point, and other sinks
start moving, consequently. Sinks will not collect any data
until they get to the next station. Starting movement again,
sinks inform the sinks about their location. Sensor nodes send
data to destination, using one-hop, or multi-hop approach.
Information overhead is one drawback for this algorithm,
since in every station, each sink broadcasts the location data
to each node using a hand-shaking algorithm.
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Fig. 1 Structural chart of the
different approaches which were
employed in previous data
collection methods (Note that
Deter. stands for Deterministic)

WSN is divided to sub-networks in TPA, and amobile sink
collects data from sensors, directly. TPA preselect several
nodes as intermediate nodes to transmit data to CH. Next, the
algorithm estimates shortest path to destination, via multiple
nodes. TPA is applicable to small networks, due to limited
transmission range.

As a fixed multiple sinks approach, EMCA uses random
distribution for sinks across network area. In this approach,
network is divided to multiple clusters, and the node with
most residual energy is selected as CH. Nodes send infor-
mation to CH, in one-hop or multi-hop approach and CH
choose optimum sink for information transmission. Never-
theless, hotspot problem is still a drawback for EMCA, since
sinks are fixed in their locations.

In contrast toEMCA,multiplemobile sinks are engaged in
MECA [8]. Sinks velocity is predetermined and fixed during
algorithm execution, and move along a circle’s perimeter.
Sink broadcasts the location only once starting the algo-
rithm, and nodes will calculate sinks’ next location based
on their initial location and velocity. In MECA, network is
divided to multiple equal clusters, and CH is selected based
on residual energy for each node. MECA adopts one-hop or
multi-hop approach to send data to targeted node. In multi-
hop approach, achieving energy saving is accessible, since
nodes are able to send data to CH or sink, directly or in multi-
ple steps. Amini et al. [30] proposed an improved version of
MECA, where the area of distributed nodes was considered
as hexagon. To improve the effectiveness of the model, sinks
move inside the hexagon and stoppage locations are deter-

mined inside the hexagonal area. Using such approach, the
performance of the proposed model has improved in terms
of network lifetime and energy consumption.

In conclusion, previous approaches overlooknodes’ distri-
bution inCHselection, and sinkmovement path. Considering
nodes distribution, hotspot problem will be almost solved,
since CH is selected based on the vicinity to dense area.
In addition, balance on energy consumption among nodes
is other achievement, since CH are selected periodically.
Moreover, propagation delay is reduced and throughput is
increased, since nodes send information toCH in dense areas.
Finally, isolated nodes can be also available in algorithm and
hence, network performance will be improved. The current
proposed approach; GDECA is considered as a mobile sink
strategy which employs the hierarchical routing protocol in
order to manage multiple sinks with controlled algorithm.

GDECA leverages the effectiveness of nodes’ deployment
introduced in Sect. 2.1 and adopts the nodes’ distribution
in determining the routing protocol. Hence, we utilize both
categories in order to improve the lifetime of WSN.

3 Preliminaries

In this section, we explain assumption, definitions, basic
concepts, and base model for our proposed model. First,
assumptions for our model is introduced. Then we discuss
base model used as energy consumption model for this work.
Finally, Gaussian Mixture Model (GMM) is discussed as a
model used to cluster the nodes distributed over WSN.
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3.1 Model assumptions

Different assumptions is presented in current study. Some
of assumptions ensemble different aspects of network in real
world, and others are assumed to help problemmodelings and
simplification. To investigate the impression of each assump-
tion, first we require to identify the quantifiable assumptions.
Hence, we define two types of assumptions; hard assump-
tions and soft assumptions. In following we define each type
of assumptions.

Hard assumptions: such assumptions limit the physical
and computational capacity of a WSN. Hard assumptions
are summarized as below:

– The nodes in network are all fixed and they have nomove-
ment during the simulation.

– Concerning computational capacity of nodes, we assume
that every random node selected can solve problem
solved in polynomial time.

– In addition, nodes have sufficient capacity to transmit
data to other nodes, with no disruption.

Soft assumptions: such assumptions refers to routing algo-
rithms employed in a WSN:

– In this work nodes are distributed randomly with no pre-
assumption on distribution. To model the distributions
we use GMM. This assumption is regarding real world,
e.g. cities, where nodes are more dense in some places
and they are faded away, while distance from denser parts
increases. We can consider every network as a mixture
of such model.

– The sinks move in both directions, with a fixed veloc-
ity, and their path can be determined based on nodes’
distribution.

– The sinksmovement starts when their starting and ending
point is determined. Stoppage stations is 5 for each sink.
It will be done by node that calculates GMM for nodes.
After calculation, start and end point for each sink is
broadcasted by the node. Remaining nodes and sinks will
receive this message and calculate the stoppage stations.
Using available data and also the velocity for each sink,
each node is aware of sinks’ stoppage time, enabling the
nodes to send packets in real time.

Note that the soft assumptions are quantifiable and to inves-
tigate their contribution in model’s performance, we devised
three sets of scenarios. These scenarios are introduced and
defined in Sect. 5.3. The above assumptions are among base
assumption considering for network initialization and simu-
lation. Second assumption is base assumption for novelty in
this work and there are lots of clues to support it.

3.2 Gaussianmixture model

As we discussed, nodes in network are distributed based
on mixtures of different distribution; most likely Gaussian
model. In this work, nodes are distributed with X as their
location,M as number of mixture models, θm as parameters
for each distribution where m stands for mth mixture model.
In GMM estimation, an Expectation Maximization (EM)
approach is used to predict parameters of each model (each
Gaussian model is described using two parameters; mean
and variance) [9]. So, we require to maximize p(X |θm), and
hence we can obtain probability of a node to see whether it
belongs to a model to a Gaussian model or not. For this pur-
pose, a hidden variable, zmn , equals 1, if node xn belongs to
mth mixture model, and otherwise it takes 0. In better word,
zmn determines which node belongs to which mixture. First,
we rewrite p(X |θ) as follow:

p(X |θ) =
∑

Z

p(X , Z |θ) (1)

We use log for both sides and multiply and divide the right
side by p(Z |X):

log p(X |θ) = log
∑

Z

p(Z |X)
p(X , Z |θ)

p(Z |X)
(2)

Since the probability function is convex, we have:

log E(x) ≥ E(log(x)) (3)

Considering 3 we can write Eq. 2 as:

log
∑

Z

p(Z |X)
p(X , Z |θ)

p(Z |X)
≥

∑

Z

p(Z |X) log
p(X , Z |θ)

p(Z |X)
(4)

Both Z and X are independent variables, so joint probability
for them is defined as multiplication of their probability. As
a result, right side of (2) is can be written as below:

∑

Z

p(Z |X)
p(X , Z |θ)

p(Z |X)
=

∑

Z

p(Z |X)
p(X |θ)p(Z |θ)

p(X |θ)
(5)

In Eq. 5, term p(Z |θ) show the probability of zmn equal to
1 for each xn . This can be considered as p(m). So, we can
rewrite right-hand-side (rhs) of Eq. 5 as follow:

∑

m,n

p(m|xn) log p(xn|θm)p(m)

p(m|xn)

=
∑

m,n

p(m|xn) log p(xn|θm)p(m)

−
∑

m,n

p(m|xn) log p(m|xn)

(6)
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EM algorithm tries to maximize the likelihood of two vari-
ables Z and X . This algorithm consists of two main steps (as
its name demonstrates):

– Expectation: calculating the probability of each node
belonging to each cluster.

– Maximization: calculating the probability of xmn equal
to 1 for xn ; p(m).

The output of first step is used for second step. Then we cal-
culate p(m)which helps to calculate probability of belonging
each node to each cluster and the algorithm is repeated until
parameters converge.

To calculate initial values for first step, Eq. 6 is optimized
with respect ot p(m|xn):

∂LL

∂ p(m|xn) = log p(m|xn) − log p(xn|θm)p(m) − 1 (7)

So if Eq. 7 equal to zero, then we have:

p(m|xn) = p(xn|θm)p(m)∑
m′ p(xn|θm′)p(m′)

(8)

In maximization step, hidden variables’ probability is maxi-
mized regarding θm . Obviously, first term of rhs has a partial
difference non-equal to zero. In addition, p(xn|θm) is con-
sidered as multivariate Gaussian distribution. So, the term is
substituted with multivariate Gaussian distribution, and dif-
ferentiate regarding mean, and variance:

μm =
∑

n p(m|xn)xn∑
n p(m|xn) (9)

�m =
∑

n p(m|xn)(xn − μm)T (xn − μm)∑
n p(m|xn) (10)

Then value for p(m) can be calculated using following equa-
tion:

p(m) = 1

N

∑

n

p(m|xn) (11)

Hence, the expectation calculation is completed, and these
two steps are repeated until parameters converge to fix values.

4 GDECA; GMMbased distribution
estimation clustering algorithm

In this section, the proposed model is discussed in two sub-
sections Base model, and GDECA. In first subsection base
energy model is discussed based on the algorithm proposed
in [8] and then we explain the improved energy model.

4.1 Base energymodel

In this work, we consider the network as a graph G(N,E),
where N indicates nodes in our network, and E is the link
between each two nodes (i,j). Every node in network has a
communication range (d0), which enables the node to send
data with lower energy and energy consumption increases
beyond the range, exponentially. So, we can compute energy
consumed to send l-bit from node i to node j located with
distance d from each other using following equation:

ET x (l, d) =
{
l Eelec + lε f sd2, d < d0
l Eelec + lεmpd4, d ≥ d0

(12)

In Eq. 12, the model considers ε f s if free space model
parameter is lower than node’s communication range. If their
distance is higher than their communication range, εmp is
used asmodel parameter. For receiving, we use simpler equa-
tion as below:

ERx = l Eelec (13)

Equation12 is employed to calculate energy required to trans-
mit packets from node Si to a node as Cluster Head of i th
cluster:

E1(Si ,CHSi ) =
{
l Eelec + lε f sd(Si ,CHSi )

2, d < d0
l Eelec + lεmpd(Si ,CHSi )

4, d ≥ d0
(14)

As Eq. 14 indicates, it is costly for a node to send its packets
to a CH with high distance. So multi-hop routing is used to
send its packets through an underlying node named as S j to
CHSi :

E2(Si , S j ,CHSi ) = ET x (l, d(Si , S j ))

+ ERx (l) + ET x (l, d(S j ,CHSi ))
(15)

Each node selects the underlying node withminimum energy
consumption in multi-hop routing:

E2(Si , S j ,CHSi ) = min(E2(Si , S j ,CHSi )) (16)

We also calculate energy consumed to send packets to sink
directly using energy model in free space and multi path
routing and name it as E3(Si , BSK ). This is because some
nodes can send packets, with less energy when send send
their packets to sink directly,rather than sending the packets
using multi hop routing or sending packets to CH.

After Calculating E1,E2 and E3, node decide to send
packets by approach with minimum consumed energy.
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Fig. 2 Network configuration and sink paths (nodes are determined by
blue, sinks path by red and CHs by green)

4.2 Proposed approach

In proposed approach, the nodes first broadcast the locations
to other nodes, so the rest of the nodes will be aware of
their locations. After broadcasting, one of nodes starts to use
GMM introduced in Sect. 3.2 to calculate clusters’ mean and
variance. All nodes are capable of performing this operation,
but selected node is random. This node require two types of
information:

– Nodes’ location.
– Number of mixture models.

First information is acquired by broadcasting step. Second
one is predetermined in network and can be changed by con-
figuration setting related to network. Using this information,
means and variances are calculated and broadcast by node to
sinks and other nodes.

After that sinks will calculate their paths based on inter-
sections between each two GMMs and sinks start to move
between intersections based as start and end point. Figure 2
shows their path, start and end point.

This path determination helps CHs to send their packet
with less energy, as we explained before. eachmixture model
is showed as circles in Fig. 2where higher temperature shows
the more dense regions of distribution and lower temperature
shows the less dense regions in distribution.

Nodes calculate sink stoppage stations given the start and
end point coordinates provided by sinks, the velocity and
number of fixed stoppage stations.

As we mentioned, selecting closest node to mean as CH,
is less energy costly than selecting the CH after former CH
death. Equation 14 shows a direct relation between energy

consumption and distance to CH. A simple proof shows that
node located closest to cluster mean is the optimum selection
of first CH. For optimizing energy consumption, we need
to differentiate energy consumption regarding to distance,
since distance is the main variable to determine the energy
consumption. So we do summation over all nodes’ energies
for a cluster and differentiate:

Eoverall =
∑

i

l Eelec + lε f sd
2(i,CH)

∂Eoverall

∂d
=

∑

i

2d(i,CH) = 0

∑

i

2d(xi − xCH ) = 0

∑

i

xCH =
∑

i

xi

xCH = 1

N

∑

i

xi

(17)

Where xi and xCH display nodes’ location and CH location,
respectively, and N indicates the number of nodes in each
cluster.

As Eq. 17 shows, nodes’ mean location is optimum loca-
tion to select a node as initial CH. So in every stoppage closest
node to mean is selected as CH. In next station, next closest
node to mean is selected as CH and to prevent hotspot prob-
lem. The algorithm repeats on the same basis until all nodes
are selected once as CH, and the same loop repeats again. If
a node is out of energy and off, next closest node is selected
as CH.

5 Experimental evaluation

This section compares proposed approach with last state-of-
the art solution presented in [8,30]. Next, observations are
discussed and analyzed based on different criteria to show
proposed approach performance in different circumstances.

5.1 Comparative results

In this section, GDECA is compared against the most recent
state-of-the art approaches with resepect to different metrics.
In next sections, first we discuss the average distance from
CH rate, residual energy, total consumed energy regarding
different number of nodes.

Network configuration is explained in Table 1. In different
sections, different metrics are changed in order to evaluate
performance and analyze the observations.
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Table 1 Network configuration
in proposed approach

Symbol Name Value

Rh Length of the square sideway 45 m

N Number of nodes 100

M Number of sinks in the hexagon 6

Rs Communication range of the sink 20 m

Rn Communication range of the node 1.5 m

E0 Initial energy 0.5 Joul

l packet length 64 bits

ε f s Free-space channel parameter 0.0000015 pJ/bit/m2

εmp Multi-path channel parameter 0.0000013 pJ/bit/m4
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Fig. 3 Energy consumption in [8,30] versus GDECA for 100, 200, and
300 nodes

5.1.1 Average distance rate

As Fig. 3 indicates, GDECA outperform [8,30] in at differ-
ent points of simulation in energy consumption point of view.
When simulation starts, average distance is keeps the mini-
mum value, since selected CH is the optimum choice (As in
Eq. 17), but with time progress, average distance increases
too. One possible explanation is that as we explained in
Sect. 4.2, in each stoppage station, the distance between CH
and cluster mean increases. As a result, the consumed energy
to send packets from nodes to CH increases. Such situation
leads tomore energy consumption.With all nodes selected as
CH in one iteration, close node to mean is selected as CH and
again and average distance is reduced (As shown in t = 50 in
Fig. 3). The interesting point is that after every 50 seconds
period, the average distance is repeating the same pattern.
This pattern repeats and repeats until all nodes are exhausted
and dead. Obviously, in each period, the average distance
is increasing, since the distance between new CH and mean
node is increasing. This explains why average distance has a
periodic shape over time.

Although the average distance of nodes to sinks is chang-
ing frequently, the average distance is reduced, significantly.
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Fig. 4 Average Residual Energy for 1000 seconds simulation in [8,30]
versus GDECA for 100, 200, and 300 nodes

It is worthmentioning that average distance, is 30%, and 15%
reduced compared with [8,30], respectively.

5.1.2 Average of residual energy

One of most important factors contributed to lifetime of a
WSN is residual energy, indicating how long the network
survives. As it is shown in Fig. 4, average residual energy
of GDECA for the period length of 1000s, is closely twice
as average residual energy for MECA. Different reasons are
contributed to such performance. First, in MECA the node
selected for CH has highest residual energy, and no loca-
tion information is used to calculate CH . Obviously every
selected node would consume different amount of energy
depending on their distance to other nodes. On the other
hand, in GDECA every selected node is selected based on
its distance to other nodes to optimize energy consump-
tion. Besides, selection method for CH selection, guarantees
energy consumption drop. This helps proposed approach to
be effective twice as MECA in energy consumption.

5.1.3 Number of active nodes

As it is shown in Fig. 5, all nodes survives through the sim-
ulation time, while in MECA, several nodes are dead. This
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Fig. 5 Number of Active nodes for 1000 seconds simulation in [8,30]
versus GDECA for 100, 200, and 300 nodes

happens due to uniform pattern in energy consumption. In
MECA, nodes are selected only regarding to the residual
energy. Such selection is costly if a node is distant from
other nodes. On the other hand, GDECA has deployed a
mechanism, helping nodes to have same energy consump-
tion distribution, and this helps network lifetime increament.
Finally, the proposedmodel has also helped the sinks to deter-
mine their path based on node’s distribution, not based on
a pre-determined assumption. Such controlled mechanism
helps nodes to be flexible in sending the data to their desired
sink. In addition, WSN can be extended with new number
of nodes, without affecting the performance, since the sinks
routing can be adapted based on new location.

5.1.4 Total energy consumption

Total energy consumption is also regarded as one of the
most important factor to show superiority of the proposed
approach. Figure 6 indicates that total energy consumption
of nodes increases givenmore nodes in a network.Obviously,
total energy is completely dependent on number of nodes, but
total energy in different number of nodes, has advantage over
MECA, and IMP-MECA close to 200%, and 100%, respec-
tively.

5.2 Observation analysis

In this section, effects of our proposed approach on WSN
is investigated respecting three different criteria. First, we
investigate effects of different number of mixture models
on performance of GDECA. We also analyze impression of
sinks paths determination based on number of distributions
on energy consumption. In addition, effects of sink num-
ber on energy consumption, is also studied to observe the
number of nodes’ contribution to the energy consumption.
Finally, stoppage time impression on energy consumption,
and remained active nodes is discussed.

0

10

20

30

40

50

60

70

80

90

100 200 300

To
ta

l E
ne

rg
y 

Co
ns

um
pt

io
n

 

Number of Nodes 

MECA IMP-MECA GDECA

Fig. 6 Total energy consumption for 1000 seconds simulation in [8,30]
versus GDECA for 100, 200, and 300 nodes

5.2.1 Number of mixture models impression on energy
consumption

Employing mixture model separates the proposed model
from the previous studies. Figure 7 indicates several points in
GDECA. First, with lower number of GMMs, WSN requires
the sinks adjusted to number of GMMs to improve the aver-
age distance. For example, with 2 mixtures, employing one
sink moving in their intersection reduces average distance.
This is also true for 3 GMMs, which requires 3 sinks to
cover all intersections. But for 4 GMMs, as number of sinks
reduces, average distance decreases, too.

Furthermore, for average residual energy, average residual
energy shows that there is little affection on using adjusted
number of sinks with same number of GMMs. But generally,
with only a single sink to gather data, the residual energy
increases. The same analysis is also applied to energy con-
sumption.

Given such discussions, we can conclude that there is
trade-off between the number of sinks and energy consum-
mations of nodes to sink. With more sinks to collect data,
average distance is reduced, while on the other hand, the
number of stoppage stations for all sink is multiplied by the
number of sinks. This leads to have an turning point in 3-
sinks, where most energy is consumed by nodes.

5.2.2 Number of sinks impression on energy consumption

Number of sinks plays an important role in performance of
WSNs and also determining algorithm and policy of aWSN.
Figure 8 shows that regardless of WSN size and number of
nodes, the performance remains the same. Using 3 mixtures
alongside three sinks will obviously reduce the average dis-
tance. As we explained in Sect. 5.2.1, using one sink number
reduce the total energy consumption and also helps nodes to
hold more residual energy. As a result, changing WSN size
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Fig. 7 Performance ofGDECA regarding to number of mixture models
and sink number for 100 nodes

will have no effect on WSN performance which helps the
proposed approach to be clearly scalable for networks with
different number of nodes.

5.2.3 Sink stoppage time impression on performance

In this section, we will examine effects of sink stoppage time
on different aspects of the proposed approach. As shown
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in Table 2, with increment in stoppage time, average resid-
ual energy increases too. This is due to a simple reason:
with a fix simulation time, as the stoppage time increases,
number of sink stoppage decreases and hence, lower energy
will be consumed. On the other hand, total energy consump-
tion decreases. Furthermore, the number of active nodes
is reduced as the stoppage time increases. This means that
hotspot problem is introduced to WSN when stoppage time
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Table 2 Sink stoppage time
impression on residual energy,
number of active nodes, and
total energy consumption on a
network with 100 nodes

Stoppage length Residual energy Number of active nodes Total energy consumption

1.2 0.4006 100 9.8446

1.4 0.4061 100 9.2942

1.6 0.4121 99 8.6983

Table 3 Nodes’ distribution impression on residual energy, number of active nodes, and total energy consumption on a network with 100 nodes

Nodes’ distribution Residual energy Number of active nodes Total energy consumption

Random 0.4006 100 9.8446

Gaussian Distribution 0.3982 99 10.5782

Gaussian Mixtures (2 Mixtures) 0.4104 99 9.3704

Gaussian Mixtures (3 Mixtures) 0.4234 100 7.66

Table 4 Sinks’ velocity
impression on residual energy,
number of active nodes, and
total energy consumption on a
network with 100 nodes

Nodes’ distribution Residual energy Number of active nodes Total energy consumption

3 m/s 0.4391 100 6.09

5 m/s 0.4006 100 9.8446

7 m/s 0.3638 98 14.3476

increases, with no change in sink velocity or number of sta-
tions.

5.3 Soft assumption analysis

As mentioned in Sect. 2 we require to design scenarios to
evaluate the impact of different soft assumptions. In fol-
lowing, three different scenarios are introduced to evaluate
GDECA.

5.3.1 Impression of nodes’ distribution

In this section, we devised a scenario to analyze the impres-
sion of node’s distribution on GDECA performance. Table 3
represents the performance of proposed model with different
distributions on nodes.

The performance is suddenly dropped by using Gaussian
model as nodes’ distribution, since the proposed model basi-
cally fits three mixture models on nodes. Given two and three
mixtures of nodes’ distributions, themodel can fit the desired
number of mixtures on nodes and hence the performance of
the system is improved, significantly.

5.3.2 Impression of sinks’ velocity on GDECA’s performance

Previous studies overlook the impression of change in sinks’
velocity on the performance of proposed mode. Here we
devised a scenario to measure GDECA’s performance. As
Table 4 shows, the velocity of sinks is strongly contributed
to the performance of the model. With velocity increment,

the number of sink stoppage increases over a constant time
period. As a result, the more stoppage occurs in sink routing
and then more energy is consumed by the nodes and CH.

5.3.3 Impression of number of stations on GDECA’s
performance

Number of stations plays an important role in overall perfor-
mance of routing protocols. We examine the impression of
number of stations on performance in this section. Table 5
displays the performance of proposed model with different
number of stations. As mentioned in Sect. 5.3.2, with more
number of stations given for sink, the energy consumption
of nodes increases. As a result the average residual energy is
decreased.

6 Conclusion

This study introduces a new algorithm; GDECA, using
Gaussian Mixture Model (GMM), to fit the distribution to
nodes, assuming that sensors in real word have mixtures of
Gaussian distribution. The proposed approach, helps us to
determine mean and variance for each distribution. Using
these estimations, we are able to determineCH based on dis-
tribution means and then we use distributions’ intersection
to determine sinks’ paths. We evaluated proposed approach
regarding different metrics such as energy consumption,
number of active nodes, number of mixture models, and soft
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Table 5 Stations’ number
impression on residual energy,
number of active nodes, and
total energy consumption on a
network with 100 nodes

Nodes’ distribution Residual energy Number of active nodes Total energy consumption

3 0.4219 100 7.81

5 0.4006 100 9.8446

7 0.3912 98 11.6624

assumptions (velocity, nodes’ distribution, number of stop-
page stations).

Our observations showed that considering nodes distribu-
tion is significant in energy saving and also increasing net-
work lifetime. Results showed that average residual energy
in nodes are saved by 20–40% and nodes remain active by
the end of simulation. In addition, this approach propose a
novel idea, which helps nodes to adapt sinks’ path based on
their distribution and helps the sinks to be adoptable.

Our analysis, also demonstrated that changing sink stop-
page time, has no effects on the energy consumption, and
conserve the energy with different stoppage station time.
Furthermore, different number of nodes makes no change
on the performance. This helps the network to be scalable,
and keeps the same performance, no matter of its size and
number of nodes. Finally, we concluded that different num-
ber of mixture models is required to be adjusted with same
number of sinks, since sinks’ path is determined by clusters’
intersections. The best results is obtained when sinks’ path
is determined by the the number of mixture models, and not
randomly.
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