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Abstract Energy saving and effective utilization are an
essential issue for wireless sensor network. Most previous
cluster based routing protocols only care the relationship of
cluster heads and sensor nodes but ignore the huge difference
costs between them. In this paper, we present a routing pro-
tocol based on genetic algorithm for a middle layer oriented
network in which the network consists of several stations that
are responsible for receiving data and forwarding the data to
the sink. The amount of stations should be not too many
and not too few. Both cases will cause either too much con-
struction cost or extra transmission energy consumption. We
implement fivemethods to compare the performance and test
the stability of our presented methods. Experimental results
demonstrate that our proposed scheme reduces the amount of
stations by 36.8 and 20% compared with FF and HL in 100-
node network. Furthermore, three methods are introduced
to improve our proposed scheme for effective cope with the
expansion of network scale problem.
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1 Introduction

A wireless sensor network (WSN) comprises hundreds or
even thousands of sensor nodes that are equipped with low-
cost and lowpower devices.With the lowproperty constrains,
a single sensor node can only sense and communicate within
a limited range [1–4]. Therefore, in order to detect and gather
those important information from environment, the infor-
mation must be gathered after the shared efforts of many
nodes. During this period of gathering time, much energy
would be consumed by sensor nodes while sensing, receiv-
ing and sending data [5]. In most of network architecture,
those battery-powered sensor nodes are hard to replace or
recharge. this case leads to the paralysis of the network once
there are nodes run out of their power. So power saving and
effective utilization are vital issue for wireless sensor net-
work research [6]. The (WSN) gradual gets involved into
our daily life in activities and services. over the recent few
years, with the potential use of sensor networks in civil and
military applications, the design of the network has attracted
more and more importance, such as combat field manage-
ment, disaster surveillance [7,8]. The (WSN) is also used in
water pollution monitoring area, where the (WSN) is scat-
tered in several several countries or remote environment
to detect the dangerous gases and bacteria. Not just in the
above applications, (WSNs) also may use on healthcare,
which assist those elder and disabled or people with dis-
eases living alone in the house. Moreover, (WSNs) also may
apply to agriculture, which will benefit farmers in charg-
ing the industry and free them from endless maintenance.
Current researches [9,10] in sensor routing problem mostly
concerned about protocols that are energy-aware and toler-
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ant to sensor loss or energy exhaustion, thus to prolong the
lifetime of sensor networks [11–13]. However the require-
ment to the consideration of quality of service is urgent for
the development of wireless sensor network, and the energy
limitation makes the difficulties prominent [14]. Consider
the following scenario: In a surveillance environment, some
sensor nodes are deployed to detect the useful information
and track the change of the data. After collecting the data,
the data would be forwarded to controlling center by sensor
nodes. The controlling center only take the proper actions
if the data is under a real-time exchange between sensors.
However the data transferring process needs the progressive
transmission among the sensor nodes, outer sensor nodes
connect with inner nodes then report events to controller
center. Those inner nodes always deplete their energy ear-
lier than outer nodes because of the heavy traffic relayed
by them. What’s worse, once the inner node is dead due to
the insufficient power, then those outer nodes went out of
work due to the break of connection. Finally the surveil-
lance environment system will be damaged even a lot of
sensor nodes alive. In those traditional two-tier networks,
the imbalanced relaying mission that is assigned automat-
ically based on the distance to the sink is the vital reason
affecting the network running. In order to find a solution to
the imbalanced workload [2,15–17]. In this paper, we build
a middle oriented network layer. In this network, the middle
layer is composed of several stations, which are in work as a
intermediary by gathering the data from sensors and forward
them to sink node. The goal of our design is try to lower the
amount of the relay stations while guarantee the full cover-
age.

The rest of paper is organized as below: In Sect. 2, the
survey of routing protocols for (WSNs) and clustering tech-
niques are presented. In Sect. 3, our design ofmiddle oriented
network layer and routing protocols will be introduced in
detail. In Sect. 4, some improved strategies for the extension
of network scale problem are proposed. The next section
shows the simulation of several schemes for building routing
protocol and their energy cost comparison results. Finally,
we concludes our paper in the last section.

2 Related works

During the past years, wireless sensor network has applied
into many applications such as military, healthcare, surveil-
lance and agriculture as a powerful technology. Many
researchers have done a lot of studies for the use of WSNs
and take the best advantage of it.Most of the research [18,19]
proposals on WSNs have been developed to keep the high
efficiency of energy during the process of data transmis-
sion from the source to destination. Of course, the network
establishment costs will be different with varied network

application. EADC (energy-aware clustering algorithm) is an
even sizes cluster constructing strategy by using competition
range characteristic and in the area those nodes are distributed
non-uniform in network. This algorithmwas proposed by Yu
et al. [2]. Yu et al. also puts forward a cluster-based rout-
ing algorithm which gives more forwarding tasks to those
available nodes. The strategy is to force cluster heads to pick
nodeswithmore power orwith fewer neighbors as next stops.
(EAUCF) (energy-aware unequal clustering algorithm) was
presented by Bagci [5] for solving hot spots problem which
is also the bottleneck problem. it happens because those
cluster-heads with closer distance to base station are eas-
ily die quickly than the others due to the heavy workload.
So prolong the lifetime of those nodes who are either close
to sink or have low remaining power are the key aim for
(EAUCF) algorithm. The strategy is to decrease the work-
load of them. Artificial bee colony algorithm is often used
by authors.One of the utilization is to apply it into energy effi-
cient clustering mechanism by Karaboga [20]. By increasing
the number of sensing signals the algorithm can take a full
advantage of benefit fromWSN. Thus extends the lifetime of
network. An algorithmGeographic and Energy-Aware Rout-
ing (GEAR) was proposed by Yu et al. [21], the author used
energy aware mechanism to plan a route for packet from the
source to the target region and design Recursive Geographic
Forwarding and Restricted Flooding algorithm to propagate
the data within the range of destination region. Most previ-
ous cluster based routing protocol algorithms only cares the
relationship of cluster heads and sensing nodes but ignore
the huge difference costs for a cluster head than a common
sensor node. In this paper, In this paper, we present an routing
protocol that is energy aware one based on genetic algorithm
for a middle oriented network layer. The middle layer con-
sists of several stations, which are in charge of gathering
the data from sensing nodes and re-forward it to sink node
directly. The amount of stations should be not too many that
will cause too much costs. However the amount should not
be too few that will spend extra transmission consumption of
sensor nodes. The following parts introduce several location
selection strategies [22–25]. Firstly the farthest first traver-
sal (FF) [26] was proposed by Gonzalez. The first point is
to choose arbitrarily and each successive point is as far as
possible from all previously chosen points. This is the brief
version of farthest first traversal. Another related strategy is
a variant of FF called Harel method that is used by Harel
and Koren [27]. His method tries to find M Pivots for high-
dimensional graph embedding task. The process of Harel
Method starts with a random point, and then each follow-
ing point is as far as possible from the last chosen point
instead of the previously chosen points. There are two kinds
of Harel methods HL and HD. They are different with the
distance computing equation.HLuses theEuclidean distance
and HD uses Dijkstra distance. A popular way to solve loca-

123



An energy-aware routing protocol for wireless sensor network based on genetic algorithm 453

Fig. 1 A middle oriented layer network

tion selection problem is dominating set method, which is
to find a minimum set individuals that could cover the rest
of members [28]. The paper presents a heuristic algorithm
to get a dominating set by using CovCnt value (the neigh-
bor amount that also means the vertex could be contacted
by the remaining neighbors) and Score value (estimate the
possibility of becoming a center). The dominating set starts
from empty then grows during the algorithm based on lazy
principle, which is to add new point into set as late as possi-
ble.

In this paper, the pattern of the network is similar with 2-
tier network with the sink in the center area. It connects and
communicates to all the relay nodes directly.Those common
sensors only sense the interesting events from environment
and reporting them to relay nodes. We make the following
assumptions regarding the network model:

• We consider a periodic event collecting happens where
data is sensed and m data bits are transmitted in one slot.

• There is no constrain for the distribution of sensor nodes,
they all randomly deployed in the area. The locations of
relay nodes are chosen from the original place of sensors.
The total amount of sensor nodes and relay nodes are
constant.

• When a periodic event happens, the closest sensor near
the source event will response and restrain the act of other
nodes. If two sensor nodes synchronous sense the event,
both the data will be transmitted to relay nodes.

• A relay node will forward the collected data to the sink
every four slots.

• The sink node has no constrain of using power, thus we
will ignore the energy consumption of it.

In this paper, we use a similar network model with paper
[29], the energy model includes sensing, receiving and send-
ing three parts of consumption. This paper will follow it to
compute the energy of sense, transmit and receive data.

Esense = αm, α = 60 × 10−9 J/bit

Erx = (β1 + β2r
2)m, β1 = 45 × 10−9 J/bit,

β2 = 10 × 10−12 J/bit/m2

ERx = γm, γ = 135 × 10−9 J/bit. (1)

3 The proposed routing protocol implement

The theory of evolution inspires the application of com-
putational models family. Genetic algorithm (GA) is one
of them. GA are usually used to solve optimization and
search problems for getting high-quality solutions with
bio-inspired operations. A simply implementation of GA
evolution process begins with generating several initializa-
tion solutions [30–33]. And store the best individual by
comparing their fitness values or other parameters. Then
put those individuals into crossover or mutation mode for
further evolving. After a lot of iterations, output the best
individual, which is the final solution. In this section, a
three-tier network routing protocol construction method is
presented in detail. Our design has two phases, Select-
ing candidate middle layer phase and genetic algorithm
phase.

Selecting candidate middle layer phase In our protocol, we
build a middle oriented network layer. we illustrate the work-
ing style of this middle layer by using an example. Assume
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Table 1 Pseudo code for middle layer candidate selecting

the Fig. 1 is the model of network. The sink receiver is
arranged on the edge of this field. It is responsible for col-
lecting the data from the middle layer and then transmitting
those data to outside internet. Those nodes in triangle are
stations which work for receiving important data from the
lower layer and forwarding the data to sink node. There
are several stations in the network, they all communicate
with sink node directly. The lowest layer deployed with a
lot of common sensor nodes which are in charge of sens-
ing the interesting packages from environment and transmit
these events to middle oriented layer. It is a simple three-tier
network. However, the number of stations plays an impor-
tant role in balancing the energy consumption and operating
in an effective and stable way for the network [34]. The
large number of stations as in Fig. 1b will cause too much
construction cost. On the contrary, for a small quantity of sta-
tions network as in Fig. 1a, there will be some isolate nodes
that could not connect with a station. The perfect state in
Fig. 1c for this kind of network is to minimize the amount of
stations and guarantee a full coverage surveillance environ-
ment.

The next step is to form amiddle layer by selecting several
appropriate stations. And each position of station is chosen
from the sites of sensor nodes located in. We will select M
sets of solution. Each of the solutions may construct a middle
layer and ensure a full network coverage. The process of
picking stations is shown as the pseudo codes in Table 1. In
the simulation phase, stations and common sensor nodes are
equipped with the same sensing and communicating device.
The following symbols express as: Set G contains the whole
sensor nodes in the network. And initially the set S is empty.
The result of S will be a set of candidate stations. The first
step starts by randomly choosing a node z fromG and adding
it into S. Every different initial node z generates a different
set of solutions. In the while body, node m is the one that
belongs to the set G and it can sensed by node z directly.

Table 2 The configuration of a chromosome

Genetic algorithm phase Since each set of solutions from
above meets the full coverage request. In this phase, we inte-
grate the genetic algorithm to obtain the most appropriate set
of stations with the best fitness value.

• Initialization Table 2 is one of the examples for show-
ing the structure of one chromosome. Assume each sensor
node with a serial number from 0 to (n − 1), here, label
n is the quantity of sensor nodes in our field. The binary
value ‘0’ and ‘1’ represent that the corresponding node
is a common node or a station. The configuration of one
chromosome is as follows.
Step 1 Pick one item fromM sets of solutions that are gen-
erated from Phase one as MLS.
Step 2 Create a chromosome with all bits value ‘0’.
Step 3 Set those bits value ‘1’ that those bits represent node
coming from MLS.
The M set of solutions will evolve M chromosomes.

• Evaluation Evaluate the population withM chromosomes
by computing their fitness value using Eq. 1. Store the best
fitness value as gbest .

• Fitness function During the whole process, each chromo-
some represents a solution of middle oriented network
layer model. In order to evaluate the quality of each solu-
tion, a proper fitness function fm is designed here which
is shown in Eq. 2.
In Eq. 2, S is the set of all nodes in area, and the size of S
is n. the set C collects the bits with values 1 in a chromo-
some, d(C, Ssink) count all the distance from sink node
to each relay node, and d(xi , Ssink) computes the distance
between node to sink. The coefficient α, β are distance
independent parameters (Table 3).

fm = α · |S − C| − β ·
⎛
⎝ ∑

1≤i≤C

d (Ci , Ssink)
/ ∑

1≤i≤n

d (xi , Ssink)

⎞
⎠

(2)

• Crossover Before crossover process, separate the popula-
tion into two parts. Not all of the population operates this
crossover phase. Only those chromosomes that with better
than a half population in fitness value run this operation.
After the crossover operation, the new child will replace
the one that is worse than a half population in fitness val-
ues. We only use one-point fixed operators in crossover
process. The crossover point is set to the middle posi-
tion of the chromosome. For example, LetM(mother) and
F(father) be the parent Chromosome, Mi,1,…,Mi,n and
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Table 3 Crossover operation

Table 4 Crossover operation

Fj,1,…,Fj,n respectively. A middle point is chosen and
then the child C string is as follows.

C = Mi,1, . . . , Mi,�n/2�, Fj,�n/2�+1, Fj,�n/2�+2 . . . , Fj,n

(3)

• Mutation This evolution process works by mutate a bit
value with a defined probability of a chromosome. In our
paper, we use a constant mutation rate of 0.02, as the bits k
and (k+1) are shown in Table 4. Back [31] suggests a value
1/l rate for mutation as the lower rate limitation, where l
is the length of a chromosome. This operation provides a
attempt in a lower probability for random search resulting
in helpingus to avoid the loss of valuable station candidates
information and widen the search space.

• Remedy As mentioned above, every chromosome repre-
sents a solution of our middle oriented network layer
model, whose validity or infeasibility is very important.
That model satisfies that all the common sensor nodes
with value ‘0’ must connect to any one station with value
‘1’. If not, the chromosome either should be re-initialized
or remedied. The remedy strategy includes reverse those
value ‘0’ bit to value ‘1’ or pick some of them to reverse
the value.

An overview to sketchmiddle oriented network layer con-
struction process:

(1) SelectM set of candidatemiddle layer solution asMLSs.
(2) Create the population based on MLSs.
(3) Evaluate each chromosome using fitness function, store

the one with the best fitness value as gbest . Set t := 0.
(4) Execute the crossover and mutation operation. Remedy

each damaged.
(5) Repeat steps 3 and 4. Until t = iteration. Output gbest .

4 Improved strategy

Some methods may be good in the final results, but it may
cost too much computation time and memory space. On the
contrary, an algorithmmay spend only several steps resulting
with an acceptable solution. As the genetic algorithm, it is
like a kind of exhaustion testing and it represents all the
possible combined solutions. If wewant to get an expectation
solution, it just needs to set a proper iteration times for genetic
algorithm. The above two phases based on genetic algorithm
gets a good scheme to build the middle oriented layer, but
there is a flaw for apply it for expanding the network size.
An increasing number of sensor nodes will raise a higher
consumption of running time and memory space. The main
issue about high consumption on time and space comes from
the configuration of the chromosome in genetic algorithm
phase. The length of one initial chromosome becomes larger
as the growth of the number of sensor nodes in network.
Hence cutting down the binary string length is the effective
way to solve this problem. The follows are some strategies
to improve the proposed strategy.

Dividing zone In the above genetic algorithm phase, all the
sensor nodes are taken into consideration for optimizing the
most suitable station location. Actually, we may stop tak-
ing the whole area of network as a unit and divide the field
into several small pieces. For each piece of land, operate the
selecting candidate of the middle layer process and genetic
algorithm process. In the end, combine each part solution
together as the final resolution. It is different from the far-
thest first traversal results, there is no station located at the
boundary of field. Therefore, the combination outcome may
make a good performance.

In the simulation of experiment, we divide the network
into four sectors. And this improved strategy is labeled as
SDg (sector divide ga).

Sampling nodes Sampling [35,36] is concerned with the
selection of a subset of individuals from a population to
estimate characteristics of the whole population. usually,
the process of sampling comprises the following: One,
choose elements as candidates. Two, specify a sampling
method, third, define the sample size and sampling plan.
Here we use two frequently used sampling methods to do
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the improvement: simple random sampling (RSg) and sys-
tematic sampling (SSg).

(1) Systematic sampling Systematic sampling (also known
as interval sampling) starts selecting the elements ran-
domly and then proceeds with the picking of every kth
element from the set. k = (population size/sample size)
in this case. If sampling size is the half size of the whole
nodes, then k is 2. Firstly sample the sensor nodes into
two sets, setA and setB. Operate the Selecting candidate
middle layer phase and genetic algorithm phase for set
A, get the temporary result t1. Remove those nodes in
set B covered by the nodes from t1. Then do the Select-
ing candidate middle layer phase and genetic algorithm
phase again for the rest of nodes in setB, then get tempo-
rary result t2. The final station result is the combination
of t1 and t2.

(2) Simple random sampling Simple random sampling is
to select without replacement a random amount of n
records out of a set ofN. In experiment,we pick a random
sample ofn records out of a pool ofN sensor nodes, every
node in network could be chosen in an equal probability.
In our simulation, the size of sampling nodes is half-size
of the total sensor nodes or one third of total nodes,which
depends on the number of total sensor nodes. After sam-
pling the nodes, the rest of process follows the SSg.

5 Simulations

The simulation results include the twoparts, the amount num-
ber of relay stations and the energy cost. We implemented
farthest first traversal (FF), dominating set (DO), Harel line
(HL), harel Dijkstra (HD) and our proposed scheme, we use
the five methods run the experiments in the same condition.
In our simulation model, 100–600 sensor nodes are scatted
uniformly and randomly in 200 × 200units of 2D space.
The communication radius R for a sensor node is different
along with the different size of network. 40, 30, 25, 20, 15
and 10units are set for 100-, 200-, 300-, 400-, 500- and 600-
node network respectively. The location of sink node is the
center of the our area.

In Table 5, it shows the results of five methods about the
amount of stations in four different size of network, 100/40
describes the amount of sensor nodes is 100 and their com-
munication radius is 40units in the simulation environment.
From the table, it shows that for 100-node with 40units com-
munication radius network, it only uses 12 stations to build
a middle oriented layer, where those stations can cover all
sensor nodes in the network, and 18 stations are needed for
dominating setmethod, Farthest first traversal algorithmneed
more stations than that. Our proposed scheme reduces the

Table 5 The results of stations number

NN/CR Methods

Our proposed scheme FF DO HL HD

100/40 12 19 18 15 17

200/30 21 29 29 25 29

300/25 33 44 40 36 43

400/20 51 67 64 55 64

Table 6 The results of stations number

NN/CR Methods

SDg RSg SSg FF DO HL HD

400/20 52 48 53 67 64 55 64

500/15 88 86 87 110 106 91 106

600/10 175 172 176 209 198 186 189

Table 7 The result of stability values for our proposed scheme

Node number StD Avg Max Min

100 0.25 12.9375 13 12

200 0.793200 23.3125 24 21

300 0.543905 33.8125 35 33

400 0.619139 52.625 53 51

Table 8 The result of stability values for improved strategies

Node number Methods StD Avg Max Min

400 SDg 1.1672617 54.8125 56 52

SSg 0.683130 54.25 55 53

RSg 1.062622 50.9375 52 48

500 SDg 1.064581 90.25 91 88

SSg 0.946484 89.6875 91 87

RSg 1.087811 87.875 89 86

600 SDg 0.910585 177.1875 178 175

SSg 1.5 179.375 181 176

RSg 1.327591 174.8125 176 172

amount of stations by 36.8 and 20% compared with FF and
HL in 100-node network.

The results of 400- to 600-node networks are shown in
Table 6. Seven methods include three improved strategies
are shown in the table. In the simulation, we divide the area
into four sectors in SDgmethod for 400-, 500- and 600-node
network. The random sampling size is one half or one third of
the total number for RSg. In SSg, the interval of the sampling
is set two for 400 and 500, and three for 600-node network.
From the table, we see the three improved strategies work
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Table 9 Data sensing effective
ratio

Node number Our proposed (%) FF (%) DO (%) HL (%) HD (%)

100 95.62 89.22 87.13 90.77 95.02

200 54.98 48.27 50.39 54.92 52.87

300 69.72 63.00 65.54 69.63 67.91

400 65.95 62.46 61.96 65.26 63.48

500 63.72 57.84 60.60 61.13 59.22

600 58.55 55.40 58.06 56.94 58.20

Table 10 The result of total
energy consumption

NNN Methods Total E NN Methods Total E

100 Ours 1870981.739 400 Ours 1.0759E7

FF 2044118.65 FF 1.14437E7

DO 2068256.169 DO 1.149413E7

HL 2019272.7 HL 1.09127832E7

HD 1934544.28 HD 1.12540559E7

200 Ours 6502476.049 500 Ours 1.37097E7

FF 7475331.86 FF 1.50898E7

DO 7068458.789 DO 1.43577E7

HL 6597517.77 HL 1.43196867E7

HD 6807352.430 HD 1.479805E7

300 Ours 7595938.23 600 Ours 1.78788E7

FF 8420092.98 FF 1.895575E7

DO 7983957.849 DO 1.8045359E7

HL 7568729.20 HL 1.84030683E7

HD 7850107.18 HD 1.799684E7

with good performance. RSg strategy reduces the amount of
stations by 25% comparedwith thanDO andHD twomethod
in 400-node network. SDg spends 20% less stations than FF
method in 500-node network.

In order to test the stability and robustness of our proposed
scheme. Our proposed scheme and three improved strategies
run sixteen times under the same condition except for the
random seeds used. Table 7 and 8 list the standard devia-
tion (StD), average amount (Avg), maximum amount (Max)
and minimum amount (Min), where each value evaluates the
amount of stations outcome. From the table,we see the size of
network for 100- to 400-node networks, the StD value stays
below than one. Even the maximum value is still better than
other methods in Table 1. Table 8 shows the improved strate-
gies that the biggest value in StD is 1.5 in 600-node, but
the maximum amount value 181 is still smaller than other
methods.

Figures 2, 3 and 4 depict the configuration graph of the
protocol. The sink node in blue deployed in the center of
area. Those nodes in red are stations that are founded out by
each method. The rest of nodes in black are common sensor
nodes, which are responsible for sensing and collecting data

from environment and transmit the data to stations. For 400-
to 600-node network, it is too complex to show the link of
the node to the sink node.

Table 9 lists the data sensing effective ratio value of the
five different methods. The data sensing effective ratio is
defined as the value of the practical number of important
events occurred (Rn) in area to the value of the real num-
ber of packages to the events sent by sensor nodes to relay
nodes. The lower ratio of the data, themore duplication pack-
ages were sent by the sensor nodes, and the more energy
consumes, the worst. The Rn values are fifty times of the
number of sensor nodes amount in network. Each events
will be discovered by nearby sensors within radius r cir-
cles, if there is no one sensor in this area, then the sensors
within radius 2r circles will be called to work, then the sen-
sors within 3r circles, it will stopped after the radius go out
of the largest sensing radius with R. Once there are sen-
sors that response to the events, other farther sensors will
be suppressed, and then the sensing sensors transfer the
collected data to relay nodes. From the table, it shows our pro-
posed method gets the higher sensing effective ratio than the
others.
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Fig. 2 Network configurations
graph 100–300 nodes
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Fig. 3 Network configurations graph 400–600 nodes (HL, HD, FF, DO)
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Fig. 4 Network configurations graph 400–600 nodes (SSg, RSg, SDg)

Table 10 shows the total energy consumption (Total E)
for 100- to 600-node networks for forwarding 5000–30,000
packages. Figure 5 compares the exactly each item energy
consumption of sensing activities, receiving and transmitting
activities. SE sums the energy cost for sensing process by
sensor nodes, and RE records the receiving cost by relay
nodes.The other SS and RS are the cost for sending mes-
sage by sensor nodes and relay nodes. Total E account the
total energy cost for all the operations showed in table.
Our proposed scheme spends the less energy than the other
methods.

6 Conclusion

In this paper, we introduce selecting candidate middle layer
phase and genetic algorithm phase two parts to construct an
energy-aware middle layer oriented routing network, where
the middle layer are consist of the node stations and their
locations are chosen by special strategy. This strategy needs
to consider the distance between common node and the sta-
tion, the amount of the stations should be as less as possible
while the network stays full coverage. In the experiment, we
implement four various strategies and compare their perfor-
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Fig. 5 Energy consumption

mance with our proposed scheme. The experimental results
show that our proposed scheme spends fewer stations than
the other ways, which decrease a lot of construction fee.
Furthermore we also present three methods to improve our
proposed scheme, which can be effectively applied to the
expansion of network scale problem. Whats more, our pro-
posed scheme gets the higher Data sensing effective ratio of
the events data, the fewer duplication packages were sent by
the sensor nodes, and the less energy consumes, the better.
The experiment results also show that our schemes consume
less energy than the other methods and thus prolong the net-
work lifetime.
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