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Abstract Fractional frequency reuse (FFR) has emerged as
a well-suited remedy for inter-cell interference reduction in
the next-generation networks by allocating frequency reuse
factor (FRF) of unity for the cell-center (CC) and higher
FRF for the cell-edge (CE) users. However, this strict FFR
comes at a cost of equal partitioning of frequency resources
to the CE which most likely has varying demands in current
networks. In order to mitigate this, we propose a central-
ized dynamic resource allocation scheme which allocates
demand-dependent resources to CE users. The proposed
scheme therefore outperforms the fixed allocation scheme
of strict FFR for both CC and CE users. Complexity anal-
ysis provides a fair means of analyzing the suitability of
proposed algorithm. We have also compared the proposed
methodology with a reference dynamic fractional frequency
reuse (DFFR) scheme. Results show maximum performance
gain of up to 30% for 3 reference cells employing Rayleigh
fading—through normalized area spectral efficiency (ASE)
analysis for both fixed allocation and DFFR. Spectral effi-
ciency analysis also indicates per-cell performance gain for
both CC and CE users. Further, detailed three-dimensional
ASE plots give insights into the affects to other cells. Due
to dynamic nature of traffic loads, the proposed scheme is a
candidate solution for satisfying the demands of individual
cells.
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1 Introduction

The diversified usage of cellular phones in the context of
data services has led to an immense increase in data-rate
demands in the next generation cellular networks e.g. LTE
and WiMAX. To cope with these high data-rate demands,
orthogonal frequency division multiple access (OFDMA)
has emerged as an attractive solution as it employs orthog-
onal sub-carriers thereby nullifying the loss due to the
inter-symbol interference. To further enhance the network
capacity, excessive reuse of frequency sub-carriers is highly
demanded. Various resource reuse schemes have been pro-
posed in the literature, for instance a comprehensive survey
is available in [1]. The suggested full frequency reuse or
unity-reuse scheme allocates the whole bandwidth to each
cell giving rise to an increased spectral efficiency (SE) but at
the cost of increased inter-cell interference (ICI). A reuse-�
scheme splits the whole band into� sub-bands and allocates
orthogonal sub-carriers to each cell, thereby reducing ICI
but at the cost of reduced SE. A good compromise between
SE and ICI mitigation is fractional frequency reuse (FFR)
also referred to as strict FFR or hard FFR in the literature.
It employs frequency reuse factor (FRF) of unity for close-
to-base station users also called cell-center (CC) users, and
a higher FRF for cell-edge (CE) users [2]. A variant of strict
FFR is soft FFR (SFR) which allows full frequency reuse in
each cell with certain power bound for the CE regions [3].
Much of the research in literature has compared the versions
of FFR schemes [3–6]. Strict FFR has been reported as more
energy efficient than SFR for fully loaded cells and at high
signal to interference plus noise ratio (SINR) regime [4]. It
suits well in terms of sum-rate, coverage probability, and for
CE users as compared to the SFR [3,6].With this motivation,
we have considered strict FFR as the reference scheme in this
paper.
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Static reuse schemes partition the resources among the
CC and the CE users depending upon the geographical area
covered by these regions, therefore making the allocation
well-determined and preplanned [5,7–9]. In [5], FFR and
SFR were analytically evaluated for area spectral efficiency
(ASE) performance on the metrics of normalized distance
threshold, cell loading, and generalized FRF. Two schedul-
ing schemes, round robin and max-SINR were presented in
[7] for exploiting the tradeoff between the distance thresh-
old and the number of users. The impact of reuse factor and
distance threshold on selection of optimal FFR scheme in
highly dense networks are analyzed in [10,11]. FFR scheme
allocating bandwidth to the CC and the CE areas being par-
titioned into discrete regions with identically distributed ICI
is proposed in [8,12]. Various tradeoffs between the distance
threshold and bandwidth partitioning between the CC and
the CE areas were observed for the two extreme scheduling
schemes; round robin and greedy scheduling. Strict FFR and
SFR were analyzed in [9] in the context of coverage proba-
bility and sum-rate employing point Poisson process (PPP)
for the base station (BS) locations.

1.1 Related work

Dynamic allocation in FFR [13–21] is currently an active
research area due to the CE region users being more exposed
to ICI, and the vastly changing demands of the next gen-
eration users. In dynamic FFR the resources such as time
[14], power [22,23], frequency [15] and a combination [13]
are adjusted according to the dynamics of traffic load and/or
channel conditions. In [15] the dynamic frequency allocation
algorithm satisfies the minimum data-rate demands but the
CE user performance is shown to be significantly reduced.
Efficient and dynamic resource allocation algorithm for CE
enhancement in non-orthogonal multiple access (NOMA) is
discussed in [13].Reuse factor selection via convexoptimiza-
tion [16] and optimal bandwidth selection via simulations
depending upon user satisfaction is proposed in [17]. A grade
of service (GoS) fair method for real-time traffic was pro-
posed in [18] where the bandwidth of CC and CE regions
was partitioned on the basis of number of users in each region
given their SINR demands were satisfied. More recently,
a distributed dynamic approach for frequency allocation
(DDFFA) is proposed for the relay-based cellular networks
(RBCNs) [19] employing coloring based distributed fre-
quency allocation (C-DFA) and inter-BS aswell as inter relay
station (inter-RS) cooperation [24,25]. The dynamic scheme
in [20,26] incorporates the self-organizing network (SoN)
functionality for the FFR resource partition thereby enhanc-
ing the network throughput and call drop rate under varying
network traffic. Another distributed dynamic FFR scheme is
proposed in [27] employing cellular automata and center of
gravity for sector-based resource allocation. To overcome the

performance degradation at the CE users, various techniques
have been proposed in literature [21,28–31]. The centralized
and distributed dynamic resource allocation via inter-cell
interference coordination (ICIC) have been proposed in [28]
and [32] respectively for CE performance enhancement.
These schemes restrict some of the resources to be utilized
when potential interference is experienced but are compu-
tationally complex. Employing cooperative MIMO (CoMP)
at the CE is another way to alleviate CE user performance
[29,30]. A dynamic approach for the FFR-based scheme
is proposed in [31] where the stochastic geometry aids the
capacity density and the area based frequency allocation for
theCE-sector ismade.However, their analysiswas supported
by simulations only and for a PPP BS deployment which
gives rise to Voronoi tessellation of cells. Another sector-
based dynamic strict FFR (DSFFR) scheme is proposed
in [33]. DSFFR is proposed for small-cell based (hetero-
geneous) networks and joint scheduling performs resource
allocation to different sectors of small-cell. A new dynamic
fractional frequency reuse (DFFR) scheme is proposed in
[21]. DFFR allocates CE resources similar to strict FFR
except that a certain percentage of CE resources are shared
among the cluster cells. These shared CE resources are allo-
cated to the cell with increased CE traffic and thus dynamics
of traffic demands are taken care of.

1.2 Paper contributions

One of the major drawbacks of the existing static FFR
schemes is that they greatly ignore the impact of enhanced
and possibly rapidly varying data-demands of the CE users
that are inherent in the next-generation wireless networks
[21]. Owing to the aforementioned fact, equally partition-
ing the sub-bands among the edge regions of a cluster of
cells can severely degrade the rate performance of some of
the cells. To the best of authors’ knowledge, the effect of
dynamic partitioning of resources among CE regions with
varying demands has not been addressed especially when
the BSs are pre-planned and well-defined as in a grid model.

In this paper, we present ASE analysis to analyze the
impact of area-based dynamic resource partitioning. SE anal-
ysis indicates the per-cell performance gain for both CC and
CE users. The three dimensional (3D) plots are presented
to better visualize some existing tradeoffs between the fre-
quency resources and the distance threshold. Finally, the
effect of proposed dynamic partitioning on the other cells’
performance is also presented. We have compared our work
with a state-of-the-art DFFR scheme proposed in [21]. Anal-
ysis is provided for per-cell CC and CE spectral efficiencies
as well as normalized average SEs for CC and CE users.

The remainder of this paper is organized as follows.
Section 2 presents the considered downlink system model
with an introduction to the static FFR scheme and received
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SINR. Section 3 discusses the proposed sub-carrier allo-
cation algorithm for which ASE analysis is presented in
Sect. 4. Analytical results showing the considerable perfor-
mance enhancement are presented in Sect. 5, and the work
concludes in Sect. 6. For the sake of convenience throughout
this paper, E [.] presents the statistical expectation operator,
M (.) presents the moment generating function (MGF), and
the coordinates (r , θ) are the location of a user and/or a BS
in the polar coordinate system.

2 Downlink system model

In this work, a downlink OFDMA multi-cell network
employing FFR is considered. In the considered grid model,
BSs are equipped with omni-directional antennas and are
assumed to be located at the center of the hexagonal cell. Uni-
form distribution is considered for randomly located mobile
users making the resource partitioning between CC and CE
users conveniently on the basis of geographical cell parti-
tioning of the respected areas. Every cell with a radius R is
partitioned into CC area having radius Rc which gives rise to
the normalized inner radius rn = Rc

R , where rn ∈ [0, 1]. In
FFR we employ a CC reuse factor of �c = 1, and CE reuse
factor of �e > 1, with �e number of cells participating in
resource allocation to the CE. It is important to mention here
that due to the varying demands of users it is highly probable
that each of the i th cell in the cluster of �e number of cells
i.e., i ∈ {1, 2, . . . , �e}, has a different threshold radius rni .
Therefore, for the performance computation and comparison
we consider �e reference users for each of the CC and CE
region in polar coordinates located at (rci , θ

c
i ) and (rei , θ

e
i )

respectively. Every reference user is served by a reference
BS which is nearest to it and the interfering BSs employing
the same sub-band as shown in Fig. 1a.

2.1 Strict FFR

Strict FFR considered in [5] assumes same deployment sce-
nario for all cells in the cluster giving rise to the same
threshold radius for cell partitioning i.e. rn1 = rn2 =
· · · = rn�e

. Hence, equally dividing the bandwidth into �e

cells with equal geographical areas of CE regions. Usually,
no power control is used in strict FFR scheme and equal
power allocation (EPA) on all sub-bands (or sub-carriers) is
employed [5,8].

2.2 Channel model and SINR

The channel in a typical fading environment consists of
path-loss, small-scale fading, and shadowing. For the ease
of analysis, channel under consideration consists of small-
scale fading followingRayleighdistribution and the path-loss

while shadowing is ignored as it can be easily overcome via
power control over the fading-time [34]. Let the transmit
power be PT for all BSs, then the received power PR at a
mobile user from the BS can be modeled as the product of
path-loss component L and the power of fading gain ζ as

PR = PT Lζ. (1)

Path-loss L is modeled as L = kd−α [35], where k =
(λ/(4π))2 is the free-space path-loss at a reference distance
of 1m depending upon the wavelength λ, d is the distance
between the BS and the mobile user, and α is the path-
loss exponent. Since, Rayleigh distribution is considered for
channel gain, its power ζ follows exponential distribution
[36] with parameter μ i.e. ζ ∼ exp(μ). Let us consider the
transmit power of BSs to be PT = 1/μ. The received SINR
at the reference user ui of the i th cell can be expressed as

γi = PTi Liζi∑

j∈Ji

PTj L jζ j + σN
2
, (2)

where j th interfering BS belongs to Ji ; the set of interfer-
ers for every reference user ui , σN

2 is the power of noise
which is considered to be additive and constant here. Slight
modification of (2) results in the following expression for the
received SINR

(a)

(b) (c)

Fig. 1 3-cell cluster inwhichCC referencemobile users (uci ) are shown
with a diamond symbolwhile CE users (uei ) are indicated by rectangular
boxes in the three reference cells; a illustration of cells with different
radii for CC and CE area, b fixed frequency allocation in strict FFR,
and c proposed dynamic frequency allocation for CE users
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γi = Liζi∑

j∈Ji

L jζ j + g
, (3)

where (3) follows from EPA to all sub-bands with g =
1/SN R = μσN

2 being the reciprocal of signal-to-noise
power ratio (SNR).

2.3 Distance between reference user and interfering BSs

Since, the path-loss L j is a function of the distance between
the i th reference user and the j th co-channel interfering BS
in the list Ji , therefore it is required to properly calculate the
distancesdi, j between an i th referenceuser and j th interferer.
A common approach for polar coordinate system is to employ
law of cosines given as

di, j =
√
D2
i, j + d2i − 2 Di, j di cos θi, j , (4)

where Di, j is the distance between the i th reference BS
and the j th interfering BS, di is the distance of reference
user from its corresponding nearest BS, and θi, j is the angle
between user and the corresponding interferer. As evident
from Fig. 2, the angle θi, j is not known to the centralized
controller directly and is calculated with simple algebraic
manipulation.

Fig. 2 Distance between reference user ue1 and 12th interfering BS.
The inter-BS distance D1,12 = 4 R. Reference user is at a distance
d1 = R

3 Proposed bandwidth partitioning algorithm

Here we consider cluster of 3 cells i ∈ {1, 2, 3} because
it is the optimal and most widely used CE reuse factor
[16]. But, the proposed dynamic bandwidth partitioning
scheme can quite conveniently be extended to the cluster
of 7 cells. The cells are monitored on the basis of received
SINR and the number of users in CC region to quantify
the distance threshold rni . We assume different threshold
radii within the cluster and repeated cluster patterns due to
FFR consideration as depicted in Fig. 3. For the purpose
of analyzing the scheme user distribution is still uniform in
every cell; only the intensity is varying allowing the cor-
responding cell to partition the cell and resource according
to its own demands. The proposed work considers the full
frequency reuse for CC regions (�c = 1) which means
that all the considered cells with different demands use
the same sub-band for the CC users. Lets say we have N
total sub-carriers. The proposed way out is to find Nc sub-
bands firstly depending upon every cell’s center area and
the reuse factor (�e), and then consider its average to be
used by every cell. Every i th BS can determine this par-
titioning radius that maximizes the SE of the cell and can
share this information with the central coordinator i.e. radio
network controller (RNC). This cooperative communication
is performed via the wired back haul (X2 interface) con-
necting the BSs to a common RNC and hence no other
means of communications are needed. The main contribu-
tion of RNC is to manipulate the data from different BSs
in a centralized fashion as described by the Algorithm 1
for the allocation of resources. Determining the appropri-
ate FRF for CE (�e) defines the number of interferers Ji ,
and hence, every BS computes the interferer distance, path-
loss and spectral efficiency for its reference user. Once this
data is collected, the controller allocates the resources by
following either Algorithm 2 or Algorithm 3. Whenever user
demands or user distributions change, BSs update their rni
and RNC applies the proposed allocation algorithm again.
Performance metrics are also computed again. This is how
the dynamics of traffic demands are handled. Fig. 1b, c
visualize how the bandwidth is partitioned in static FFR
schemes and the dynamic scheme favoring the CE users
respectively.

3.1 Fixed allocation of resources

Algorithm 2 describes the fixed allocation of resources. For
every cell the center band is allocated proportional to the
average demands of cells i.e. Ac

avg . Once the sub-band Nc

is allocated, the essence of fixed allocation is to divide the
remaining portion equally among the �e number of cells as
is done for equal radii of cells in [5].
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Algorithm 1 Centralized data manipulation
Input: fc, SN R, α, N , Di, j , di // System Parameters, inter-BS dis-

tances and user locations
1: Determine �c and �e.
2: for i = 1 : �e do
3: Determine threshold radii rni and interferer sets Ji
4: for m ∈ {c, e} do
5: Determine reference user umi locations (dmi , θmi ) // consid-

ering worst-case user with highest ICI
6: Calculate distances dmi, j using (4) // the distance between j-th

interferer and reference user umi
7: Calculate path-losses Lm

i and Lm
j // as detailed in Sect. 2.2

8: Assign Nm
i according to Algorithm 2 or 3

9: Calculate the capacitiesCm
i and ASEm

i // as detailed in Sect.
4

10: end for
11: end for
Output: rni , di, j , N

c
i , Ne

i , Li , L j ,Cc
i ,C

e
i , ASE

c, ASEe // Perfor-
mance Metrics

Algorithm 2 Fixed allocation of resources to the CE
Input: rni ,�e, N

1: ξ =
�e∑

i=1

r2ni // sum of normalized center region areas

2: Ac
avg = ξ

�e

3: Nc = Ac
avg // Average demand satisfaction for CC regions

4: Ne = N − Nc

5: for i = 1 to �e do
6: Nc

i = Nc

7: Ne
i = Ne

�e
// equal partitioning for edge users

8: end for
Output: Nc, Ne, Nc

i , Ne
i

3.2 Proposed centralized dynamic allocation of
resources

The proposed allocation scheme described in Algorithm 3
aims at improving both the CC and CE performance by allo-
cating more resources to the CC region than the fixed one
depending upon cell partitioning and dynamic allocation to
CE regions considering the demands of the individual cells. If
two or more cells have CC areas exceeding their respective
CE areas, all CC regions are allocated bands proportional
to the maximum normalized CC area; Ac

max . Lines 8 till
11 of Algorithm 3 demonstrate this allocation. Variable ind
is an array that records the indices of cells with CC areas
greater than CE areas i.e. rni > 0.5. If this condition is not
true, CC resource portion Nc is average CC area-based allo-
cation plus finer allocation. This finer allocation factor �

depends upon the center areas of�e number of cells and ben-
efits the cells with higher CC area that are under allocated.
The proposed allocation scheme for CC areas seems to over-
allocate the cell with rni < 0.5 and hence, a smaller portion
of bandwidth would be left for CE allocation. This constraint

is managed by proportional allocation to CE areas as well.
Weight factors proportional to the CE area, wi , are utilized
for partitioning of edge band Ne into individual CE sub-
bands Ne

i . This weighted-resource partitioning takes much
care of the demands of the cells. Existence of many compe-
tent dynamic algorithms motivates for the complexity anlysis
of our algorithm. The proposed algorithm performs�e num-
ber of iterations twice and a search operation on the same�e

number of participating cells. These resource allocation oper-
ations have complexity orderO(�e). Therefore, complexity
order of the proposed algorithm isO(�e), that is linear com-
plexity.

Lets elaborate the proposed allocation scheme by con-
sidering the following two scenarios; scenario 1 as [rn1 =
0.3, rn2 = 0.6, rn3 = 0.8] and scenario 2 as [rn1 =
0.5, rn2 = 0.9, rn3 = 0.4]. These are worst-case scenarios
i.e. for fully loaded cells and are considered for better elabo-
ration of resource allocation schemes. In-depth overview of
proposed schemes is provided by 3D plots discussed in Sect.
5. For scenario 1, since two cells have rni > 0.5, therefore
Nc
d = Ac

max which is Ac
3. CC region of cell 1 is over allo-

cated but its CEmust be allocated the largest portion amongst
other cells. Thus not only the CC spectral efficiency (SE) will
improve, but CE SE will also, thereby improving the overall
ASE. For the second scenario, average allocation suffices but
finer allocation benefits CC region of cell 2. With this more
portion a smaller Ne is available. Proportional weighted allo-
cation here works well by providing Ne

3 the most portion.
DFFR [21] assigns resources to CC and CE users similar

to strict FFR studied in Algorithm 2 under normal traffic
conditions. A portion, η percentage, of CE resource is kept
shared amongst cluster cells. When a cell with huge data
demand emerges, these shared resources are allocated to it
in order to meet CE user demands.

4 Area spectral efficiency analysis

ASE is a performance metric measured as the SE per unit
cell area (bps/Hz/cell/km2) while considering areas in km2

and is widely used in literature [5,37,38]. Considering the
normalized cell area and sub-carrier allocations for every i th
cell in the cluster, its ASE (bps/Hz/km2) is given by

ASEi = Nc
i

N
Ac

i C
c
i

︸ ︷︷ ︸
CC component

+ Ne
i

N
Ae

i C
e
i

︸ ︷︷ ︸
CE component

, (5)

where N = Nc +
∑

i

Ne
i is the total number of available

sub-carriers, and Cc
i and Ce

i are the achievable capacities
per Hz (bps/Hz) for the CC and CE of the considered cell
respectively. The sub-carriers for CC and CE areas (Nc

i and
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Algorithm 3 Proposed dynamic allocation of resources to
the CE
Input: rni ,�c,�e, N
1: initialize: Nc′

d ← Nc
s // Nc

s is Nc of Algorithm 2

2: ξ =
�e∑

i=1

r2ni // sum of normalized center region areas

3: for i = 1 to �e do
4: Ac

i = r2ni // normalized center region area for cell i
5: end for
6: 
 = min

(
Ac

1,Ac
2, . . . ,Ac

�e

)

7: � = 


ξ �
(�e−�c )
e

// finer allocation factor

8: Ac
max = max

(
Ac

1,Ac
2, . . . ,Ac

�e

)

9: ind = find
(
rni > 0.5

)

10: if (length(index) > 1) then
11: Nc

d = Ac
max

12: else
13: Nc

d = Nc′
d + �

14: end if
15: Ne

d = N − Nc
d

16: for i = 1 to �e do
17: Nc

i = Nc
d

18: Ae
i = 1 − Ac

i // Normalized edge region area for cell i

19: ωi = Ae
i

�e−ξ
// factor proportional to demand of cell i

20: Ne
i = ωi Ne

d
21: end for
Output: Nc

d , N
e
d , N

c
i , Ne

i

Ne
i ) are determined from the algorithms provided in the

previous section. It can be noted from (5) that total ASE of
cell comprises of SE of CC and CE regions, therefore the
total ASE (ASET ) of a cluster of cells is given by

ASET =
�e∑

i=1

ASEi . (6)

In (5), the normalized CC and CE areas are Ac
i = r2ni and

Ae
i = 1 − r2ni respectively for every i ∈ {1, 2, . . . , �e}.

4.1 Capacity calculations

The Shannon capacity [39] for fading interference channel
as a function of SINR γ is generally given as

C = E
[
log2 (1 + γ )

]
. (7)

The capacity for i th cell can therefore bewritten as a function
of SINR γi as follows

Ci = E
[
log2 (1 + γi )

]
. (8)

Substituting SINR expression from (3) in (8) results in

Ci = E

⎡

⎢⎢⎢⎣log2

⎛

⎜⎜⎜⎝1 + Liζi∑

j∈Ji

L jζ j + g

⎞

⎟⎟⎟⎠

⎤

⎥⎥⎥⎦

= E

⎡

⎢⎢⎢⎣log2

⎛

⎜⎜⎜⎝1 + k d−α
i ζi∑

j∈Ji

k d−α
i, j ζ j + g

⎞

⎟⎟⎟⎠

⎤

⎥⎥⎥⎦ , (9)

where Ji is the set containing interferers for reference user
in i th cell. From Fig. 3 the interferers Ji for uci in the CC,
J ci , are all the BSs other than the i th BS and for uei in the CE
are J1 = {8, 10, 12, 14, 16, 18}, J2 = {4, 6, 11, 15, 19} and
J3 = {5, 7, 9, 13, 17} for i = 1, 2, 3.

Since (9) comprises of a large number of random variables
whose expectation can not be easily computed for capacity
calculation, therefore we utilize the lemma presented in [40]
and the moment generating function (MGF) based approach
for J number of i.i.d. Rayleigh distributed interferers. Per-
forming these steps, the capacity can be calculated as

Ci = log2 e
∫ ∞

0

1

z

(
1 − 1

1 + z Li

) ∏

j∈Ji

(
1

1 + z L j

)

e−z g dz. (10)

Reader may refer to the appendix for detailed calculation.
This expression contains only a single integralwhich can eas-
ily be solved using numerical methods unlike the approach
of finding PDF expression for SINR and then averaging it
over a given area of CC or CE [41]. ASE for a given cell i
can be computed by finding the capacities for CC and CE
i.e., Cc

i and Ce
i respectively via (10), when reference users

uci and uei are taken into consideration.

5 Results and discussion

In this section, the proposed dynamic resource allocation
scheme is analyzed for a hexagonal grid of 19 cells. The
FRF of �c = 1 and �e = 3 are considered giving rise
to 3 reference cells with reference users located at loca-
tions ue1 : (R, 300o), ue2 : (R, 180o) and ue3 : (R, 60o) for
the CE regions and uc1 : (rn1R, 300o), uc2 : (rn2 R, 165o)
and uc3 : (rn3R, 75o) for the CC regions with the reference
BS-1 located at the origin. Under this scenario, the inter-
ferer sets for CE are J e1 = {8, 10, 12, 14, 16, 18}, J e2 =
{4, 6, 11, 15, 19} and J e2 = {5, 7, 9, 13, 17} and for CC
region the interferers are the set of all BSs other than the ref-
erenceBS.Various systemparameters alongwith their values
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Fig. 3 The network under consideration consists of 19 BSs with 3
reference cells and the co-channel interference signals shown with red
arrows: a the CC reference user for cell 1 is located at (Rc1, 180o)where

Rc1 indicates the CC radius, and b the CE reference user is located at
(R, 180o) where R is the cell radius

Table 1 System Parameters

Parameter Value

Carrier frequency fc 70, 700 MHz

Cell radius R 1 km

Normalized center radius rn Varies between [0, 1]

Path-loss exponent α 3, 4

Antenna configuration SISO

FRF for CC users �c 1

FRF for CE users �e 3

SNR Varies between [−10, 60]

Available sub-carriers N Normalized to 1

Macro-cell BS transmit
power PT

1

are listed in Table 1. System level simulations are performed
with the aid of numerical methods using MATLAB. These
results compare the proposed scheme with reference fixed
allocation scheme via ASE and SE (area averaged) under
various design parameters.

The proposed scheme is compared with the fixed allo-
cation in strict FFR in Figs. 4 and 5 under different values
of path loss exponent and carrier frequency. It is observed
that the increase in path loss exponent leads to more power
degradation in both desired signal and interference signal.
Also the increase in fc implies reduced k factor and hence
more performance degradation.

ASE analysis of the proposed scheme in terms of normal-
ized total ASE is presented in Fig. 6 for the two scenarios.
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Fig. 4 Normalized averageASE over the cluster of 3 cells against SNR
for the strict FFR and the proposed scheme with the path-loss exponent
of 3 and 4 and cell radii: [rn1 = 0.3, rn2 = 0.6, rn3 = 0.8]

The nature of curves is an evidence of logarithmic depen-
dence of capacity on SNR. The performance gain is high
for SNR exceeding 20 dB. The gain is observed to follow
logarithmic trend and is found to be about 18 and 8% for
scenario 1 and 2 respectively at SNR of 60 dB. Maximum
gain is observed to be 30% at SNR of 35 dB. Scenario 1
shows improved overall ASE and performance gain than the
scenario 2.

Total SE of CC andCE regions of the proposed scheme are
illustrated in Figs. 7 and 8 respectively. It can be observed that
the scenario 1 has higher SE for CC and reduced SE for CE
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Fig. 5 Normalized average ASE against SNR for the strict FFR and
the proposed scheme under varying carrier frequency with cell radii:
[rn1 = 0.3, rn2 = 0.6, rn3 = 0.8]
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Fig. 6 Total ASE for 3 cells against SNR comparing the strict FFR
and the proposed scheme with α = 4, fc = 700 MHz and the cell-radii
as shown
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Fig. 7 Total SE for 3 cells’ center regions against SNR comparing the
strict FFR and the proposed scheme under the two scenarios
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Fig. 8 Total SE of 3 cells’ edge regions of the proposed scheme under
the two scenarios
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Fig. 9 ASE for 3 cells against SNR comparing the strict FFR and the
proposed scheme with cell radii: [rn1 = 0.3, rn2 = 0.6, rn3 = 0.8]

while the opposite holds for scenario 2. Performancegains for
scenario 2 are better for bothCCandCEgiving higher overall
performance gain as evident from Fig. 6. For scenario 1, a
huge portion of total band goes to CC area leaving a smaller
portion for CE region users. Since, SE varies directly with
allocated bandwidth, CC SE of the proposed scheme under
scenario 1 is quite larger than the fixed scheme. In case of
edge allocationwe see a similar decline in SE of the proposed
scheme as compared to fixed scheme. However, this overall
decrease is compensated by prioritizing the cells with higher
CE areas.

Figures 9 and 10 visualize the total ASEs of 3 cells under
scenario 1 and 2 respectively as a function of SNR. The ASE
for a given cell comprises of the SE of CC and CE regions.
It can be observed that the SE of CC region is quite higher
than the SE of CE region, therefore the ASE behavior is
coincident with that of CC SE which is proportional to the
area covered as depicted by Figs.11 and 13. In scenario 1,
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Fig. 10 ASE for 3 cells against SNR comparing the strict FFR and the
proposed scheme with cell radii: [rn1 = 0.5, rn2 = 0.9, rn3 = 0.4]
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Fig. 11 SE for 3 cells’ center region against SNRwith cell radii: [rn1 =
0.3, rn2 = 0.6, rn3 = 0.8]

the CC areas are Ac
3 > Ac

2 > Ac
1 and so are the ASEs as

shown in Fig.9. Increasing normalized radius increases the
bandwidth portion being allocated and hence an increased
ASE performance. Fig.10 indicates the ASE performances
proportional to CC areas which are Ac

2 > Ac
1 > Ac

3 or
Ac

1 ≈ Ac
3 for scenario 2.

Per-cell performance in terms of SE as a function of SNR
is compared with the 3 cells for the scenario 1’s CC and
CE regions in Figs.11 and 12 respectively, and for scenario
2’s CC and CE regions in Figs.13 and 14 respectively. The
proposed area based allocation to theCC improves the overall
as well as the per cell SE performance. This is because every
cell is allocated a band that satisfies the average demands of
CC region users of all cells better than the strict FFR fixed
allocation. This allocation of averageCCdemand satisfaction
implies from thepriority given toCEusers here in this scheme
and satisfaction of average demands of CC users is taken
into account. More number of users imply shrinkage of CC
radius rni [7]. From the obtained results, the cell with higher
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Fig. 12 SE for 3 cells’ edge region against SNR with cell radii: [rn1 =
0.3, rn2 = 0.6, rn3 = 0.8]
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Fig. 13 SE for 3 cells’ center region against SNRwith cell radii: [rn1 =
0.5, rn2 = 0.9, rn3 = 0.4]
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Fig. 14 SE for 3 cells’ edge region against SNR with cell radii: [rn1 =
0.5, rn2 = 0.9, rn3 = 0.4]

concentration of users in CC implying reduced rni has poor
CC SE performance and better CE SE performance because
of the fact that the resources are proportionally allocated.
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Fig. 15 Average ASE against SNR comparing the DFFR and the pro-
posed scheme for the cell-radii as shown

Due to centralized allocation, no cell with heavy data
demand will be suffering from poor ASE. The cells with
low demands or higher rni seem to suffer as compared to the
static allocation, nonetheless, these cells already get most of
the user’s demands satisfied in CC region as their radii con-
tribute a significant portion in average resource to all cell’s
center region. CE user performance is better for the cell with
higher CE area (lower value of rn), e.g. the cell 1 for sce-
nario 1.

Lets compare the average normalized ASEs of proposed
scheme andDFFR for the two scenarios. In Fig. 15, proposed
schemeoutperformsDFFRwithη = 30%aswell aswithη =
50%. Increasing the shared resource percentage η increases
the ASE performance [21]. This increase is more evident at
high SNR values. However, this huge percentage of shared
bandmeans a smaller portion being left for allocation to other
cells of cluster and hence their reduced SEs. Maximum gain
for ASE performance in Fig. 15 is close to 30% for η = 50%
and 23% for η = 30% for scenario 1 and about 3% for
scenario 2.

Lets now consider scenario 2 i.e. (rn1 = 0.5, rn2 = 0.8
and rn3 = 0.4) for spectral efficiency analysis compari-
son. Sharing factor η is fixed to 30%. SEs for three cells’
CC and CE regions in Figs. 16 and 17 follow the same
trends as discussed in Figs. 13 and 14 respectively. Proposed
scheme shows better performance than DFFR for all cells’
CC regions. CE spectral efficiencies however behave inter-
estingly. DFFR allocates all η% resources to the edge region
of cell with maximum demand i.e. cell 3 in our case. We
can see DFFR’s performance overshoot for cell 3 in Fig. 17.
Proposed scheme shows good performance for cell 2 and tol-
erable performance for cell 1. Proposed scheme seems to be
in trouble. Fig. 18 provides best picture in this regard. Overall
average SE for CE region is still votes for proposed scheme.
This is because of the tradeoff among allocation to one cell
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Fig. 16 Average SE against SNR comparing the DFFR and the pro-
posed scheme for CC regions of shown cell-radii
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Fig. 17 Average SE against SNR comparing the DFFR and the pro-
posed scheme for CE regions of shown cell-radii
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Fig. 19 SE for CC and CE
regions from three-dimensional
viewpoint; two cell radii are
fixed to rn2 = 0.2 and rn3 = 0.7
while varying the radius of cell
1 rn1 and sub-carriers allocated
to it (Ne

1 )
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Fig. 20 ASE from
three-dimensional viewpoint for
3 cells; two cell radii are fixed to
rn2 = 0.2 and rn3 = 0.7 while
varying the radius of cell 1 rn1
and sub-carriers allocated to it
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and the remaining band at hand for other cells of cluster.
DFFR takes good care of cell 3’s edge region, rather it is
over-allocated, but cell 1 and cell 2 remain under-allocated.
Proposed scheme however keeps a balance by proportionally
allocating all CE regions.

To get more insights of the proposed scheme, 3D plots
of SE and ASE are presented in Figs. 19 and 20 respec-
tively. The existing tradeoff for CC and CE performance is

observed as analyzed in [8] for two scheduling schemes. 3D
plot of ASE shows the performance change of cell-1 when its
radius threshold and hence the sub-carriers allocated to it are
changed while the other cells keep their demands constant.
We observe that increase in CC radius leads to increased
CC SE but reduced CE SE. As already stated, this is due to
increased CC allocated sub-carriers. However, we are even-
tually left with a smaller portion for CE users Ne and a
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decreasing CESE. For a given CC radius, CE sub-carrier par-
titioning largely impacts the CE SE. ASE is largely affected
by spectrum partitioning. Lets see the impact of cell 1’s
CC radius variations on individual cell ASEs. Initially when
rn1 < rn2 < rn3 and Ne

1 is quite large (say, close to 0.8),
ASE of cell 1 overshoots the other cells’ ASEs. When this
distance threshold increases, CC SE portion increases and
ASEs of cell 2 and cell 3 increase with the given SE for cell
1. As Ne

1 eventually decreases, ASE performance for cell 1
becomes poor.

6 Conclusions

A centralized dynamic resource allocation scheme is pre-
sented in this paper. The scheme allocates more sub-carriers
to the CC users as compared to the average demand sat-
isfaction based fixed allocation scheme while CE users
are proportionally taken care of. Complexity analysis is
provided as a metric for practicality of the proposed algo-
rithm. We compare the proposed resource allocation scheme
with strict FFR and DFFR. The scheme shows performance
improvements for CC as well as CE users with an overall
normalized ASE improvement of up to 30%. Various exist-
ing trade-offs among CC and CE users are also observed.
This inter-dependency of cells for resource allocation and
ASEperformance iswell depicted by three-dimensionalASE
plots.

Appendix

Proof of capacity expression in (10) follows from the lemma
presented in [40] stated as

ln(1 + x) =
∫ ∞

0

1

s

(
1 − e−s x) e−s ds,∀x ≥ 0 (11)

and the fact that

log2 x = log2 e . ln x . (12)

Lets represent the capacity to be of the form

C = log2

(
1 + X∑

I + g

)
, (13)

where X = Liζi is the signal component and I =
∑

j∈Ji

L jζ j

is the interference component (the CCI). Substituting s =
z
(∑

I + g
)
in (11), and using (12), we have

log2 1 + X∑
I + g

= log2 e
∫ ∞

0

1

z

(
1 − e−z X

)
e−z

∑
I e−z g dz. (14)

Taking theE [.] on both sides of (14), gives the capacity based
on the MGF-approach as

C = log2 e .

∫ ∞

0

1

z
(1 − MX (z)) MI(z) e−z g dz, (15)

where MX (z) = E
[
e−z X

]
and MI(z) = E

[
e−z I

]
are

the MGFs of the useful signal X and interfering signal I
respectively. MGFs have the property that the expectation
of a sum of RVs can be represented as a product of their
expectations when the RVs are assumed to be independent
of each other [42]. Using this fact and [36], the MGFs for
i.i.d. Rayleigh distributed interferers (ζ ∼ exp(μ)) can be
computed as follows

MX (z) = E

[
e−z Li ζi

]
= 1

1 + z Li
. (16)

MI (z) =
∏

j∈Ji

E

[
e−z L j ζ j

]
=

∏

j∈Ji

1

1 + z L j
. (17)

Substituting the MGFs from (16) and (17) in (15) gives the
capacity formula in (10).
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