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Abstract Overlay multicasting providing live streaming
services became crucial service in contemporary Internet. In
this paper, we focus on applying the overlay multicasting for
delivering of critical data that require to be transmitted safely,
intact and with as little delay as possible. To improve surviv-
ability of the overlay multicasting, we propose to use dual
homing approach, i.e., each peer is connected to the over-
lay by two separate access links. We consider the following
network failures: overlay link failure, uploading node fail-
ure and ISP interconnection failure. The main goal of our
experiments is to determine the additional cost of providing
survivability to the overlay multicasting network with dual
homing technology for both flow assignment and capacity
and flow assignment problems. Our studies indicate that the
additional survivability requirements do not have a substan-
tial impact on the overlay multicasting system expressed as
streaming cost or network cost.

Keywords Overlay multicasting · Survivability · Dual
homing · Link disjoint · Node disjoint · ISP disjoint · Flow
assignment · Capacity and flow assignment

1 Introduction

Nowadays, we are observing a rapid growth in popularity
of multimedia streaming in the Internet [1]. To emphasize
the growing popularity of various video streaming services,
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we need to quote [2] where the authors claim that Video on
Demand traffic will triple and Internet TV will be increased
17 times by 2015. The total share of all forms of video
(alreadymentioned) and P2Pwill grow continuously tomake
up approximately 90% of all global consumer traffic in the
next 3years. Useful services like Video on Demand, inter-
net radio, IPTV and high definition video or audio streaming
very often require a lot of bandwidth, which can be costly [3].
The main advantages of using the overlay network approach
are scalability, adaptability, low deployment cost, and opti-
mal content distribution [4], which are crucial to meet that
demand. The overlay multicasting technology is based on a
multicast delivery tree consisting of peers (end hosts). The
overlay multicasting can transmit either streaming content
with additional requirements like bit rate etc. or data files
[5]. We are addressing a situation where the overlay system
is static (peers stay connected to the system for a long time),
e.g., Content Delivery Network (CDN) like Akamai Tech-
nologies.

The problem of optimum network design in order to sat-
isfy a predefined set of system requirements (such as traffic
demands, timing constraints, reliability issues, desired level
of security, quality of service and so on) while minimiz-
ing the total network cost, arises in many application areas,
especially in computer and telecommunication networks.We
apply the overlay multicasting in a dual homing architecture
to improve the network survivability. One of main assump-
tions of our work is that the overlay multicasting is applied to
deliver crucial information that needs to be transferred fast
and intact, e.g., hurricane warnings, financial information,
critical updates in large IT systems etc. To meet that demand
we propose a survivable overlay multicasting approach. This
is motivated by the fact, that nowadays we can observe grow-
ing interest in cost effective and reliable streaming services.
Dual homing topology requires that all hosts (nodes) have
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two disjoint links (homes) to the network. Network pro-
tection is provided because of link redundancy. The main
contribution of the paper consists of: (i) Integer Linear Pro-
gramming (ILP) formulations of survivable overlaymulticas-
ting systems with additional survivability constraints using
dual homing architecture for flow assignment problem. (ii)
ILP formulations of survivable overlay multicasting systems
with additional survivability constraints using dual homing
architecture for capacity and flow assignment problem. (iii)
Numerical experiments based on ILPmodels showing results
for both problems and performance of various survivability
constraints.

The rest of this paper is organized in the following way. In
Sect. 2, we present previous research on overlay multicasting
and dual homing. Section 3 introduces the concept of surviv-
able overlay multicasting based on the dual homing method.
In Sect. 4, we formulate ILP models for flow assignment
problem. Moreover, numerical experiments and their results
are presented. Analogously, Sect. 5 introduces ILP models
for capacity and flow assignment along with experiments
results. Finally, we conclude this paper in Sect. 6.

This paper is an extended version of the paper [6], pre-
sented at 4th International Workshop on Reliable Networks
Design andModeling RNDM2012, held in St. Petersburg on
October 3–5, 2012. This extended paper contains the follow-
ing new results. (i) A ILP formulations of survivable overlay
multicasting in dual homing networks for capacity and flow
assignment. (ii) Results and conclusions of extensive numer-
ical experiments. To the best of our knowledge, this work is
the first one that addresses the problem of CFA in overlay
networks with dual homing protection. Note that the concept
of overlay multicasting protection by dual homing has been
introduced in our recent papers [6–8].

2 Related works

In this section, we present previous papers related to dual
homing, overlay multicasting, and network survivability.

Dual homing is a subject of several articles. The authors
of [9] created the multicast protection scheme based on a
dual homing architecture where each destination host is con-
nected to two edge routers. Under such an architecture, the
two paths from the source of the multicast session to the two
edge routers provide protection for the traffic from the source
to the destination. This paper addresses the problemof offline
optimization and authors’ protection scheme is applied in
lower layers of ISO/OSI model resulting in less flexibility.

Another field of application for dual homing technology
are self-healing ring networks [10,11], where new network
design methods and routing algorithms are designed and
developed. An integer programming formulation and theNP-
completeness of the problem is presented. In [12], the authors

introduce a concept of partial protection for the multicast
dual homing network and a new algorithm PAS for finding
the best partial multicast protection tree is proposed. The
authors claim that simulation results show that the PAS algo-
rithm achieves performance very close to the computed lower
bounds. The authors of [13] studied IP-over-WDM network
survivability with a dual homing infrastructure. The paper
focuses on a problem of adding survivability to IP WDM
multicasting networks for both static and dynamic traffic. The
authors created and evaluated coordinated protection design.
A scalable multicast protection scheme based on the dual
homing architecture was introduced in [14]. The solution
proposed by the authors can be used to choose dynamically
two edge routers for a multicast host. The authors of [15]
addressed disjoint multipath routing in the dual homing net-
work problem. An algorithm for constructing colored trees
in dual-homing using colored trees is proposed.

Overlay multicast (application-layer multicast) [16] is
a technology, which uses the overlay network topology,
that enables multicast functionality for end hosts instead
of routers. The authors propose a proactive tree recovery
mechanism to make the overlay multicast resilient to peer
failures. Simulations are used to prove that the proactive
method can recover from node failuresmuch faster than reac-
tive methods. Authors of [17] deal with problem of model-
ing and optimization of maximum flow survivable overlay
multicast with predefined routing trees. They present linear
formulation derived from fractional tree packing problems
based on predefined topologies, which may route multicast
traffic. Moreover, heuristic searches dedicated to optimiza-
tion of maximum flow survivable overlay multicast networks
are designed and evaluated. In [18], the authors propose a
novel protocol named Efficient Overlay Multicast Routing
(EOMR), in which multilayer multicast methods are inte-
grated and the conversion among thesemethods is performed
dynamically. Moreover, a Multicast Address and Port Trans-
lation (MAPT) protocol is used to achieve low-level overlay
forwarding in intermediate systems, while the application-
level multicast can only be implemented in end systems.
Authors claim the overhead of EOMR is relatively low while
maintaining comparative forwarding performance to pure IP
multicast protocols. The Virtual DirectionMulticast (VDM),
which aims to minimize network usage and disconnection
time for video multicast applications on overlay networks, is
proposed in [19]. Authors compared VDM against a Closest
NodeMulticast (CNM) protocol and simulation results show
that our proposed technique VDM consistently outperforms
CNM under different churn rates. The authors of [20] deal
with a problem of joint optimization of 2-tier dual homing for
NodeBs and RNCs in UMTS networks. They combined the
optimization problems across the two tiers, mapped the joint
dual homing optimization problem into a classical search
problem, and used two metaheuristic techniques to solve the
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Fig. 1 Simple overlay
multicast scheme

above problem. Results of the experiments reveal that the
joint dual homing performs considerably better than indi-
vidual dual homing that attacks NodeB level and RNC level
separately and independently. In [21], the authors address
the problem of network survivability in the context of any-
cast communications. To assure the network survivability,
they use the single backup path approach. Authors formu-
late new ILP models to find the optimal paths for anycast
and unicast connections, as well as to find the optimal loca-
tion of replica servers. To test the proposed approach, they
run extensive numerical experiments using CPLEX solver on
four example network topologies with different scenarios of
replica server count and the proportion between unicast and
anycast traffic.

In our previous work [6], we proposed four different ILP
models that allow us to create link, node, and ISP disjoint
multicast trees. We introduced a Simulated Annealing (SA)
algorithm for the considered optimization problem and com-
pared it with optimal results provided by CPLEX solver.
We also introduced several distributed tree construction
strategies and conducted simulation experiments to inves-
tigate problems of providing survivability to both static and
dynamic types of the network.

3 Survivability of overlay multicasting

In this paper, we are studying the network survivability prob-
lem for dual homing architecture. In Fig. 1, we present a
simple example to illustrate our concept.

There are two disjoint multicast trees A, B that connect 7
nodes—a, b, c, d, e, f , and g. In the case of tree A, nodes

a, d and f are uploading nodes, while remaining ones are
leafs. Term level is used to describe location of nodes in the
multicast tree. For example, node a is situated on first level
of tree B, nodes b and e are on second level of tree B, while
rest of the nodes are on third level.

The overlay multicasting is done in the application layer,
i.e., end hosts are connected using the overlay network. Con-
nections betweenpeers are established as unicast connections
over the underlying physical layer. Each peer is connected
to the overlay by an access link. We propose to use the dual
homing approach to protect the system against a failure of the
access link. The main idea is to create two disjoint overlay
multicasting trees guaranteeing that each of access links car-
ries traffic of only one of the trees. Since each node has two,
physically disjoint, access links (dual homing), it receives
streaming data from both trees on two separate links. Note
that, both access links should be placed separately along dif-
ferent physical paths. This follows mainly from the fact that
if some links are physically routed together in a duct and
a failure occurs (e.g., digging, cut) both links are affected
simultaneously [22]. In case of failure of one of access links,
the node still is connected to the stream. Moreover, it can
upload the data to succeeding peers located in the multicast
tree.

The overlay systemwe consider is assumed to be protected
against the following types of failures:

• Overlay link failure it comprises breakdown of a link
between two nodes (both directed links between the node
pair are down),

• Uploading node failure this failure impacts all successors
of the failed peer in the tree,
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Fig. 2 Modeling dual homing

• ISP link failure all overlay links between peers of first
ISP and the second ISP are not available.

4 Flow assignment (FA)

In the flow assignment problem, for the given set of demands
(described by: demand volume, origin node, destination
node, and optionally candidate paths) the goal is to select the
routing, i.e., determine network paths used for transmission
of demands. The most important constraint is related to the
limited link capacity. Since the network is fixed, the total flow
on each link cannot exceed the given physical link capacity.
In this section, we address the flow assignment problem in
the context of survivable overlaymulticasting in dual homing
networks.

4.1 ILP models

The notation as in [23] is used to formulate the problem.
ILP models presented below are based on the formulation
shown in [7]. However, the models are enhanced with addi-
tional survivability constraints following from considered
failure scenarios and were introduced in [6]. Let indices
v,w = 1, 2, . . ., V denote peers—nodes of the overlay net-
work. There are K peers (clients) indexed k = 1, 2, . . ., K
that want to receive the data stream and are not root nodes
in any trees. Index t = 1, 2, . . ., T denotes streaming trees.
In our work, we assume that T = 2. Nodes are situated
on levels l = 1, 2, . . ., L in the multicast trees. That gives
us possibility to set a limit on the maximum depth of the
tree. Setting this additional constraint gives us the possibility

to improve the Quality of Service (QoS) parameters of the
overlay multicasting, e.g., transmission delay and network
reliability. If node v is the root of the tree t , then rvt = 1,
otherwise rvt = 0. Constant cwv denotes the streaming cost
on an overlay link (w, v) that can be interpreted as a network
delay or a transmission cost.

We introduce constant τ(v), which adds a virtual node
associatedwith the node v. Together they form a primal node.
Every primal node has in fact four capacity parameters—
constants uv and dv are respectively upload and download
capacity of the node v and constants uτ(v) and dτ(v) are para-
meters of the virtual node τ(v). We propose additional con-
straints to protect not only from the overlay link failure, but
also to protect against uploading node and ISP interconnec-
tion link failures.

Figure 2 depicts an example of the dual homingmodeling.
Dual homes are marked with a pattern of sequential lines and
dots. It is shown that streaming trees are using different con-
nections to nodes. The objective function in the FA problem
is the streaming cost (cost of all multicast trees).

4.1.1 Level streaming cost—no survivability (LSC-NS)

First, we formulate a basic ILP model that does not include
additional survivability constraints. To model overlay multi-
casting we use a set of binary variables. First variable xvt is
1, if an access link of node v is used to upload or download
flow of the multicast tree t ; 0, otherwise. Variable xwvt is set
to 1, if a link from node w to node v (no other peer nodes in
between) is established in the multicast tree t ; 0 otherwise.
Finally, variable xwvtl , is 1 when in the multicast tree t there
is an overlay link (w, v) (no other peer nodes in between)
and w is located on level l of the tree t ; 0 otherwise.

123



FA and CFA problems in dual homing networks 557

Indices

v,w, b = 1, 2, . . ., V overlay nodes (peers)
k = 1, 2, . . ., K receiving nodes (peers)
t = 1, 2, . . ., T streaming tree index
l = 1, 2, . . ., L levels of the tree

Constants

dv download capacity of node v (kbps)
uv upload capacity of node v (kbps)
rvt = 1, if node v is the root (streaming node)

of tree t ; 0, otherwise
q the streaming rate (kbps)
cwv streaming cost on overlay link from node

w to node v

M large number

Variables

xwvtl = 1, there is an overlay link (w, v) (no other peer
nodes in between) in multicast tree t and w is located on
level l of tree t ; 0, otherwise (binary)
xwvt = 1, if link from node w to node v (no other peer
nodes in between) is in multicast tree t ; 0, otherwise
(binary)
xvt = 1, if access link of node v is used to download or
upload flow of multicast tree t ; 0, otherwise (binary)

Objective

Minimize
∑

w

∑
v

∑
t
xwvt cwv (1)

Constraints
∑

w

∑
t

∑
l
xwvtl = 0 v = 1, 2, . . . , V rvt = 1 (2)

∑
k
xwkt1q ≤ uwrwt w = 1, 2, . . . , V t = 1, 2, . . . , T

(3)∑
w

∑
l
xwktl = xkt k = 1, 2, . . . , K t = 1, 2, . . . , T

(4)

xwvt (l+1) ≤
∑

b
xbwtl v = 1, 2, . . . , V w = 1, 2, . . . , V

t = 1, 2, . . . , T l = 1, 2, . . . , L − 1. (5)∑
t

∑
l
xvvtl = 0 v = 1, 2, . . . , V (6)

∑
l
xwvtl ≤ xwvt v = 1, 2, . . . , V w = 1, 2, . . . , v

t = 1, 2, . . . , T (7)∑
w

∑
t
xwvt q ≤ dv v = 1, 2, . . . , V (8)

∑
v

∑
t
xwvt q ≤ uw w = 1, 2, . . . , V (9)

∑
w

xwvt +
∑

w
xvwt ≤ M xvtv = 1, 2, . . . , V

t = 1, 2, . . . , T (10)∑
t
xvt = 1v = 1, 2, . . . , V (11)

Since in overlay multicasting, the root node does not
receive any data (it is located on the first level of the tree) we
add to the model constraint (2). Constraint (3) assures that
only the root node is allowed to upload on the first level of
the tree. Condition (4) binds variables xwvtl and xvt . Con-
straint (5) assures that the node can upload data on the level
(l + 1) only when it is downloading on the level l. We add
condition (6) to ensure that internal flow of the node equals
zero. Constraint (7) forces that a connection between (w, v)

denoted by variable xwvt exists in the tree t , when there is
a transmission between nodes (w, v) on any level l of the
tree t . This constraint guarantees that in each tree there is at
most one transmission per overlay link (w, v). (8) and (9) are
respectively the upload and download capacity constraints.
Condition (10) defines the xvt variable. Finally, constraint
(11) assures, that multicast trees are separate—each node v

(access link) can only be used in one tree t .
Model (1)–(11) is a basic model of overlay multicasting

in dual homing networks. Below we introduce additional
constraint to formulate new survivability models taking into
account the following types of network failures:

• Overlay link failure,
• Uploading node,
• ISP link failure.

4.1.2 Level streaming cost—link disjoint (LSC-LD)

Constants (additional)

τ(v) index of node associated with node v (virtual node)

Constraints (1)–(11) and

xvt + xτ(v)t = 1 v = 1, 2, . . . , V t = 1, 2, . . . , T (12)
∑

t
xvτ(v)t = 0 v = 1, 2, . . . , V (13)

Survivable constraints (12), (13) state, that only one node
from the primal node can belong to tree t and there cannot
be connection within primal node, e.g., between node v and
τ(v). Those constraints ensure that every primal node is con-
nected to both multicast trees and each tree is using different
access link of the primal node e.g. represented by nodes v

and τ(v). Note that such a configuration protects the system
against a single overlay link failure.

Below we introduce a new ILP model related to a node
disjoint dual homing network. To be able to denote if a partic-
ular node is uploading in a given multicast tree, new variable
yvt is introduced.
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4.1.3 Level streaming cost—node disjoint (LSC-ND)

Variables (additional)

yvt = 1, if node v is uploading in multicast tree t ; 0,oth-
erwise (binary)

Constraints (1)–(13) and
∑

v
xwvt ≤ Mywt , w = 1, 2, . . . , V t = 1, 2, . . . , T (14)

ywt ≤
∑

v
xwvt , w = 1, 2, . . . , V t = 1, 2, . . . , T (15)

∑
t
(yvt + yτ(v)t ) ≤ 1, rvt �= 1 rτ(v) �= 1 v = 1, 2, . . . , V

(16)

Constraints (14)–(15) are used to define the new variable
yvt . Constraint (16) assures that from nodes forming the pri-
mal node at most only one node can upload data in the mul-
ticast tree.

Lastly, we introduce an ILPmodel that addresses the prob-
lem of ISP link failure.

4.1.4 Level streaming cost—ISP disjoint (LSC-ID)

Indices (additional)

p, m = 1, 2, . . ., P Internet Service Providers (ISPs)

Constants (additional)

α(v, p) = 1, if node v belongs to ISP p; 0, otherwise

Variables (additional)

z pmt = 1, if in multicast tree t there is at least one link
from a node located in ISP p to a node located in ISP m
or in opposite direction; 0, otherwise (binary)

Constraints (1)–(13) and
∑

w:α(w,p)=1

∑
v:α(v,m)=1

(xwvt + xvwt ) ≤ Mz pmt

p = 1, 2, . . . , P

m = 1, 2, . . . , P p �= m t = 1, 2, . . . , T (17)

z pmt ≤
∑

w:α(w,p)=1

∑
v:α(v,m)=1

(xwvt + xvwt )

p = 1, 2, . . . , P

m = 1, 2, . . . , P p �= m t = 1, 2, . . . , T (18)
∑

t
z pmt ≤ 1 p = 1, 2, . . . , P m = 1, 2, . . . , P (19)

Note that the ISP link failure includes the failure of both
directed ISP links, i.e. (p, m) and (m, p). Constraints (17)–
(18) define the new variable z pmt , while the last condition
(19) assures that each ISP link is applied in at most one tree.

The considered optimization problem is complex and NP-
hard, since it can be reduced to the hop-constrainedminimum
spanning tree problem, which is known to be NP-hard [25].
Due to that fact, branch-and-bound or branch-and-cut meth-
ods have to be applied to obtain optimal solution.

4.2 Simulation results

The main goal of our experiments is to determine the addi-
tional cost of providing survivability to the overlay multi-
casting network with dual homing technology. We randomly
generated networks with 10 and 20 primal nodes and two dis-
joint trees. Results for network with 50 nodes were achieved
only for the heuristic algorithm proposed in [6]. To solve
ILP models in an optimal way, we use CPLEX solver v12.4
[14]. We created at random networks with link costs in range
1–50, streaming rates q = 128, 256, 384, 512 kbps, level
limit L in range from 2 to 5 and with asymmetric nodes (1
Mbps/512 kbps, 2 Mbps/512 kbps, 6 Mbps/512 kbps, 10/1
Mbps, 20/1 Mbps, 50/2 Mbps). Number of ISPs P was set to
5. We assume that node v = 1 is the streaming node for tree
t = 1 and node τ (1) is the streaming node for tree t = 2. To
achieve results in a reasonable time, we set timemax value to
3600 s, limiting the execution time of CPLEX. The goal of
numerical experiments is threefold:

• Checking how the streaming rate q and different L values
would affect the overall streaming cost,

• Checking how the size of the network and given sur-
vivability scenario would affect the processing time of
CPLEX and the gap to optimality.

• Checking the influence of introducing survivability to the
overlay multicasting.

The first goal of the experiments was to test how the
streaming rate q and the L value affect the streaming cost
for network with 10 primal nodes and various survivabil-
ity scenarios. In Fig. 3, we can observe, that the streaming
cost grows with increase of the streaming rate. An opposite
dependence can be noticed when increasing the L level limit
(Fig. 4). The experiment was conducted for L values in range
from 2 to 5, but for L = 2 given network was infeasible for
all survivability scenarios. Node disjoint survivability is the
most expensive one in terms of the streaming cost in both
experiments. This is implied by the fact that ND require-
ments reduce solution space significantly and consequently
the cost of feasible solutions grows.

In Table 1, we present results related to the second goal of
the experiments. For networks with 10 primal nodes, CPLEX
was able to find the optimum in a short period of time—1, 3,
7, and 10 s for NS, LD, ND and ID survivability scenarios
respectively.
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Fig. 3 Streaming cost as a
function of steaming rate q for
network with 10 primal nodes
and L = 3—the FA problem
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Fig. 4 Streaming cost as a
function level limit L for
network with 10 primal nodes
and q = 512 kbps—the FA
problem
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Table 1 Average cplex
processing time and optimality
gap for networks with 10 and 20
primal nodes and different
survivability scenarios—the FA
problem

V NS LD ND ID

T (s) Gap (%) T (s) Gap (%) T (s) Gap (%) T (s) Gap (%)

10 1 0 3 0 7 0 10 0

20 1348 0 2203 0 2708 0 3025 0

In case of networks with 20 primal nodes, CPLEX
processing time was much larger, from 1384 s for NS sce-
nario to 3025 s for ISP Disjoint survivability. Note that, all
CPLEX results presented for the FA problem are optimal.

Finally, we address the third goal of the experiments—
Tables 2 and 3 report results showing the comparison
between all four survivability scenarios. Both Tables illus-
trate dependencies, that are in harmony with our previ-
ous conclusions—for all survivability scenarios and network
parameters, streaming cost is increasing with the streaming
rate q and decreasing with more number of levels L in the
multicast tree. 12 unique experiments were conducted for
each network size (combination of 3 different streaming rates
q and 4 L values). Column Diff shows the percentage differ-
ence of the particular survivability scenario in comparison to
the basic model without survivability constraints. The rela-
tive additional cost of providing additional survivability for
10-node and 20-node networks was: 22.8 and 21.7% in the
case of the link disjoint constraint; 34.3 and 35.5% for the
node disjoint constraint; 33.3 and 40.4% in the case of the
ISP disjoint constraint. The cost of providing ISP disjoint

multicast trees grows with the ratio of the number of nodes
to the number of ISPs.

5 Capacity and flow assignment (CFA)

The CFA problem consists in finding such amulticommodity
flow and capacitymodules allocation that satisfies conditions
arising from network topology, traffic matrix, etc. [23]. In
this section, we focus on the CFA problem in the context
of survivable overlay multicasting in dual homing networks.
In more detail, with a given set of ISPs and candidate links
with specified download and upload capacities along with
cost (Euro/month) we try to minimize overall network cost
understood as total cost of all candidate access links assigned
to network nodes. The solution has to meet the requirement
of not exceeding given maximum streaming cost.

Figure 5 depicts an example of the capacity and flow
assignment problem. The main difference between the FA
and CFA is an additional phase, where ISPs and the cor-
responding candidate access links are assigned to network
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Table 2 Additional cost of
providing survivability for all
types of network with 10 primal
nodes—the FA problem

10 Nodes NS LD ND ID

q L Cost Cost Diff Cost Diff Cost Diff

256 2 155 183 15.3% 204 24.0% 210 26.2%

3 79 101 21.8% 116 31.9% 117 32.5%

4 65 88 26.1% 92 29.3% 104 37.5%

5 59 82 28.0% 85 30.6% 95 37.9%

384 2 256 X X X X X X

3 109 148 26.4% 161 32.3% 163 33.1%

4 88 113 22.1% 144 38.9% 141 37.6%

5 78 102 23.5% 137 43.1% 114 31.6%

512 2 X X X X X X X

3 119 148 19.6% 172 30.8% 166 28.3%

4 89 113 21.2% 144 38.2% 141 36.9%

5 78 102 23.5% 139 43.9% 114 31.6%

Average 92 118 22.8% 139 34.3% 137 33.3%

Table 3 Additional cost of
providing survivability for all
types of network with 20 primal
nodes—the FA problem

20 Nodes NS LD ND ID

q L Cost Cost Diff Cost Diff Cost Diff

256 2 290 X X X X X X

3 112 138 18.8% 152 26.3% 158 29.1%

4 91 108 15.7% 134 32.1% 121 24.8%

5 85 95 10.5% 112 24.1% 109 22.0%

384 2 X X X X X X X

3 199 293 32.1% 327 39.1% 375 46.9%

4 134 155 13.5% 182 26.4% 229 41.5%

5 98 136 27.9% 164 40.2% 181 45.9%

512 2 X X X X X X X

3 X X Un X Un X X

4 145 169 14.2% 234 38.0% 318 54.4%

5 98 165 40.6% 231 57.6% 235 58.3%

Average 120 157 21.7% 192 35.5% 216 40.4%

nodes. For example, ISP 1 and candidate link 2 was assigned
to node a, ISP 2 and candidate link 3 to node τ(a) etc.

Below we introduce four novel ILP models based on the
corresponding ones for the flow assignment problem.

5.1 ILP models

5.1.1 CFA—no survivability—(CFA-NS)

Firstly, analogously to the FA models, we describe basic
ILP model with no survivability constraints. We add indice
a = 1, 2. . ., Ap,whichdenotes candidate link types for given
ISP p. Constants dap and uap are respectively download and

upload capacities of access link type a of ISP p. Parameter n
allows us to set an upper bound on the maximum streaming
cost of all overlay links. Constant evp is set to 1, if ISP p is
available for node v; otherwise evp = 0. Additional binary
variable gvap is set to 1, when candidate access link a of ISP
p is selected for node v, otherwise it is set to 0. The objective
function for the CFA problem (20) is the overall cost of all
access links assigned to the nodes in the network (network
cost).

Indices (additional)

a = 1, 2. . ., Ap candidate link types for ISP p
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Fig. 5 Capacity and flow assignment scheme

Constants (additional)

dap download capacity of access link type a of ISP p
(kbps)

uap upload capacity of access link type a of ISP p
(kbps)

ξap cost of access link type aof ISP p (Euro/month)
n maximum overall streaming cost
evp = 1, if ISP p is available for node v; 0, otherwise

Variables (additional)

gvap = 1, if link type a of ISP p is selected for node v;
0, otherwise (binary)

Objective

minimize
∑

v

∑
a

∑
p
gvapξap (20)

Constraints (2), (4)–(7), (10)–(11) and
∑

k
xwkt1q ≤

∑
a

∑
p
uapgwaprwt w = 1, 2, . . . , V

t = 1, 2, . . . , T (21)∑
w

∑
t
xwvt q ≤

∑
a

∑
p
dapgvap v = 1, 2, . . . , V (22)

∑
v

∑
t
xwvt q ≤

∑
a

∑
p
uapgwap w = 1, 2, . . . , V (23)

∑
p

∑
a
gvapevp = 1 v = 1, 2, . . . , V (24)

∑
w

∑
v

∑
t
xwvt cwv ≤ n (25)

Constraints (21)–(23) are based on the corresponding con-
straints from the LSC-NSmodel. Constraint (24) assures that
the candidate link a is chosen only from ISP p available for

node v. Constraint (25) sets the upper bound on the overall
streaming cost of all the links in the multicast trees.

5.1.2 CFA—link disjoint (CFA-LD)

The second ILP model provides Link Disjoint survivability.
It utilizes already mentioned constant τ(v).

Constraints (2), (4)–(7), (10)–(11), (12), (13), (20)–(25) and

∑
a

(
gvap + gτ(v)ap

) ≤ 1 v = 1, 2 . . . , V p = 1, 2 . . . , P

(26)

Condition (26) assures, that both nodes v and τ(v) belong
to different ISPs. That constraint is crucial for the survivabil-
ity in the CFA problem. When both nodes are in the same
ISP, failure of a single Internet provider can fully discon-
nect primal node from the network. An important difference
between the FA and the CFA problems is that in the FA all the
nodes are already assigned to a specific ISP, whereas in the
CFA assignment ISPs to nodes is a part of the optimization
problem.

5.1.3 CFA—node disjoint (CFA-ND)

Additional survivability constraints for providing Node Dis-
joint survivability are the same as (14)–(16) in LSC-ND
model. Accordingly, we introduce variable yvt to the model.
Constraints (2), (4)–(7), (10)–(11), (12), (13), (20)–(26)

5.1.4 CFA—ISP disjoint (CFA-ID)

Finally, the ILP model providing ISP disjoint survivability is
presented. Variable gvp is set to 1 if node v belongs to ISP
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Fig. 6 Network cost as a
function of steaming rate q for
network with 10 primal nodes,
L = 3 and n = 125—the CFA
problem
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p, otherwise it equals 0. gwvpm equals 1, if pair of nodes w

and v belong to IPSs p and m.

Variables (additional)

gvp = 1, if node v belongs to IPS p; 0, otherwise (binary)
gwvpm = 1, if pair of nodes w and v belong to ISPs p
and m, respectively; 0, otherwise (binary)

Constraints (2), (4)–(7), (10)–(11), (12), (13), (20)–(26) and
∑

a
gvap = gvp v = 1, 2, . . . , V p = 1, 2, . . . , P (27)

gwp+gvm ≤ 1+gwvpm p=1, 2, . . . , P m =1, 2, . . . P

v = 1, 2, . . . , V w = 1, 2, . . . , V (28)

gwvpm ≤ gwp p = 1, 2, . . . , P m = 1, 2, . . . P

v = 1, 2, . . . , V w = 1, 2, . . . , V (29)

gwvpm ≤ gvm p = 1, 2, . . . , P m = 1, 2, . . . P

v = 1, 2, . . . , V w = 1, 2, . . . , V (30)

gwvpm + xwvt ≤ 1 + z pmt p = 1, 2, . . . , P

m = 1, 2, . . . P p �= m v = 1, 2, . . . , V

w = 1, 2, . . . , V t = 1, 2, . . . , T (31)

2z pmt ≤
∑

w

∑
v
(gwvpm + xwvt ) p = 1, 2, . . . , P

m = 1, 2, . . . P p �= m v = 1, 2, . . . , V

w = 1, 2, . . . , V t = 1, 2, . . . , T (32)

gwvmp + xwvt ≤ 1 + z pmt p = 1, 2, . . . , P

m = 1, 2, . . . P p �= m v = 1, 2, . . . , V

w = 1, 2, . . . , V t = 1, 2, . . . , T (33)

2z pmt ≤
∑

w

∑
v
(gwvmp + xwvt ) p = 1, 2, . . . , P

m = 1, 2, . . . P p �= m v = 1, 2, . . . , V

w = 1, 2, . . . , V t = 1, 2, . . . , T (34)

Constraint (27) defines a new variable gvp. Analogously,
set of constraints (28)–(30) define new variable gwvpm .
Finally, constraints (31)–(34) are used to define the new vari-
able z pmt . Note that (32)–(34) are introduced because of the

fact, that z pmt needs to be 1 in case when there is connection
between ISPs p and m and also in the opposite direction.

5.2 Simulation results

For simulations related to the CFA problem, we used net-
works with 10 primal nodes generated for the FA prob-
lem. We did not use networks with 20 and 50 primal nodes,
because the CFA problem is more complex than the FA prob-
lem and in result, we were not able to achieve even feasi-
ble solutions for those networks. We chose the same values
of streaming rate q, level limit L and range of link costs
cwv . Additionally, maximum overall streaming cost parame-
ter equals n = 50, 75, 100, 125, 150 and 200. We created 5
ISPs, based on the current offer of ISPs in Poland (Orange,
Netia, Dialog, Multimedia, UPC), each with 6 candidate link
types with different download and upload capacities as well
as cost expressed in Euro per month. Overall, we generated
96 networks (combination of 4 different streaming rates q, 4
L values and 6 maximum streaming cost limits n) for each
survivability scenario. This timewe set timemax value for 3 h
(10,800 s), because the CFA problem is much more complex
and harder to solve than the FA.

As in the case of FA simulation, there were three main
goals of the experiments:

• Checking how the different values of streaming rate q,
level limit L and streaming cost limit n would affect the
network cost for different survivability scenarios,

• Checking how given survivability scenario would affect
the processing time of CPLEX and gap to optimality.

• Checking the influence of introducing survivability to the
overlay multicasting for the CFA problem.

The first goal was to test influence of different values of
streaming rate q, level limit L and streaming cost limit n on
network cost. Figures 6, 7, and 8 depict result of our simu-
lation experiments. We can observe that the overall network
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Fig. 7 Network cost as a
function of level limit L for
network with 10 primal nodes,
q = 512 and n = 125—the CFA
problem
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Fig. 8 Network cost as a
function of maximum streaming
cost n for network with 10
primal nodes, L = 3 and
q = 512—the CFA problem
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cost grows with increase of the streaming rate (Fig. 6) and
drops with increase of the L value (Fig. 7) for networks with
and without survivability constraints. Those results are in
harmony with our previous observations related to the FA
problem. With the increase in limit of the maximum overall
streaming cost n, network cost is dropping. For every net-
work there is a point, from which increasing the n value does
not decrease the objective function (Fig. 8).

Additionally, in Table 4 we present number of feasible
solutions (meaning there exists solution that satisfies all of the
constraints) for scenarios with and without survivability. We
can observe, that survivable scenarios achieved much lower
number of infeasible solutions—up to 48 of total number of
96 generated networks. Additional survivability constraints
cause strongly constrained networks (e.g. low L limit or n
maximum streaming cost) to become infeasible.

In Table 5, we present results for the experiment testing
how given survivability scenario is affecting the processing
time of CPLEX and gap to optimality for the CFA problem.
Comparing to the FA problem, the processing time is much

Table 4 Number of feasible solutions forNS, LD,NDand IDmodels—
the CFA problem

NS LD ND ID

Number of feasible solutions 72 52 48 52

larger for network with 10 primal nodes—hours instead of
seconds. That proves high complexity of the CFA problem.
Analogously, optimality gap is bigger—from ∼1% for NS,
LD and ND scenarios to 4.5% for ISP disjoint network.

Analogously to the experiments related to the FAproblem,
we summarize with Table 6, where all the results of research
on the CFA problem are gathered. Note that results are aver-
aged for all the overall streaming cost limit n values. Network
cost is similarly correlated with streaming rate q and level
limit L as the streaming cost (the FA). Table 6 depicts the
average difference over 48 experiments (for which we were
able to achieve feasible results for all scenarios) of the partic-
ular survivability scenarios in comparison to the basic model
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Table 5 Average cplex
processing time and optimality
gap for network with 10 primal
nodes and different survivability
scenarios—the CFA problem

V NS LD ND ID

T (s) Gap (%) T (s) Gap (%) T (s) Gap T (s) Gap (%)

10 1838 1.0 2790 1.0 3190 1.0 8913 4.5

Table 6 Additional cost of
providing survivability for all
types of network with 10 primal
nodes–the CFA problem

NS LD ND ID

Q L Cost Cost Gap (%) Cost Gap (%) Cost Gap (%)

256 2 596 622 4.2 622 4.2 625 4.6

3 580 599 3.2 599 3.2 606 4.3

4 580 590 1.7 594 2.4 606 4.3

5 580 590 1.7 590 1.7 599 3.2

384 2 617 655 5.8 655 5.8 655 5.8

3 610 651 6.3 653 6.6 668 8.6

4 610 654 6.8 656 7.0 670 8.9

5 610 650 6.2 656 7.0 670 9.0

512 2 631 676 6.7 676 6.7 679 7.1

3 617 651 5.2 658 6.2 672 8.2

4 610 654 6.8 661 7.8 668 8.7

5 610 649 6.0 661 7.8 669 8.8

Average 604 637 5.0 640 5.5 649 6.8

without survivability constraints in terms of the network cost.
The additional cost of providing link disjoint survivability
was 5% of the network cost, for the node disjoint constraints
that value was 5.5% and for the ISP disjoint constraints it
was 6.8%. These values are significantly lower than those
from FA problem. This can be explained by the fact that
survivability constraints affect directly the overall streaming
cost (by forbidding connections between certain ISPs), while
their influence on the network cost (cost of physical links in
the network) is only indirect (through n parameter). ISP dis-
joint constraints impact strongly the process of choosing the
ISPs and, in effect, the cost of candidate links. That is the rea-
son why additional cost of providing ISP disjoint constraints
is the highest for CFA problem, where candidate links are
assigned to network nodes.

6 Conclusion

In this paper, we addressed the problem of survivable overlay
multicasting in dual homing networks. Four novel ILP mod-
els of survivable overlaymulticasting systemswith additional
survivability constraints using dual homing architecture for
the capacity and flow assignment problem were introduced.
The main goal of experiments was to examine how the addi-
tional survivability constraints influence the overall stream-
ing cost (flow assignment problem) and the network cost
(capacity and flow assignment problem). Moreover, exper-

iments testing the impact of streaming rate and number of
levels on the objective functions were conducted. The results
of experiments indicate that the streaming rate q and the level
limit l have an impact on both the overall streaming cost
and the network cost. The results of numerical experiments
showed that the additional cost required in the network to
introduce extra survivability constraints is relatively small,
i.e., for FA problem it was 22.8, 34.3 and 33.3% for link,
node and ISP disjoint multicast trees, respectively and for
CFA those values were even lower—5, 5.5 and 6.8% corre-
spondingly.

For future work, we are planning to develop, implement,
and test heuristic algorithms for the CFA problem including
constructive algorithms as well as metaheuristic approaches
like Tabu Search and Simulated Annealing That should
enable us to examine dual homing survivability for networks
much larger than 10 hosts.

OpenAccess This article is distributed under the terms of theCreative
Commons Attribution License which permits any use, distribution, and
reproduction in any medium, provided the original author(s) and the
source are credited.
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