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Abstract As software entities that migrate among nodes,
mobile agents (MAs) are able to deliver and execute codes for
flexible application re-tasking, local processing, and collab-
orative signal and information processing. In contrast to the
conventionalwireless sensor network operations based on the
client–server computing model, recent research has shown
the efficiency of agent-based data collection and aggregation
in collaborative and ubiquitous environments. In this paper,
we consider the problem of calculating multiple itineraries
for MAs to visit source nodes in parallel. Our algorithm iter-
atively partitions a directional sector zone where the source
nodes are included in an itinerary. The length of an itinerary
is controlled by the angle of the directional sector zone in
such a way that near-optimal routes for MAs can be obtained
by selecting the angle efficiently in an adaptive fashion.
Simulation results confirm the effectiveness of the proposed
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algorithm as well as its performance gain over alternative
approaches.

Keywords Mobile agents · Multi-agent · Itinerary
planning · Wireless sensor networks

1 Introduction

Mobile agent (MA) systems employmigrating codes to facil-
itate flexible application re-tasking, local processing, and col-
laborative signal and information processing. This provides
extra flexibility, as well as new capabilities to wireless sensor
networks (WSNs) in contrast to the conventional WSN oper-
ations based on the client–server computing model [1–9]. By
changing the program code of MAs, different data process-
ing techniques/methods can be carried out at each source
node.Otherwise, source nodes should store the program code
of each possible application, resulting in increased memory
demands in sensors. Recent advances show the efficiency
of MA-based data collection and aggregation in WSNs with
intrinsically distributed and collaborative features [10–14].

MA design in WSNs can be decomposed into a few com-
ponents [15] (1) an overall framework, (2) itinerary planning,
(3) a middleware system design, and (4) agent cooperation.
Among these components, itinerary planning determines the
order of source nodes to be visited during the MA migra-
tion, which has a significant impact on the performance of
MA-based WSNs. While it is crucial to find out an opti-
mal itinerary for a MA to visit the given set of the source
nodes, this has been identified as a NP-hard problem [13].
Furthermore, using only a single MA may also bring some
shortcomings, e.g., increased task completion latency and
unbalanced energy consumption at the nodes. In order to
alleviate this issue, multiple agents can be utilized, which

123

http://crossmark.crossref.org/dialog/?doi=10.1007/s11235-015-9985-9&domain=pdf


94 J. Wang et al.

gives rise to a new challenging issue of multi-agent itinerary
planning (MIP). As a simple but representativeMIP solution,
a heuristic algorithm named simple source grouping based
MIP (denote by SG-MIP in this paper) is proposed. In SG-
MIP, the determination of the number of MAs and source
node grouping is dependent on the distribution of source
nodes and the network deployment. However, the optimality
of the solution cannot be guaranteed. Given the scenario pre-
sented in Sect. 4, Fig. 1 shows the OPNET simulation results
of SG-MIP’s itinerary planning. As an example, the posi-
tion of node 1 is selected as the first visiting central location
(VCL). GivenVCL as the center of disk with a certain radius,
the source nodes along the first itinerary can be identified. As
shown in Fig. 1, the dashed line represents the first itinerary.

However, the source node (i.e., node 2) close to the net-
work edge at right side is not included in the itinerary. Due
to the failure of setting an efficient radius of the disk, the
isolated source finally consumes an individual MA based
on SG-MIP algorithm, which mitigates the benefit obtained
by other MAs. Such an adverse outcome happens mainly
because of the following two reasons:

– In SG-MIP, the source-grouping algorithm identifies the
source nodes within the circular area centered at the VCL
with a certain radius. Then, the source nodes will be
assigned to the current agent. However, SG-MIP only
exhibits high efficiency when source nodes are distributed
in clusters. According to this assumption, a number of
closely distributed source nodes are triggered at the prox-
imity of the position where an individual event occurs.
Such a position is analogous to the VCL. However, this
assumption poses much limitation on the range of appli-
cations which can be supported by the multi-agent archi-
tecture. This assumption of clustering in event detection
can be relaxed by considering a flat sensor network archi-
tecture in terms of event detections, whichmay be suitable
for a wide range of sensor applications.

– SG-MIP likely causes overlapping of itineraries, which
leads to interference among multiple data flows along dif-
ferent itineraries. As an extreme example, let us assume
source nodes are distributed along a straight line start-
ing from the sink node. Then, an itinerary reaching far-
ther sources will cover a large part of a relatively shorter
itinerary.

In order to address the issues existing in SG-MIP, this
paper proposes an improved algorithm, entitled by direc-
tional source grouping based MIP (DSG-MIP), which par-
titions a directional sector zone where the source nodes are
included in an itinerary. The scale of an itinerary is con-
trolled by the angle of the directional sector zone in such a
way that near-optimal routes for MAs can be obtained by
selecting efficient angle adaptively. Simulation results con-

firm the effectiveness of the proposed algorithm as well as
its performance gain over alternative approaches.

The remainder of the paper is organized as follows.
Related work is introduced in Sect. 2. We describe the novel
directional source-grouping-based multi-agent itinerary
planning scheme in Sect. 3.1. Simulation experiments are
performed in Sect. 4. Finally, Sect. 5 concludes this paper.

2 Related works

2.1 Single-agent itinerary planning

Single-agent itinerary planning (SIP) determines the order of
nodes to be visited by a single agent during agent migration,
which has a significant impact on energy efficiency of MA
systems. Though SIP is critical to the network performance,
it has been shown that finding an optimal itinerary is NP-hard
and still an open area of research. Therefore, heuristic SIP
algorithms [10–12] and genetic algorithms [13] are generally
used to compute itineraries with a sub-optimal performance.
Though our previously introduced itinerary energyminimum
for first-source-selection (IEMF) and itinerary energy mini-
mum algorithm (IEMA) approaches [12] exhibit higher per-
formance in terms of energy efficiency and delay compared
to the existing solutions, the limitation of utilizing a single
agent to perform the whole task makes the algorithm unscal-
able in applications where a large number of source nodes
need to be visited. Typically, SIP algorithms exhibit high effi-
ciency when the source nodes are distributed geographically
close to each other, and the number of source nodes is not
large.

For large scale WSNs, in which many nodes need to be
visited, single-agent data dissemination exhibits the follow-
ing pitfalls:

1. Large delays Extensive delays are incurred when a single
agent needs to visit hundreds of sensor nodes.

2. Unbalanced load There are two kinds of problems with
unbalanced power consumption while using a single
agent. First, from the perspective of the whole WSN,
all the traffic is put on a single flow. Therefore, sensor
nodes in the agent itinerary will deplete battery energy
more quickly than other nodes. Secondly, from the per-
spective of the itinerary, the agent size increases con-
tinuously while it visits more source nodes, and so the
agent propagation by wireless transmissions will con-
sume more energy in its itinerary back to the sink node.

3. Reduced reliability The increasing amount of data accu-
mulated by the agent during its migration task increases
its chances of being lost due to noise and interference in
the wireless medium. Thus, the longer the itinerary, the
higher risk that the agent migration becomes unreliable.
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Fig. 1 Illustration of SG-MIP
Algorithm

2.2 Multi-agent itinerary planning

In [16], we state our assumptions and define a generic MIP
algorithm as follows:

– primary itinerary design algorithms are executed at the
sink, which has relatively plenty of resources in terms of
energy and computation.

– the sink node knows the geographic information of all
the source nodes. Note that in our algorithm, only source
locations are needed, while the other algorithms [10,13]
need all of the nodes’ geographical positions.

In fact, the above assumptions are common in most of the
solutions presented in [10,12,13] for the SIP problem. The
previous SIP algorithms assume that the set of source nodes
to that the agent should visit is predetermined. In contrast,
our MIP algorithm aims to dynamically group source nodes
that will be visited by different mobile agents. The pro-
posed MIP algorithm can be deemed as an iterative ver-
sion of a SIP solution, which can be divided into four
parts:

– VCL selection for each agent It is a challenging NP-hard
problem to find the least number of agents that cover all
the source nodes. Strategically, an agent’s VCL is selected
to be the center of an area with a high density of source
nodes.

– Determining the source visiting set In order to determine
the source visiting set of a particular agent, we first iso-
late the visiting area, which is typically a circle of a cer-
tain radius centered at the corresponding VCL. All of the
source nodes in the disk will be included in the visiting
list of the agent.

– Determining a source-visiting sequence This is the
itinerary plan for the specific agent. In this step, the prob-

lem is simplified into a SIP problem, whereby existing
SIP solutions, such as LCF [10], GCF [10], MADD [11],
IEMF and IEMA [12] , etc. can be applied,

– Algorithm iteration If there are uncovered source nodes,
the next VCL will be calculated based on the remain-
ing set of source nodes. The previous steps are repeated
until all the source nodes have been assigned to some
MAs.

3 Directional source-grouping for multi-agent itinerary
planning

In this section, we present an enhanced version of SG-MIP
named DSG-MIP, which operates centrally in the processing
element (PE) located at the sink node, and statically deter-
mines the number of MAs that should be used, as well as the
itineraries these MAs should follow. Compared to the pre-
vious work, the main contribution of DSG-MIP is the intro-
duction of a directional source grouping algorithm, the main
idea ofwhich is to partition the network area into sector zones
whose centers are the immediate neighbors of the sink node.
The rationale is that the route of each MA’s round-trip nat-
urally converges at the sink node while gradually expanding
when the MA migrates far away from the sink node. Thus,
the area covered by a typical itinerary will have a sector-like
shape.

3.1 Directional source grouping algorithm

As shown in Fig. 2, the PE-zone is a disk around the PE with
radius αRmax , where Rmax denotes the maximum transmis-
sion range and α is an input parameter in the range (0,1],
[14]. Let K be the number of neighbors of the sink node
within the PE-zone. These nodes are potential starting points
for the migration of each MA. As illustrated in Fig. 2, with
K = 4, the algorithm can create a maximum number of four
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Fig. 2 Illustration of
directional source-grouping
Algorithm

itineraries that MAs can follow. By controlling the value of
parameter α, the size of the PE-zone and hence themaximum
number of MAs can be adjusted.

Algorithm1 shows the pseudo-code of the proposed direc-
tional source grouping algorithm. At the beginning of the
algorithm, the set of source nodes to be grouped (i.e., T ) is
reset to empty. Let ZPE represents the PE-zone, and starting
node SN j denotes the immediate neighbor of the sink node
within the radius of αRmax . We can see that with the itera-
tion of the algorithm, the number of available starting nodes
decreases. Let us denote Z

′
PE as the set of remaining starting

nodes. If |Z ′
PE | is equal to 1, then all of the remaining source

nodes are included in T . Otherwise, a VCL needs to be deter-
mined. In the example shown in Fig. 2, VCL2 is selected to
form the second itinerary, where a line connecting VCL2

and PE (i.e., line(VCL2, PE) ) is depicted. A starting node
(e.g., node e) is selected based on the metric of closest to
line(VCL2, PE). Next, the central line of the directional
sector zone can be obtained (denoted by line(VCL2, e).
With node e as the center point and line(VCL2, e) as the
central line, if an expanding angle θ is given, a directional
sector zone can be determined, as shown in Fig. 2.

3.2 Iterative framework

For each iteration, a newCLwill be calculated for the remain-
ing source nodes. Then, a new list of source nodes will be
assigned to a new MA. At this moment, the itinerary for the
MA can be planned using any SIP algorithm, with the set
of grouped source nodes T obtained by Algorithm 1. The
SIP algorithms can be tree-based or loop-based, as shown in
Fig. 2. If there are still remaining source nodes, the above
process is repeated until all of the source nodes have been
assigned to someMAs. The pseudo code of the iterative MIP
framework is shown in Algorithm 2. After several iterations,
there may remain only a few isolated source nodes. In the
example shown in Fig. 2, two isolated nodes u and v are left
after three iterations. In this case, u and v are simply assigned
to the last itinerary with node f as the starting point.

3.3 Determination of sector size θ

In SG-MIP, the radius of the disk is an important para-
meter in source grouping operation. Similarly, selection of
the expanding angle θ determines the sector size, which is
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Algorithm 1 directional source-grouping(V,CL)
notation
T denotes the set of source nodes to be grouped;
V

′
is the set of remaining sources, part of which will be allocated to

an MA.
n is the total number of sources.
α is a constant, which is set to 70% in this paper;
Rmax is the maximum transmission range of the sensor node;
ZPE is the PE-zone which includes the sink node and its one hop

neighbors within a radius of αRmax .
SN j represents sensor node j within ZPE ;
K is the maximum number of the starting points for MA itineraries,
K = |ZPE |;
ZPE = {SN j : d(PE, SN j ) ≤ α · Rmax , j = 1, ..., K};
Z

′
PE is the set of remaining starting points, one of which will be

allocated to an MA.
Z j is the j th directional sector zone for source-grouping;
θ is the selection angle of a directional sector zone.
initialization
T ← {};

begin
if |Z ′

PE | = 1 then
T ← V

′
;

else
//Directional sector zone partitioning
for each SN j in Z

′
PE do

set line(VCL , PE) as the line connecting PE and CL;
calculate the distance d(SN j , line(VCL , PE) between SN j

and line(VCL , PE);
if d(SN j , line(VCL , PE)) = min{d(SNk , line(VCL , PE)) |
SNk ∈ Z

′
PE } then

select SN ← SN j as the starting point;
break;

end if
end for
set line(SN j , VCL) as the line connecting SN j and CL;
partition Z j with line(SN j , VCL) as the central line, and θ as the
selection angle;
//Directional source grouping
for each source v in V

′
do

if v ∈ Z j then
T ← T ∪ {v};

end if
end for

end if
Return T and SN ;

important to yield an efficient itinerary. Though we have
addressed the issue of effectively determining the central
line of the sector zone, how to choose a suitable value for
θ remains a challenging problem. First, θ can be selected
based on the estimated node density in theWSN.On the other
hand, θ should be adaptively set for a different itinerary. In
the example shown in Fig. 2, some sector zone should have
a larger expanding angle (e.g., the one including VCL1) to
accommodate the full branch of source nodes in the corre-
sponding direction. Finally, after several rounds of itinerary
planning, the approach to handling the isolated source nodes
can be fine-tuned. For example, instead of simply grouping
the remaining isolated source nodes into the last itinerary,

Algorithm 2MIP(V )
notation
V is the set of the original source nodes to be visited;
V

′
denotes the set of the remaining source nodes, currently;

T denotes the set of grouped source nodes at each iteration;
k denote the index of MAs.

initialization
V

′ ← V ;
k ← 0;

loop
if V

′ �= ∅ then
k ← k + 1;
CL ← CL-selection(V

′
) //(See Algorithm in [11]);

(T ,SN ) ← source-grouping(V
′
,CL) (See Algorithm 1);

V
′ ← V

′ − T ;
determine (Itinerary of MA k) to visit sources T with SN as

starting point by some SIP algorithm;
end if

end loop
Return (Itineraries of MAs 1, 2, · · · , k);

the algorithm can insert those isolated sources into existing
itineraries one by one according to the metric of shortest dis-
tance to itinerary, so that the incremental cost of the formed
itinerary is minimized.

4 Simulations

4.1 Simulation setup

We have implemented the proposed DSG-MIP algorithm as
well as one existing SIP algorithm (i.e., LCF [10]) and one
MIP algorithm (i.e., SG-MIP [16]), using OPNET1 Modeler
to perform computer simulations. The same network model
in [16] is adopted, inwhich800nodes are uniformlydeployed
within a 1000× 500m2 field, and the sink node is located at
the center of the field andmultiple source nodes are randomly
distributed in the network. The parameters for theMAsystem
are shown in Table 1.

4.2 Performance evaluation

In this section, we examine the impact of the number of
source nodes on the energy and delay performance. We set
the number of source nodes n from 10 to 40 in steps of 5,
and obtain a set of results for each case. Figure 3 shows
the impact of the number of source nodes on task energy,
which includes transmitting, receiving, retransmitting, over-
hearing and collision, to obtain sensory data from all the
source nodes. As shown in Fig. 3, when the number of source
nodes is increased, more energy is needed for agents to per-
form the tasks in all of the three schemes. As the reference

1 OPNET, http://www.opnet.com/.
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Table 1 Simulation parameters for mobile agent system

Raw data size 2048 bits

MA code size 1024 bits

MA accessing delay 10 ms

Data processing rate 50 Mbps

Raw data reduction ratio 0.8

Aggregation ratio 0.9

Network size 1000 × 500

Radio transmission range 60 m

Number of sensor nodes 800

MAC layer standard 802.11b/g

Fig. 3 The impact of the number of source nodes on task energy

SIP solution, the task energy of LCF increases from 0.2 to
0.54 J/Task, while the number of source nodes increases from
10 to 40. By comparison, the MIP solutions exhibit higher
energy efficiency. When the number of source nodes is 40,
the energy of SG-MIP is decreased by 0.08 J/Task relative to
LCF, whereas DSG-MIP achieves an extra energy saving of
0.02 J/Task above that of SG-MIP.

Figure 4 shows the performance comparison of the three
schemes in terms of task duration. In a SIP algorithm, the
task duration is equivalent to the average end-to-end report-
ing delay, from the time when a MA is dispatched by the
sink to the time when the agent returns to the sink. In an
MIP algorithm, since multiple agents work in parallel, there
must be one agent which is the last one to return to the sink.
Then, the task duration of an MIP algorithm is the delay of
that agent. Compared to energy performance, the number of
source nodes n has a bigger impact on the delay. In LCF, it
becomes much larger for a larger n value. With more source
nodes to visit, the size of the MA becomes larger and more
transmissions will bemade. In reality, n is a good indicator of
theMA related traffic load when a single agent is used. Com-

Fig. 4 The impact of the number of source nodes on task duration

Fig. 5 The impact of the number of source nodes on EDP

pared to LCF, a typical MIP algorithm, SG-MIP, decreases
task duration to about 0.6 s when n = 40. The reason for
this outcome is that in single MA systems, one MA trav-
els along the whole network to collect information from all
source nodes. This procedure incurs a larger latency since
the source nodes may be distributed all over the network. A
multi-agent approach can speed up the task because multiple
itineraries are applied simultaneously. As shown in Fig. 4, the
task duration of the proposed DSG-MIP algorithm is always
the lowest among all the schemes. The DSG-MIP scheme
has 0.2 s less delay than SG-MIP when n = 40.

For time-sensitive applications over energy constrained
WSNs, the energy-delay product (EDP), given by EDP =
energy × delay, is defined to facilitate assessment of the
overall energy and delay performance of the algorithms. The
smaller this value is, the better the unified performance will
be. Figure 5 compares the overall EDP performance of LCF,
SG-MIP and DSG-MIP. Due to its inferior performance in
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task duration, LCF has the largest value of EDP, which yields
the worst overall performance among all of the algorithms.
DSG-MIP outperforms SG-MIP with a decrease of EDP up
to 35% when n = 40.

5 Conclusion

Deploying multiple MAs enhances the overall performance
of MA systems in WSNs by providing a trade-off between
energy consumption and task duration. However, the appli-
cation of our previously proposed MIP algorithm, SG-MIP,
is limited toWSNswith clustered source nodes. In this paper,
we have proposed an enhanced MIP solution, DSG-MIP,
which contains a directional source grouping algorithm for
MIP in WSNs. The proposed source grouping approach par-
titions the network into directional sector zones with certain
angles. Then, the source nodes within each sector zone are
assigned to an itinerary. Extensive simulations have been car-
ried out to show the superior performance of DSG-MIP in
terms of delay and energy consumption. For future work,
we shall address the adaptive selection of suitable expanding
angles of the directional sector zones.
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