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Abstract Congestion in aWireless Sensor Network (WSN)
is one of the causes of performance degradation due to severe
packet loss that leads to excessive energy consumption.
Solutions in WSNs try to avoid and overcome congestion
by selecting sensor nodes with sufficient buffer space and
adjusting the traffic rate at the source node over the short-
est discovered route that usually decreases the End-to-End
(ETE) throughput. On-demand routing protocols have the
potential to discover the least congested route when it is
required. In aWSN,most of the on-demand routing protocols
replace the routing metric of the prevalent routing protocol
with their proposed routing metric and keep the route dis-
covery mechanism intact, which is not sufficient to increase
the performance of the WSN. To address these problems, a
novel Congestion-aware and Traffic Load balancing Scheme
(CTLS) for routinghas beenproposed.TheCTLSproactively
avoids congestion through a novel route discovery mecha-
nism to select the optimumnode based on a compositemetric.
If congestion occurs, CTLS tries to detect it in a timely man-
ner and alleviates it reactively using a novel ripple-based
search approach. The simulation results show that the CTLS
performs better as compared to the congestion avoidance,
detection and alleviation and no congestion control schemes
in terms of packet delivery ratio, ETE delay, throughput, and
energy consumption per data packet in a resource constraint
wireless network.
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1 Introduction

Recent technological advancements in electronic Integrated
Circuits (ICs) and Micro Electro Mechanical Systems
(MEMS) have enabled the development of smart wireless
devices that can work in a multi-hop ad hoc fashion. The
emergence of multi-hop wireless ad hoc networks has made
a significant impact on a wide range of fields and services
in many industrial and military environments. Services like
monitoring, data acquisition and connectivity under limited
power, resources and broadcast range possess a special class
of wireless ad hoc networks, known as Wireless Sensor
Networks (WSNs) [1]. WSNs consist of a set of wire-
less nodes connected through wireless links without any
central administration. Applications of WSNs include pre-
cision agriculture, animal tracking, medical diagnostics, and
disaster management. With such applications, utilizing the
network resources fairly to balance the traffic load and to
avoid congestion is a challenging task. In this regard, an
important factor is the routing protocol that routes the data
traffic from the source to the sink over the discovered route.

Routing plays an important role in increasing the per-
formance of WSNs [2]. Depending on how the routes are
discovered, established and maintained, routing protocols
are generally classified as proactive, reactive, and hybrid.
Apart from these classifications, routing can also be clas-
sified as cooperative routing and non-cooperative routing.
Most of the standardized routing protocols available inmulti-
hop wireless ad hoc networks can be used in WSNs [3],
due to their similar wireless characteristics. A large number

123

http://crossmark.crossref.org/dialog/?doi=10.1007/s11235-015-0126-2&domain=pdf


482 O. Chughtai et al.

of routing algorithms and protocols have been proposed in
WSNs. The majority of these routing protocols has been
designed with the aim to find an energy-aware shortest path
so that the ETE delay and energy consumption by the sen-
sor nodes can be minimized. For performance measures such
as, energy, reliability, ETE throughput and delay, on-demand
routing protocols are considered to be more appropriate in a
resource constrained network with limited power, resources
and broadcast range, such as WSNs [4,5].

In WSNs, most of the reactive routing protocols are usu-
ally designed by taking into account the energy consumption
as its primary consideration, like [6]. However, the batteries
of the sensor nodes can be recharged, for example, through
cost effective energy harvesting mechanisms. Therefore,
other important factors like reliability as PDR,ETEdelay and
throughput are somehow equally important. These perfor-
mance measures can be considered to avoid congestion and
to balance the energy consumption in order to increase the
performance of the entire network.Based on these factors, the
single criterion on-demand or time-driven routing protocols
like Sensor Protocols for Information via Negotiation (SPIN)
[7], Direct-Diffusion [8], Gradient-Based Routing (GBR)
[9], Low-Energy Adaptive Clustering Hierarchy (LEACH)
[10], Dynamic Source Routing (DSR) [11], Ad hoc On-
demand Distance Vector (AODV) [12], etc., are considered
suitable in multi-hop WSNs [4].

Amongst these classical routing protocols, SPIN cannot
guarantee for the delivery of data packets to the sink and
it needs to maintain the global network topology. Direct-
Diffusion is a Data-Centric routing protocol in which, it is
mandatory for the base-station to produce and re-send the
periodic updates. These periodic updates reduce the chan-
nel utilization for the data packets that decreases the overall
gain in the network. Additionally, it also maintains multiple
paths that can be utilised simultaneously, which may affect
the performance of the network in term of interference due to
route coupling. GBR is the variant of direct diffusion, where
each sensor node has to maintain the number of hops to the
destination, even when the sensor nodes do not want to par-
ticipate in data forwarding or are not on an active route. The
major disadvantage of such routing protocols is that they do
not work in the application that requires continuous data for-
warding to the base-station as discussed in [13], because, the
continuous exchange of data packets may result in conges-
tion. LEACH is a hierarchy based routing protocol, in which,
a representative or an administrative node among the set of
sensor nodes, such as cluster head, needs to be elected. How-
ever, in this work, flat-based routing is used because of the
equal role and functionality assigned to each sensor node
deployed in the network.

Congestion usually occurs when a sensor node is utilized
as a relay node for multiple flows during data communi-
cation and drops the packet it receives beyond its capacity.

Congestion also occurs when the demand of the resources
exceeds the available capacity of the system, which even-
tually increases the ETE delay and packet loss. Avoiding
congestion is relatively equivalent to the traffic load bal-
ancing in wireless ad hoc networks. The probable effect
of congestion and unfair traffic distribution will result in
unstable paths that can overload the sensor nodes and soon
deplete the energy of some sensor nodes, which consequently
results in a network partitioning. This phenomenon is gener-
ally known as the hot spot problem, and hence the network
performance suffers.

Congestion management techniques are mainly catego-
rized as either congestion avoidance or congestion control.
Congestion avoidance is a proactive scheme, whereas, con-
gestion control is a reactive scheme. A congestion avoidance
algorithm is used to prevent the network from overload-
ing and to allocate the resources fairly across the network
proactively, to balance the traffic load. Congestion control
algorithms, on the other hand, are used to recover the net-
work fromcongestion reactively, and try to regulate the traffic
flow to make the network in an operational state. Two types
of congestion generally occur in a network, the first one is
based on the characteristics of the sensor node which is gen-
erally known as a node level congestion and the second one
represents the characteristics of a wireless link which is a
link level congestion [14]

The rest of the paper is organized as follows: Sect. 2 dis-
cusses related work on routing mechanisms inWSNs and the
issues associatedwith thesemechanisms to avoid, detect, and
alleviate congestion with the motivation that has driven us to
design and develop the proposed scheme. In Sect. 3, the pro-
posed mechanism with congestion avoidance, detection, and
alleviation is presented. The performance of the proposed
mechanism, its evaluation and the results and discussion are
presented in Sect. 4 and finally, Sect. 5 concludes the paper
with some future recommendations.

2 Related work

Congestion avoidance, detection, and alleviation are impor-
tant considerations in WSNs. To avoid congestion proac-
tively, the routing protocol plays an important role to select
the best nodes and to route the data traffic from the source
to the destination. To detect congestion in a timely man-
ner during data forwarding, sensor nodes monitor the buffer
occupancy and the channel utilization. On the other hand,
congestion alleviation schemes control congestion reactively
either by adjusting the source traffic rate or by re-discovering
the new route.All these threemechanisms are able to increase
the performance and to balance the traffic load in multi-
hop WSNs. The following subsections describe some of the
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related works on congestion avoidance, detection, and alle-
viation in WSNs.

2.1 Congestion avoidance and detection in WSNs

Congestion avoidance through a route discovery procedure
to balance the traffic load and to increase the network perfor-
mance has been considered rarely except from some notable
exceptions like [15,16]. In these techniques, the assumption
is that the node knows the geographical location of itself, its
neighbours, and the sink, using some localization techniques
based on external entities such as the Global Positioning Sys-
tem (GPS). This is an impractical solution inWSNs [17] due
to factors such as volume, energy consumption, and cost.
Based on the literature, the sink node is assumed to be a
super node such that it covers the whole sensor field. How-
ever, this assumption is also considered impractical in large
scale sensor networks as discussed in [18]. Congestion avoid-
ance and detection mechanisms are proposed in [19], which
utilizes the sink to sensor node notifications, but is mainly
concerned with the same class of traffic. Moreover, conges-
tion is detected by the combination of the buffer occupancy of
a sensor node and channel utilization of thewirelessmedium.

An enhanced congestion avoidance and detection proto-
col that uses the buffer capacity and the difference between
the weighted buffers of the sensor nodes has been proposed
in [20]. In [21], congestion aware routing has been proposed
by assigning the priorities to the data packets. In this scheme,
multiple sinks are deployed at the border of the sensor field
to gather the appropriate incoming data. The deployment of
multiple sink nodes is also a challenging task due to factors
such as sink placement, number of sink nodes, and the ser-
vices provided by the sink node(s). Another mechanism to
avoid and detect congestion in a WSN has been proposed
in [18], in which a representative node is selected from
a single broadcast range that implicitly avoids congestion.
It detects congestion by periodically monitoring the buffer
occupancy and the channel utilization.

A multi-path routing to avoid congestion in a multi sink
environment is discussed in [22]. In this approach, a ratio
based on the number of nodes near to the source to the num-
ber of nodes near to the sink has been considered.Monitoring
the queue of the nodes near to the sink helps to ensure the load
balancing and fairness. This technique avoids congestion by
notifying the predecessor nodes (the nodes from where it
receives the data or the backward nodes) to decrease the traf-
fic send rate; but, this eventually drops the ETE throughput.
All of the above techniques either monitor the traffic rate or
buffer occupancy and the channel utilization to avoid and
detect congestion. The next section provides a related work
on alleviating congestion in a WSN.

2.2 Congestion control in WSNs

Congestion control algorithms have also been proposed to
balance the traffic load in WSNs. Some of the solutions are
based on a single-metric and some are based on multi-metric
criterion. Most of the studies have been conducted to miti-
gate congestion by adjusting the data traffic rate at the source
node. To mitigate congestion in multi-hop WSNs, the state
of a sensor node is monitored and generally shared with the
neighbour nodes.Congestion canbe controlled at various lay-
ers of the Open System Interconnection (OSI) model. Most
of the solutions to control congestion are contingent with the
transport layer of the OSI model. A solution based on the
traffic rate control at the transport layer to mitigate conges-
tion inWSNs has been studied in [23]. In [19], congestion is
controlled reactively by adjusting the traffic rate of the source
node. In this mechanism, the source node adjusts its rate by
receiving the notification sent by the intermediate node(s)
where congestion has been detected. This notification is sent
through an explicit congestion notification message to the
source node. The overhead in this technique is that the source
nodes require continuous feedback from the sink to maintain
the traffic rate. The congestion status is piggybacked in [20],
by taking the difference between the buffer occupancy of a
current node and the neighbour node. After receiving this
piggybacked message from the source node, it either adjusts
the traffic rate or diverts the traffic to an alternate route if the
detour path is available.

Even though the traffic rate control is able to effectively
mitigate congestion, but it reduces the overall gain in terms
of throughput and is usually based on a single class of
traffic. The technique to control congestion via source rate
adjustment is proposed in [24], which considers an impar-
tial assumption that the sink covers the entire sensor field as
also discussed in [18]. A technique used to control conges-
tion based on the adaptive compression has been proposed
in [25] in which, the queue is monitored and adjusted adap-
tively in the case of congestion.Here, congestion is controlled
by decreasing the packet transmission rate, which reduces the
ETE throughput. Amechanism to avoid, detect, and alleviate
congestion in a WSN has been proposed in [18]. Here, sen-
sor nodes periodically monitor the buffer occupancy and the
channel utilization to detect the congestion state. It alleviates
congestion by sending a notification to the 2-hop predecessor
node to bypass the congested node or to send the notification
to the source node through predecessor nodes to adaptively
adjust the traffic rate.

Apart from the schemes where the traffic rate is adjusted
at the source node, attempts made to mitigate congestion
through other techniques have also been explored in WSNs.
A topology-aware strategy to alleviate congestion has been
proposed in [26]. However, this scheme requires local and
global knowledge about the topology, which might create an
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overhead in a dense network with a large number of nodes.
A solution based on the network layer to mitigate congestion
using a cost-to-benefit ratio is proposed in [27]. This cost is
computed as the ratio of the total number of packets received
at the sink to the total number of packets relayed by the
intermediate nodes.

Along with the single path routing, multi-path routing to
balance the traffic load and to increase the throughput has also
been proposed in the literature. However, the cost tomaintain
the multiple paths is expensive in WSNs. A traffic aware
routingmechanism tomitigate congestion has been proposed
in [28]. It uses a hybrid virtual potential field, integrating the
normalized queue length and the depth of a node from the
sink. Itmaintains the routing table according to the least depth
from the sink that is the shortest path. However, in order to
alleviate congestion, it might discover a longer path, which
increases the ETE delay. In WSNs, congestion might also
occur due to the topological orientation of the sink node as
discussed in the next section.

2.3 Possible scenarios of congestion in WSNs

AWSN with a relatively large number of sensor nodes with
multiple sources that are transmitting the data packets simul-
taneously to the sink may create congestion hotspots when
the traffic load exceeds a particular capacity of the sensor
node. In the case of single sink networks, congestion might
occur when multiple sources use the same route to send the
data packets or when multiple sources are within a single
transmission range and try to send the data to the sink as
shown in Fig. 1a.

Another possible occurrence of congestion hotspot is near
the sink node in a single sink network environment. Gener-
ally, this type of congestion is due to the traffic convergence.
The possibility of congestion near to the sink is usually
because of the sink node placement at the edge of the net-
work instead at the centre, as shown in Fig. 1b. Such type of
congestion can be removed by introducing a mobile sink in

(a) (b) (c)

Fig. 1 The congestion hotspot scenarios in mono and multi-sink
WSNs

a static network. However, a single mobile sink is not suf-
ficient due to the network scalability in WSNs [29] and the
solutions with number of sinks increase the state complexity
[30]. To avoid such complexity and the complication to define
the mobility pattern of the mobile sink along with the high
control overhead in WSN, all the sensor nodes are assumed
static. In the case of a multi-sink network, the chances of
congestion are due to the intersection hotspot. This type of
scenario usually occurs when the intermediate node has the
path to the sink node and the buffer capacity of that node
exceeds its maximum limit as depicted in Fig. 1c. Based on
the congestion scenarios shown in Fig. 1, a static network
topology is considered with multiple sensor nodes and a sin-
gle sink placed at the centre of the network in the proposed
methodology. All the sensor nodes distributed in a sensor
field have the equal significance and capabilities. However,
the sink node is more powerful in resources such as, memory
space, processing capabilities and energy.

3 Motivation

Generally, on-demand routing protocols are based on a
single-criterion; however, better performance canbe achieved
by using a multi-criterion approach as discussed in [31]. Fur-
thermore, the variants of such routing protocols in WSNs
replace the existing routing metric with their proposed rout-
ing metric and keep the route discovery mechanism intact.
Replacing the metric without modifying the route discovery
procedure is not enough to increase the performance of the
entire network because; it can generate ETE delay in finding
the destination according to the desired metric(s). Moreover,
themajority of these types of protocols selects the same route
for thewhole communication session,which can cause severe
information loss due to congestion, and hence leads to per-
formance degradation of the network. Additionally, during
data forwarding, congestion can happen due to a high traf-
fic rate, which is generally detected by notifying the source
node in a timely manner. The source node receives the noti-
fication and alleviates it in a reactive manner by adjusting
the source traffic rate. However, these types of mechanisms
degrade the performance of the network due to the reduction
of ETE throughput [28].

With these motivations, in this work, a routing scheme
has been proposed that includes three different mechanisms.
Firstly, it avoids congestion proactively. Secondly, it detects
congestion in a timely manner and thirdly, it alleviates
congestion in a reactive manner. Considering the features
of WSNs, the proposed mechanism maintains a minimal
amount of information without any extra overhead, such as
by using periodic 1-Hopmessages, or some localization tech-
niques or some external entities like the GPS. The problem
with most of the standardized on-demand routing mech-
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Fig. 2 Broadcast range of a
sensor node with reverse and
forward route entries

anisms is the strictness in maintaining the forward route
formation. This strictness has also been reduced in the pro-
posed mechanism in order to provide flexibility in the form
of multiple options as reverse route entries while select-
ing the best forward node during forward route formation.
Moreover, congestion alleviation is carried out by applying
a local ripple-based search mechanism, instead of adjusting
the source traffic rate in order tomaintain the ETE throughput
and to increase the overall network performance.

The key motivation of this research work is to address
the issues, which are not encountered in the classical on-
demand routing protocols for WSNs. For this purpose, a
novel Congestion-aware and Traffic Load balancing Scheme
(CTLS) for routing has been proposed to avoid, detect, and
alleviate congestion from the network.

4 Congestion-aware and traffic load balancing
scheme

In this section, the proposed CTLS for routing is presented.
CTLS contains the routing mechanism that is used to avoid,
detect and alleviate congestion in order to balance the traffic
load in WSNs. This section starts with the description of
the network model and the assumptions made in a single
sink network environment. Furthermore, an overview of the
proposed CTLS is presented along with the system model.
Finally, the detailed description of different components of
the system with their functionalities is discussed.

4.1 Network model and assumptions

The WSN that has been considered in this research work
consists of a flat topology deployed over a sensor field. Each
sensor node deployed in the sensor field has a built-in a wire-
less transceiver and has been pre-programmed to identify
itself through a unique node identifier or an Internet Protocol
(IP) address. All the sensor nodes are assumed to have equal
characteristics in terms of initial energy, processing capabil-

ities, sensing range, and memory. However, the sink node is
considered to have higher capabilities in terms of storage and
energy.

The network is modelled as a directed graph G(N ,L),
whereN is the set of nodes andL is the set of wireless links.
Each node in N is equipped with a single omnidirectional
antenna connected through a wireless link (i, j) such that,
(i, j) ∈ L. Each sensor node is able to maintain two different
types of routing entries. These routing entries are the forward
and the reverse route entries, formed during the route discov-
ery procedure. Let ρi andZi be the set of reverse and forward
route entries, respectively, of sensor node, i. Here, Ai is the
set of neighbours of a node i such that, Ai ⊆ N , Zi ⊆ Ai

and ρi ⊆ Ai . Figure 2 shows some of the basic identifiers
used in the detailed methodology, where, ρ∗

i and Z∗
i , are the

selected reverse and forward route entries at node, i. Let λi ,
ηi and�i be the consumed energy, the participation level and
the signal strength metrics of a node i, respectively. Here, η
is the total number of active flows that a node accommodates
in a particular time t. Each node in the sensor field is able
to compute its λ, η and � in the network. The next section
describes an abstract view of the proposed system model.

4.2 System model and overview of CTLS

To solve the congestion problem highlighted in Sects. 1 and
2, the proposed CTLS for routing is designed and developed
with the aim to avoid, detect and alleviate congestion in order
to balance the traffic load in WSNs. For this purpose, CTLS
is divided into three major components. The first component
in CTLS is used to avoid congestion proactively. In the sec-
ond component, timely detection of congestion is carried out
and the third component alleviates congestion reactively. An
abstract view of the CTLS with these components is shown
in Fig. 3. In the first component, a novel route discovery
mechanismwith reverse and forward route procedures is pro-
posed. The second and third components provide the novel
procedures to detect and alleviate congestion in a timely and
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Fig. 3 An abstract view of the proposed mechanism

reactive manner by monitoring the buffer, channel utilization
and traffic path shifting to an alternate route, respectively. The
traffic path shifting is performed either using the ripple-based
searchmechanism to bypass the congested node/link or devi-
ating the traffic to the sub-optimum least congested route.
The proposed CTLS is a loop-free, single-path, on-demand
reactive routing protocol that discovers the route whenever
there is a demand from the application. The following is the
description of the data flow model of the proposed CTLS.

4.3 Data flow model of the proposed CTLS

The proposed CTLS aims to provide a traffic load balanced
environment through congestion avoidance, detection and
alleviation. These components are integrated in each sensor
node in a WSN. Initially, a source node is triggered by the
application to send the data to the desired location. In order to
perform this functionality, a sensor node performs a series of
steps. These steps are modelled by using level 0, Data Flow
Diagram (DFD) as shown in Fig. 4. The main functionalities
of these components are as follows:

1. Congestion Avoidance When a source node is triggered
by the application, the first step that is performed by
the sensor node is to check the availability of the route
to the desired location (destination) through a Check
Route Availability process. If the route to the destina-
tion is not available in the routing table, then the sensing
node broadcasts a request by incorporating the routing
metric, which is determined through the process of the
composite metric composition. The Composite Metric
Composition process is invoked whenever a sensor node
needs to send the broadcast request to determine the
route to the desired location. To determine the com-
posite metric, three different routing metrics are used

Fig. 4 Level 0, data flow diagram (DFD) of CTLS
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that exhibit the characteristics of the sensor nodes and
the link between these nodes. The Reverse Route For-
mation process is started when an intermediate sensor
node receives a broadcast request. It maintains a loop-
free reverse route entry in the data store that is known
as a Reverse Routing Table. During this process, when
the desired location is determined, then the process of
Forward Route Formation is carried out. The Forward
Route Formation is invoked when a broadcast request
is received at the destination. This process selects the
optimum route and the optimum forward node based on
the ETE composite metric maintained at each node. The
Forward Route Formation maintains the selected node in
the data store of the Forward Routing Table and sends a
uni-cast reply to the selected forward node towards the
source node. After this process, a route to the destina-
tion is available and the data packet is sent to the desired
location over the discovered route. During data forward-
ing, the buffer and the link between the sensor nodes are
monitored to detect congestion.

2. Congestion Detection A process to Monitor the State
of the node and the link between the nodes is initiated in
order to detect congestion. If the node or the link between
the nodes seems that it will be congested in the near

future, then the process to notify the source or the pre-
decessor node is triggered. The Congestion Notification
process is invoked by the sensor nodewhen congestion or
low energy is detected. As per the position of the affected
node, a notification is sent either to bypass the affected
area or re-route the data traffic to an alternate route in
order to alleviate congestion.

3. Congestion Alleviation A Ripple-based Search is acti-
vatedwhen a sensor node receives a notificationmessage.
In this process, the congested node or the link is bypassed
in order to maintain the route. Another procedure to alle-
viate congestion is to Re-Route the data traffic to an
alternate congestion-aware and energy efficient route.
This process is also initiated by the node after deter-
mining the approximate position of the congested or the
affected node over the active route. An event-basedOpti-
mized Route Table (ORT) clock (TORT ) that is used to
maintain and discard the entries available for optimum
route selection is maintained at the sink. The value of
TORT is adaptive as per the number of flows passing
through a particular sensor node. CTLS also consider
this procedure, when the residual energy of the nodes is
less than or equal to 10% of the maximum energy.
The sequence followed by different components in the

proposed CTLS is shown in the Component Sequence Dia-

Fig. 5 Component flow
diagram of CTLS
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gram (CFD) in Fig. 5. In the next section, a detailed
description of CTLS is presented.

4.4 Congestion avoidance in CTLS

Congestion avoidance in CTLS is mainly carried out through
a novel route discovery procedure. In this procedure, the char-
acteristics of the sensor nodes and the link quality between
these nodes are determined in order to avoid congestion.
These characteristics include the energy, traffic load of the
sensor node and the quality of the link in terms of the signal
strength. The proposed route discovery mechanism is initi-
ated by the source node when there is a demand to send the
data traffic. This route discovery mechanism has some novel
aspects as compared to the standard on-demand reactive rout-
ing protocols. Firstly, it can have multiple requests to choose
at the sink as per the orientation of the sensor nodes in the
form of network topology to select the optimum route to the
sink based on the hop count. Secondly, it temporarily main-
tains multiple options (sensor nodes) at each node during the
route discovery process and selects the best option as per
the routing criteria given in the route request message. The
other entries except the selected ones are purged from the
routing table to make CTLS a less loaded single path routing
protocol. Finally, instead of only considering the hop count
criterion to select the route, CTLS provides the flexibility to
use any of the routing metrics, applicable to perform routing.

4.4.1 Route discovery procedure of CTLS

The route discovery procedure of CTLS is inspired by those
routing protocols that are reactive in nature. This means,
whenever there is a need for an application to send the data,
the routing protocol will discover the route. To do this, two
types of entries are usually maintained in the routing table.
These entries are the forward and the reverse route entries.
The reverse route entries are maintained when a source node
broadcasts the Route Request Message (RREQM) to dis-
cover the sink. The forward route entries aremaintainedwhen
the sink sends a uni-cast Route Reply Message (RREPM) to
the source. Generally, the reverse route entries in the stan-
dard routing protocols are maintained, based on the source
identifier, (SI D), and broadcast identifier, (BI D). Typically,
in the on-demand routing, if the node has already received
and maintained a request based on the SI D and BI D , then
it will process and discard the subsequent requests received
at the same node. In contrast to this, the intermediate nodes
in CTLS, process and temporarily maintain the reverse route
entries and at the same time prevent routing loops. There is
no extra overhead in maintaining these entries except some
processing cost, which is almost negligible as compared to
the cost used in [12]. This feature gives more flexibility to
select the best forward node among various alternatives at

each stage during the route discovery. The procedure tomain-
tain the reverse entries and select the optimum ETE route
based on the defined criteria is presented in Algorithm 1.

In the proposed CTLS, the sink responds to the first route
request received, if the forward node has sufficient resources
to accommodate the traffic flow. The destination node can
wait for multiple route requests based on the timer, TORT , to
select the best option in the form of the optimumETE routing
cost. However, thiswaiting time usually creates anETEdelay
as compared to other techniques that do not wait. The value
of the waiting time is described in [32]. The intermediate
nodes along the way back to the source select the appro-
priate forward nodes according to the instructions given in
algorithm 2. The CTLS Route Request Message (RREQM)
format contains various fields aligned with a 32-bit header
format as shown in Fig. 6. The first 8-bit value identifies the
type of the message as shown in Table 1. The Routing Metric
field in the RREQM format shows the routing criteria used to
select the next hop node during the route discovery. In CTLS,
the routing metric is based on the composite metric. The sink
does not respond to the RREQM, if the remaining energy of
the next hop node is less than the threshold value.

The subcomponents of the route discovery involves two
main procedures to avoid congestion proactively, these com-
ponents are the Reverse Routes Formation (RRF) and the
Forward Route Formation (FRF). During RRF, the proposed
mechanism determines the routing metrics to form the com-
posite metric and avoid routing loops. Furthermore, it also
discovers the sink node over the shortest route based on the
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Fig. 6 Route request message (RREQM) Format

Table 1 Message types to discover the congestion-aware route inCTLS

CTLS route discovery message types Value

Route request message (RREQM) 1

Route reply message (RREPM) 2

Congestion/low-energy notification (CLEN) 3

Fig. 7 Congestion avoidance based on congestion aware route discov-
ery

hop count criterion. During FRF, the sink node responds over
the shortest route and selects the optimum forward sensor
node along the way to the source to discover the least con-
gested and energy-efficient ETE route. The subcomponents
to avoid congestion are shown in Fig. 7. The detailed proce-
dure of congestion avoidance in CTLS through route the dis-
covery mechanism is discussed in the following subsections.

4.4.2 Reverse routes formation

The CTLS broadcasts the RREQM along with the routing-
metric and reverse-route-entries fields available in the rout-
ing table. Initially, for a particular SD pair, there is no entry
available at the source node; so, there will be no identi-
fier stored in the reverse-route-entry field. On receiving the
RREQM from the intermediate node, the receiving node will
check whether it has already received the RREQM against
the sameSID andBID. If the node has received the RREQM
for the very first time, it will add the reverse route entry into
the reverse routing table. However, if RREQM has already

been received with the same SID and BID then, irrespective
of the previous hop, the receiving node will compare its own
ID with the entries present in the reverse-route-entries field
of the received RREQM.

If the node ID of the receiving node matches with any
entry available in the reverse-route-entries field, then it sim-
ply discards the request to make it loop-free. However, if its
own ID does not match with the entries in the reverse-route-
entries field, then it adds and maintains the entry based on
the source, destination and previous hop identifiers. In this
procedure, the destination and the intermediate node(s) can
have multiple entries available in their routing tables. Based
on these entries, the sensor node can select the best option
amongst various alternatives during FRF as discussed in [33]
in order to forward the data packets along the optimum route
to the destination.

Determine routing metrics for CTLS Most of the classical
routing protocols in multi-hop wireless networks discussed
in the literature have considered a single routing metric to
discover the ETE route. The discovered route based on a
single routing criterion (minimum hop count) might cause
severe packet loss and excessive energy consumption due
to congestion. The proposed CTLS considers four different
routing metrics for the selection of a route to forward the
data packet. These metrics are the hop count, H, consumed
energy, λ, the participation level, η and the signal strength,
�. Among these four routing metrics, H is used to discover
the sink over the shortest possible distance from the source
node based on the hop count criterion; whereas λ, η and
� exhibit the characteristics of the node and the wireless
channel to select the best forward node(s) along the way to
the source node. The description of these routing metrics
and the determination of the composite routing metric are
explained in the following subsections.
1. Hop Count The hop count, H shows the distance from

a specific node to another node in terms of the num-
ber of nodes along the path. This metric is an important
factor to evaluate the performance of the protocol. It is
assumed that with the decrease in the number of hops
along the route, the ETE delay experienced by the proto-
col decreaseswith reference to a single flow. InCTLS, the
hop count is not used as the selection criterion to select
the forward sensor nodes but, it is utilized to discover
the sink node over the shortest route so that the proto-
col experiences less ETE delay in finding the sink node.
The objective function that represents H is expressed as
follows.

φH (S,D) = min
r∈RSD

|N ′
r,S,D| (1)

In (1), φH (S,D) is an objective function that is used to
find the route with the minimum number of hops from S
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toD. Here,N ′
r,S,D is the set of nodes in a specific route,

r, for a specificSD pair such that,N ′
r,S,D ⊆ N . |N ′

r,S,D|
represents the cardinality (number of elements) of a set
and r ∈ RSD represents a route among all the possible
routesR from S toD such that,RSD ∈ R. The objective
is to find a best route with the minimum hop count from
S to D, represented as follows.

r∗
HS,D = argmin

r∈RSD
|N ′

r,S,D| (2)

In (2), r∗
HS,D shows a selected route with the minimum

number of hops from S to D. A sink node is discovered
based on (2) during the RRF. After discovering the sink
node, the forward nodes are selected during FRF, based
on the other routing metrics discussed as follows.

2. Consumed Energy of the Node The energy parameter is
an important performance measure to evaluate the proto-
col, especially inmulti-hopWSNs.This is becauseWSNs
are energy-constrained networks in which the efficient
utilization of energy increases the network lifetime and
decreases the energy consumption per data packet. The
equation to express the energy metric, λ, is shown as fol-
lows.

λ = ec
emax

(3)

In (3), the energy metric, λ, is computed as the ratio of
the energy consumed, (ec), to the initial energy, (emax),
of the node. In this work, a weak node is defined as a
node with remaining energy, less than 10% of the initial
energy as expressed in the following condition.

(emax − ec) < 0.1(emax) (4)

The node satisfying the condition shown in (4) does not
participate in data forwarding because, it is considered as
a weak node [34] that can lead to network partitioning.
The objective function for λ can be expressed as follows.

φλ(S,D) = min
r∈RSD

( ∑
i∈N ′

r \D
λi,r,S,D

)
(5)

In (5), φλ(S,D) is an objective function to get the min-
imum energy consumption route, r, from S to D. Here,
λi,r,S,D represents the energy consumed by a node, i in a
particular route r, identified by a set of nodes,N ′

r , from S
toD. The objective is to find the route, with theminimum
consumed energy amongst all the possible routes,RSD,
represented as follows.

r∗
λS,D = argmin

r∈RSD

( ∑
i∈N ′

r \D
λi,r,S,D

)
(6)

In (6), r∗
λS,D represents the selected route, that cor-

responds to the minimum energy consumption route
amongst all the routes,RSD, for a pair of S and D.

3. Participation Level The participation level, η, is used
to monitor and avoid node level congestion. It indicates
the number of active flows passing through a node. The
equation that represents the participation level metric, η,
is given below.

η = ηc

ηmax
(7)

In (7), ηc represents the current number of flows passing
through a node and ηmax is the total number of sources
in the network. A node with greater number of flows is
more prone to congestion as compared to less number of
flows. The objective function for η can be expressed as
follows.

φη(S,D) = min
r∈RSD

( ∑
i∈N ′

r \D
ηi,r,S,D

)
(8)

In (8), φη(S,D) is an objective function to represent the
minimum number of the participation level of the nodes
along a route, r, from S to D. Here, ηi,r,S,D represents
the participation level at node, i in a particular route r,
identified by a set of nodes,N ′

r . The objective is to find the
route with the minimum participation level route among
all the possible routes, RSD, represented as follows.

r∗
ηS,D = argmin

r∈RSD

( ∑
i∈N ′

r \D
ηi,r,S,D

)
(9)

In (9), r∗
ηS,D corresponds to the selected ETE route based

on the participation level for a particular SD pair.
4. Received Signal Strength The Received Signal Strength,

�, is used to represent the link quality. The higher the sig-
nal strength, the better is the link quality. It is calculated
as follows.

� = IRSS
IRx T hresh

(10)

In (10), IRSS is the received signal strength indicator and
IRx T hresh is the receiver sensitivity that is the signal level
based on the maximum available distance between the
sensor nodes. The nodes beyond the maximum distance
as per the threshold value cannot receive the signal from
its neighbouring nodes. The objective function that rep-
resents � can be expressed as follows.

φ�(S,D) = max
r∈RSD

( ∑
(i, j)∈Lr

�(i, j),r,S,D
)

(11)
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In (11), φ�(S,D) is an objective function that repre-
sents the route, r, with the maximum ETE signal strength
route, from S to D. Here, �(i, j),r,S,D represents the sig-
nal strength of a link (i, j) where, (i, j) ∈ Lr and Lr

is the set of links available in a specific route, r. The
objective is to select the route with the maximum signal
strength represented as follows.

r∗
�S,D = argmax

r∈RSD

( ∑
(i, j)∈Lr

(�(i, j))r,S,D
)

(12)

In (12), r∗
�S,D represents the selected route with the max-

imum signal strength compared to the other available
routes, RSD, for a particular SD pair.

Composition of composite metric There are two major
approaches available in the literature for multi-metric com-
position. The first one is the lexical approach and the second
one is the additive metric composition approach [35]. In the
lexical metric composition, the decision is based on the hier-
archy or priority of the different metrics. This means that the
routing metric to select the sensor node is first computed as
per the highest priority metric; and, in the case of a tie, the
second metric is compared and so on. On the other hand, the
additive metric composition approach offers more flexibil-
ity. With this approach, the priorities are generally assigned
based on the weighting factors in accordance with the user
preferences or the application requirements. Instead of using
the lexical approach where a sensor node must contain all the
fields against each routingmetric in the routing table, an addi-
tive metric composition approach is a better choice where a
single field is required for maintaining the routing cost.

To make a composite metric from the above defined rout-
ing metrics, represented in (3), (7), and (10), the weighted
additive metric composition approach is used. In the pro-
posedCTLS, the sink is discovered based on (2) and the other
metrics mentioned in (3), (7) and (10), are used to select the
best forward node. The detailed procedure to select the for-
ward node is explained in the next section. As three different
routing metrics have been considered to select the forward
node, the constants as weights or the preference levels cor-
responding to each variable λ, η and � are α, β and γ ,
respectively, such that α + β + γ = 1. The total cost, Ccost ,
for the composite metric composition can be represented as:

Ccost = (α × λ) + (β × η) +
(

γ × 1

�

)
(13)

In (13), � is used in the denominator; this is because the
selected node is required to have the minimum consumed
energy, and participation level and the maximum signal
strength. So, to cope with this criterion, � is used in the
denominator to determine the maximum value in the form of
the minimum cost.

Eachmetric in (13) is the normalizedmetricwith reference
to its respective maximum/minimum achievable value. As in
(13), three different routing metrics are used; so, based on
the total number of possibilities against three inputs there
can be eight different possible combinations as output. These
combinations are based on the application requirements as
discussed in [32]. In the case of the composite metric, the
objective is to select the route with the minimum cost based
on the multi-objective criteria represented as follows.

φλ,η,�(S,D) = min
r∈RSD

( ∑
i∈N ′

r \D

(
(α × λi ) + (β × ηi )

)

+
( ∑

(i, j)∈Lr

γ × (
1

(�i, j )
)

))
(14)

In (14), φλ,η,�(S,D) is an objective function to represent
the route with the minimum ETE cost from S to D. This
cost integrates all the three parameters including λ, η and �.
Here, the objective is to select the optimum minimum cost
route represented as follows.

r∗
(λ,η,�)S,D = argmin

r∈RSD

[ ∑
i∈N ′

r \D

(
(α × λi ) + (β × ηi )

)

+
( ∑

(i, j)∈Lr

γ × (
1

(�i, j )
)

)]
(15)

In (15), r∗
(λ,η,�)S,D is the objective function that corre-

sponds to the optimum ETE route, r, with the optimum cost
among all the possible costs from S to D.

Prevention of routing loops In CTLS, previous hops are
maintained according to the reverse route entries available
in the RREQM. However, considering only the previous
hop along with the SI D and BI D might create a routing
loop as depicted in Fig. 8. Here, node J is the source node
and D is considered as the destination. With reference to
Fig. 8a, suppose that J initiates the RREQM, which will be
received by I. Since node I is not the destination, it will
again rebroadcast this RREQM with the new entries, which
will be received by nodes J → K → L → M and D. Node

(a) (b)

Fig. 8 Example of routing loops based on previous hop
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J will simply drop this request because it is the source node.
All the other nodes will rebroadcast the RREQM except D.
Here, D can wait for multiple RREQMs to be received as
discussed earlier in CTLS route discovery procedure. Now,
K will rebroadcast the RREQM, which will be received by
L and I. As I is the initiator node for this rebroadcast, it
will discard the RREQM sent by K. However, L will receive
this rebroadcast message. Now, after receiving the RREQM
from L, it will again rebroadcast the RREQM and this will
be received by node I. Here, node I will create a routing
loop via I → K → L and then I. The same applies to the
case shown in Fig. 8b, where node I creates a loop via
J → K → I and then J. Therefore, to overcome this prob-
lem, the following condition is used,which creates a loop free
entry.

i f
(
J /∈ ρI

)
then nexthopI = J (16)

In (16), J is a node ID that receives the RREQM from
node I. In this condition ρI corresponds to the reverse routing
entries available in the routing table of node I.

Forward route formation When the sink receives the
RREQM, it adds/updates and maintains the previous hop
entry. The proposed CTLS responds to the first RREQM
received at the sink without any delay and maintain a for-
ward route entry with the node from where the RREQM
is received, if and only if the energy level of the forward
node is above the threshold value. The sink maintains the
ETE cost in the Optimum reverse route table (ORT). The
entries in the ORT are maintained until the timer, TORT ,
expires. The timer, TORT , depends on either the number of
neighbours of the sink and/or the requirement defined by the
WSN application. However, based on the network character-
istics, the optimum time to wait for multiple requests is very
critical.

The FRF has two sub-procedures, firstly, it acknowledges
the optimum path from where the first RREQM is received
at the sink; and secondly, it selects the optimum node while
going back to the source in order to discover the ETE least
congested and energy-efficient route as presented in Algo-
rithm 2. Based on the entries received during RREQM, a
sensor node is able to select the best node as per the defined
criteria among various nodes from the reverse routing table
and set up the forward entry. After selecting the best forward
node, CTLS purges all the other entries from the routing table
to maintain a single entry path for a particular SD pair. The
RREPM format contains various fields in order to maintain
the forward route entry as shown in Fig. 9. In order to align
with the 32-bit header format, a reserved field has been intro-
duced for the future reference.

During RREPM, the forward sensor nodes along the
way to the source nodes are selected according to the cost
expressed in (15). The forward node at each stage (Interme-
diate sensor nodes) from the sink to the source during the
FRF is based on the composite metric. This cost is computed
based on the three different routing criteria that integrate the
cost of the consumed energy, λ, the participation level, η,
and the signal strength, �. The procedure to compute the
routing cost has already been explained in the compute com-
posite metric section. During this procedure, only a single
entry of the forward route is maintained at each intermedi-
ate node against a particular SD pair. All the reverse route
entries are purged except the optimum selected entry. This
procedure is adapted to make a single entry routing protocol
that avoids the extra overhead of maintaining multiple rout-
ing entries. The detailed procedure to select the optimum
forward sensor node is presented in Algorithm 3. Based on
this algorithm, the optimum sensor nodes are selected that
leads to an energy-efficient and congestion-aware route as
discussed in the following text.

Optimumroute selection InCTLS, the firstRREQMismain-
tained at the sink and is replied back with the RREPM to the
source. However, the subsequent RREQMs are also checked
at the sink, if the new received request is better than the old
maintained request, then it is updated and replied back to the

Fig. 9 Route response message (RREPM) Format
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source. The requests maintained at the destination node(s)
are discarded after the expiration of TORT . In some of the
cases, it has been analysed that the optimum subsequent
requests replied after the first route reply will not reach the
source node. This is because these replies usually manage
to merge at some common point with the already discovered
least congested path while going towards the source. During
the process of the FRF, the route freshness is also carried out
based on the destination sequence number as discussed in the
following subsection.

Route freshness In most of the reactive routing protocols, a
monotonous increasing destination sequence number is used
for route freshness. The destination sequence number is the
highest sequence number maintained in each RREQM. The
higher the destination sequence number in the RREQM, the
more recent is the routing information. In CTLS, the destina-
tion sequence number is the same as used in [12]; however,
along with the destination sequence number, the state of the
node and the cost of the ETE route are also considered. If

the new discovered route is better than the old route in terms
of the energy-efficiency and congestion, then the new fresh
route is adapted otherwise it is discarded. The entry against
the destination sequence number is updated whenever a node
receives RREQM or RREPM.

4.5 Congestion detection in CTLS

The detection of congestion in a timelymanner is very impor-
tant for efficient network resource utilization in order to
balance the traffic load. CTLS detects congestion by using
two different procedural steps. The first procedure monitors
the status of the buffer and the wireless link quality. The
second procedure sends a notification message against the
detected event with reference to the traffic congestion or low
energy of the sensor node. The detailed procedure to detect
and notify congestion is shown in Fig. 10 and discussed as
follows.

4.5.1 Monitoring the state of sensor node and wireless
channel

During data forwarding, the nodes on an active route,monitor
their energy consumption and congestion status. The energy
consumption is monitored in order to make CTLS, energy
aware. In parallel to this, congestion status of the sensor node
and the link between the nodes is monitored with reference
to its buffer occupancy and channel utilization, respectively.
If congestion occurs inevitably due to high traffic load or
traffic convergence at a particular sensor node during data
exchange, it will be notified to the predecessor nodes, which
are at least 2-hops away in order to bypass the congested
node/link. In the proposed CTLS, both node and link level
congestion behaviour are detected and notified in a timely
manner. This is because the node level congestion increases
the queueing delay that results in severe packet loss which
increases the energy consumption per data packet. However,
the link level congestion results in re-transmission of the
data packets due to the unavailability of a wireless medium.
The detailed description of congestion detection procedure
is explained in the following subsection.

Fig. 10 Congestion detection in CTLS
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Fig. 11 Monitor the buffer occupancy of a sensor node.

Monitoring the energy status of the node The energyof a sen-
sor node is monitored during data forwarding. If the energy
status of the node is greater than the threshold value, then the
data will be exchanged without any low energy notification.
However, if the energy status falls below the threshold value,
then the predecessor nodes are being informed through the
notification process in order to increase the lifetime of the
network. The lifetime is the time at which the first node runs
out of its energy reserve. The energy consumption in CTLS
is not monitored periodically; instead, it is monitored against
the transmission or reception of the packets.

Monitoring the buffer occupancy Two different strategies
are developed to monitor/check the buffer status of the node
in order to measure the node level congestion. Initially, the
buffer occupancy of the node is checked till its 70% utiliza-
tion [18] and is represented as follows.

Crem > 30% (Cmax) or Cc < 70% (Cmax) (17)

In (17),Cmax is themaximumcapacity,Crem is the remaining
capacity andCc is the consumed capacity of a buffer. IfCc, is
less than 70% of itsCmax, then the sensor node is considered
to be in a safe state as shown in Fig. 11. However, if the
Cc become greater than Cmax, then a notification to bypass
the interval between the consecutive packets is monitored as
discussed in the following subsection.

Monitoring the interval between consecutive packets The
interval between the consecutive packets is monitored, if the
buffer occupancy reaches 70% of its maximum capacity.
When a node receives the packets and Cc > 70%(Cmax)

then CTLS monitors the gap/interval in terms of packet inter
arrival time between these packets. If the interval is large,
then the node is considered to be in an alert state; however,
if the interval is small, then a sensor node is considered to
be in a congested state and a notification process is triggered
to alleviate congestion. To monitor the interval between the
two consecutive packets, an Exponential Weighted Moving
Average procedure is adapted, expressed as follows.

interval = (1 − X) × intervalprv − X × intervalnew

(18)

Equation (18) represents the exponential smoothing func-
tion calculated by using an Exponential Weighted Moving
Average (EWMA) procedure to remove the jittering effect.
Here, X is the EWMA-smoothing-factor in the range of 0 to
1 and intervalprv and intervalnew are used to represent the
received time of the previous and the new packet, respec-
tively.

Monitoring the channel quality The channel utilization in
order to detect the link level congestion in the proposedCTLS
is based on the number of times a node goes into the Back-
off stage during the DATA-ACK procedure of CSMA/CA. A
Backoff stage is the waiting stage in which a node waits for
a particular random time interval when the channel is busy
and cannot be accessed. This might be due to the fact that the
other neighbouring nodes have occupied the channel. The
more a sensor node goes into the Backoff stage, the more
is the chance that the other neighbouring nodes have occu-
pied the channel to transmit their packets; hence, it infers
a high chance of link or channel utilization. Based on this
mechanism, link level congestion is detected and is notified
to the previous hop nodes in order to bypass the congested
link based on theRipple-based search or to re-route the traffic
over an alternate route. The Backoff limit to mitigate conges-
tion depends on the maximum number of retries for a packet.
In this procedure, it is considered as 5 by considering that the
maximum re-transmission against a packet is 7 as discussed
in [36].

4.5.2 Notification based on congestion and low-energy

The proposed CTLS sends the notification message either
by detecting the low-energy or by congestion status of the
sensor node. Both of these notifications are sent to the
predecessor nodes in order to maintain the route from the
source to the sink. Based on the notification, the predeces-
sor nodes reactively alleviate congestion. The notification
message is represented as the Congestion/Low-Energy Noti-
fication (CLEN). The CLEN message is sent towards the
previous hop nodes on an active route to bypass the con-
gested or the weak node. To identify the notification whether
it is due to the weak node or due to the congested, a type field
is defined in themessage format. If its value is 1, then it is con-
sidered that the notification is due to congestion; otherwise,
the notification is due to low-energy. In the CLEN packet, a
flag bit Y is used to recover the route from congestion with-
out deleting the routing entries. The field Destination Count
is used to maintain the number of routes affected due to con-
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gestion. The procedure of sending the CLEN with reference
to congestion is presented in Algorithm 4.

Error notification based on low energy The energy level of
the sensor nodes is notified based on the defined threshold
value. If the remaining energy of the sensor nodes along the
active route is above the threshold, then the data packets will
be forwarded to the sink without any low energy notifica-
tion. However, if the energy level of the node falls below
the threshold value, then a CLEN message is composed and
sent to the predecessor node(s) with a value as 0 in the type
field of CLEN packet. When the predecessor node receives
this CLEN message, it will first check the type of the mes-
sage and the corresponding flag bit, Y. If the value in the
type field is equal to 0, then the predecessor node(s) tries to
bypass the low-energy sensor node in order to maintain the
route r.

Error notification based on congestion If the sensor node
that is expected to be congested in the near future, sends a
CLEN message to its predecessor node(s) by assigning the
value to the type field as 1. The CLEN message is a uni-cast
message and the address of the predecessor node is fetched
from the routing table of the sensor node. The receiver of this
message will again re-send this message to its predecessor
node. That is how, this message will propagate to 2-hops
away from the affected node. It is a unicast message that is
used to notify the predecessor nodes to bypass the congested
area.

4.6 Congestion alleviation in CTLS

The route in the proposed CTLS is recovered reactively, if
congestion occurs inevitably. This reactive procedure isman-

Fig. 12 Congestion alleviation during data forwarding

aged by using the congestion alleviation mechanism, which
makes the network in an operational state. The proposed
CTLS can be applied to any network with ad hoc nodes that
communicate in a multi-hop fashion. Additionally, in CTLS,
a network-based algorithm is proposed to control congestion;
however, in the majority of the cases, congestion is alleviated
by decreasing the source traffic rate. This rate adjustment is
carried out in response to the notification received from the
network but, this decreases the ETE throughput. In CTLS,
both the node and the link level congestion are detected
and controlled. A node that detects congestion in a timely
manner is allowed to send the notification message to its
predecessor nodes. Congestion in the proposed CTLS is con-
trolled by either of the following two procedures as shown
in Fig. 12. The first congestion control mechanism is the
ripple-based search that bypasses the congested node and the
second mechanism re-routes the data traffic over an alternate
least congested route. The detailed description of these two
mechanisms to alleviate congestion for route maintenance is
explained in the following subsections.

4.6.1 Congestion alleviation based on the ripple-based
search

The process to alleviate congestion in order to bypass the
congested node/link or area using a ripple-based search. This
mechanism is initiated by receiving a CLEN message from
the affected node that has detected low-energy or congestion.
Based on this notification, the predecessor node determines
the position of the low-energy node or the node that is to
be congested. The position of the node is determined by
using the number of hops an affected node is away with
respect to the source and the sink on an active route. If the
affected node is closer to the sink or at the middle of the
active route with respect to the number of hops, then a local
repair strategy using the ripple-based search is adapted to
bypass the congested area or node/link. In the literature, this
type of mechanism is generally known as local repair. But
it is directly associated with the link breakage in the case
of a network where the sensor nodes are considered as the
mobile nodes. The algorithm to bypass the congested node
using ripple-based search is explained in algorithm 5. In this
algorithm, NC is considered as a node that is likely to congest
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in a near future and N P
C represents a predecessor node of NC

such that, (NC and N P
C ) ∈ ϑr .

In ripple-based search, the predecessor sensor node broad-
casts a Local Recovery Message (LRM) to its 4-hop neigh-
bours. This 4-hop broadcast executeswith respect to theTime
to Live (TTL) value. The TTL value indicates the valid-
ity time for the expiration of this LRM. The sensor nodes
that receive this LRM will respond, if the receiving sensor
node has the address to the sink and its ID does not match
with the ID of the affected node. If this happens, then the
node will send a reply to the node from where this broadcast
message was generated, to maintain the ETE route. During
this process, the packets are being buffered by the node that
broadcast this request. Based on this mechanism, a node to
be congested in the near future is bypassed, reactively. It is
quite possible that the sensor nodes may not reply during this
LRM or a time-out occurs to receive the LRM reply, in such
a case, the following mechanism is adapted, that discovers
the least congested and energy-efficient route.

4.6.2 Congestion alleviation based on the detour path

Contrary to the ripple-based search mechanism, if the
affected node is near to the source, then a new route with the
least congestion, consumed energy and high signal strength
is discovered based on the mechanism explained in the route
discovery procedure. This mechanism is also adapted, if the

node that has generated the LRM could not able to receive
the response. To determine the detour path, a notification is
sent to the source about the status of the node in the route net-
work. When the source receives this message, it re-generates
the RREQM to find the detour path. The procedure to dis-
cover the detour path is the same as discussed in algorithm
1, in the route discovery procedure of the CTLS, except for
some modifications, such as, the source node will generate
a new RREQM with a different broadcast ID along with a
different sequence number. In this procedure, the congested
nodes and the weak nodes in terms of low-energy will be
bypassed in the route discovery procedure.

5 Performance evaluation

In this section, the performance of the proposedCTLS is eval-
uated as compared to CADA and NOCC [18] using Network
Simulator (ns-2.35) [37]. In this study, a carrier frequency
of 2.4 GHz has been utilized according to the specifications
used in GS1011 [38] for MAC and physical layers. GS1011
specifications have been used because they are suitable for
an ultra low-power wireless chip, which supports the IEEE
802.11 radio with a high data rate with an ultra-low power
consumption. The energy model used by the sensor nodes
contains the transmission (Tx ), reception (Rx ), idle/listening
and sleep powers. To access the performance of the CTLS
scheme with respect to CADA and NOCC, the sensor nodes
in a WSN have been deployed in an area of 700 m × 700
m. There is only one sink that has been placed at the centre
of the network topology. In the topology, different sensing
nodes (sources) are randomly selected, ensuring that the sens-
ing nodes are not in the direct transmission range of the sink
and are at least 2-hops away. All the sensor nodes deployed
in the sensor field are considered to have the same transmis-
sion power. The simulation parameters used in this work are
summarized in Table 2.

5.1 Simulation results

Various performance measures have been considered in the
evaluation of CTLS, CADA and NOCC. These performance
measures are PDR, ETE delay, average throughput, and
energy consumption per data packet, and have been eval-
uated with respect to the packet inter-arrival time, number of
sources, and the number of nodes in the network.

5.1.1 Impact of varying packet interarrival time

PDR is an important parameter to evaluate the performance
of the network. It is a ratio between the packets received suc-
cessfully at the receiver to the packets sent by the source. As
the packet inter-arrival time increases, the PDRalso increases
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Table 2 Simulation parameters

Simulation parameters Value

PHY/MAC protocol IEEE 802.11

Max. Tx range 100 m

Max. Carrier sensing range 120 m

txPower (+9dBm) 0.495 W (26.946 dBm)

rxPower 0.462 W (26.646 dBm)

idlePower 0.0000231 W (−16.363 dBm)

sleepPower 0.000495 W (−3.0539 dBm)

Packet interval Varies or 20 packets/s

Data packet size 80 Bytes

No. of runs 30

Simulation time 100 s
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Fig. 13 Packet delivery ratio versus packet inter-arrival time with 8
different random sources for the simulation time of 100 s in 25-node
network

as shown in Fig. 13. The reason for this increase is that the
higher packet inter-arrival time generates lower data traffic
and perhaps there are less chances of collision of data pack-
ets. It can be observed that the rate of increase in PDR in
the case of CTLS is higher than CADA and NOCC. This is
due to the fact that in CTLS, the forward nodes are selected
based on λ, η and � from which λ and η are related to the
node’s characteristics. In contrast to this, CADA selects the
node with high signal strength and residual energy without
considering the buffer state of the node. That usually selects a
route with some common nodes, which are used to pass sev-
eral flows to the sink. This increases the packet loss that leads
to a smaller rate of increase in PDR as compared to CTLS.
On the other hand, NOCC does not consider the characteris-
tics of the nodes and the links between the nodes therefore, it
always tries to select the shortest route to the sink that soon
become congested which increases severe packet loss. This
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Fig. 14 ETE delay versus packet inter-arrival time with 8 different
random sources for the simulation time of 100 s in 25-node network

loss actually results in a smaller rate of increase in PDR in
the case of NOCC as compared to CADA and CTLS.

The ETE delay is also an important parameter to evaluate
the network performance. The ETE delay usually increases
with the increase in the transmission, processing, and the
queuing delays. The ETE delay usually decreases either with
the shortest route to the sink subject to the minimum number
of traffic flows or by selecting the nodes with appropri-
ate buffer space. Generally, the ETE delay decreases with
the increase in the packet inter-arrival time because of the
decrease in the packet generation rate in the network. As
shown from the Fig. 14, the ETE delay for all the protocols is
very high at 0.02 s of packet inter-arrival time, this is because
the traffic rate is very high and therefore, the probability of
congestion and packet loss is high. The rate of decrease in
the ETE delay increases in the case of NOCC and CADA
as compared to CTLS. This is because in CADA, the same
representative nodes are selected for multiple flows and in
NOCC, the shortest route to the sink is selected; however, in
both cases, the traffic and the buffer states of the node are not
considered while discovering the route that ultimately leads
to excessive packet loss and hence increases the ETE delay.
On the other hand, CTLS selects the next hop node based on
the number of flows accommodated by the node.

Tomeasure the efficiencyof the protocol inwireless sensor
networks, throughput plays a significant role. It measures the
efficiency in terms of the data transfer with respect to time.
Here, time is considered as the difference between the last
packet-received-time and the first-packet-received-time. The
trend of throughput with respect to the packet inter-arrival
time is shown in Fig. 15. Here, CTLS shows a smaller rate
of decrease in the throughput as compared to CADA. This
is because; CTLS finds the shortest route with high energy
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Fig. 15 Throughput versus packet inter-arrival time with simulation
time 100 s and 8 different sources are running in 25-node network

and the least congestion. However, CADA avoids congestion
by only considering the energy and received signal strength
of the node while selecting the representative nodes. There-
fore, the chances are high that the sensor nodes along the
route become bottlenecks. Conversely, NOCC does not han-
dle congestion and always follow the shortest route to the
sink. Therefore, the nodes in the shortest path using NOCC
and the representative node in CADA accommodate multi-
ple traffic flows. Due to this, the buffer overflows and a high
packet loss occur that ultimately increases the rate of decrease
in the throughput.

As sensor nodes have very limited battery power, the effi-
cient utilization of energy is an important consideration.Most
of the energy is consumed during transmission and recep-
tion states. Efficient utilization of the sensor nodes during
route discovery to forward the data packets results in effec-
tive energy consumption. The energy consumption by all
protocols is shown in Fig. 16. It can be seen that the rate of
decrease in the energy consumption per data packet by CTLS
is smaller as compared to CADA and NOCC. This is because
the composite routing metric used in CTLS facilitates the
routing process with precise information about the sensor
nodes and the link between these nodes. CADA has utilized
various timers to update its states and the characteristics of
the neighbouring nodes by periodically sending the 1-Hop
messages, hence more energy is depleted, which increases
energy consumption. In NOCC, due to an increase in the
number of retransmissions, the energy consumption is very
high. In contrast to this, CTLS, tries to select the node with
high residual energy and less number of flows that reduces
the chances of congestion in the network. Additionally, there
are no such timers as used in CADA, to update the state of
the nodes periodically. Therefore, this reduces the number of
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Fig. 16 Energy consumption per data packet vs. packet inter-arrival
time with simulation time 100 s and 8 sources are running in 25-node
network
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Fig. 17 Packet delivery ratio versus variable number of sources with
simulation time 100 s and packet inter-arrival time 0.02 s (50 pkts/s) in
25-node sensor network

control packets which decreases the rate of decrease in the
energy consumption as compared to CADA and NOCC.

5.1.2 Impact of varying number of sources

Figure 17 shows the PDR behaviour of all three protocols
with respect to the number of sources. Initially, all three
protocols show high value of PDR because of only three
sources. However, with the increase in the number of sources
the chances of congestion become high. The PDR decreases
with the increase in congestion. The rate of decrease in the
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Fig. 18 ETE delay versus variable number of sources with simulation
time 100 s and packet inter-arrival time as 0.02 s (50 pkts/s) over 25-
node network

PDR is smaller in the case of CTLS as compared to the
CADA and NOCC; this is because CTLS avoids congestion
by selecting the least congested node and alleviates conges-
tion by using the ripple-based search, if it occurs inevitably.
However, CADA avoids congestion by selecting only one
representative node in a broadcast range with better energy;
here, the buffer occupancy or the characteristics of the node
that directly impact in the avoidance of congestion has not
been considered. Conversely, in the case of NOCC, there is
no such mechanism to avoid and mitigate congestion. All the
nodes in NOCC try to use the same shortest path to the sink.
This usually drops the packets, which are beyond the maxi-
mum capacity of the buffer of a sensor node, therefore, the
rate of decrease in the PDR is high. These behaviours result
in reducing the PDR in CADA and NOCC as compared to
CTLS.

The lower ETE delay experienced by the packets reveals
better performance. It is calculated as the time experienced
by the packets to reach the sink. It can be observed from
Fig. 18, that the average ETE delay experienced by all three
protocols is high with the increase in the number of sources.
Here, CTLS shows a smaller rate of increase in the ETE
delay because of the fact that the shortest route to the sink is
selected with the least cost in terms of consumed energy and
participation level. Due to the number of sources, congestion
occurs that is detected in a timely manner and is mitigated
based on the ripple-based search. Therefore, CTLS shows
a smaller rate of increase in the ETE delay as compared to
the other two protocols. On the other hand, CADA depicts
a higher rate of increase in the ETE delay as compared to
CTLS, with the increase in the number of sources. This is
because of the fact that the route is selected by considering
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Fig. 19 Average throughput versus variable number of sources with
simulation time 100 s and packet inter-arrival time 0.02 s (50 pkts/s) in
25-node network

the high remaining energy and high signal strength. Both
these metrics do not directly relate to the congested state of
the sensor node. However, in CADA, the sensor node with
the highest signal strength reveals a longer path and that leads
to an increase in the ETE delay. In the case of NOCC, the
delay is very high; this is because the data path contains com-
mon nodes for multiple flows, which increases the chances
of bottleneck that leads to fill up the queues early and hence
the average ETE delay increases.

Figure 19 shows the throughput behaviour of all three
protocols with respect to the number of sources. With the
increase in the number of sources, the chances of conges-
tion become high. The rate of an increase in the throughput
is higher in the case of CTLS as compared to CADA and
NOCC; this is because CTLS distributes the traffic over
the network by considering a composite metric to select
the forward node that decreases the chances of bottlenecks.
Additionally, with the least control overhead, the occupa-
tion of wireless channel for the data packets increases that
increases the throughput. On the other hand, in CADA, due
to the periodic messages the control overhead increases. Fur-
thermore, CADA alleviates congestion by sending amessage
to the predecessor node that is two hops away to discover the
new detour path to the sink. However, the newly discovered
route is not necessarily a congestion-aware routewith respect
to the data traffic. If the detour path cannot be found within a
particular time, then the affected sensor node sends amessage
to the source to decrease the traffic rate. These behaviours
result in reducing the rate of increase in the throughput in
CADA as compared to CTLS.

The energy consumption per data packet with respect to
the number of sources is shown in Fig. 20. It can be seen
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Fig. 20 Energy consumption per data packet vs. no. of sources with
simulation time 100 s, packet inter-arrival time 0.02 s (50 pkts/s) in
25-node network

that the energy consumption increases with the increase in
the number of sources. CADA and NOCC show higher rate
of energy consumption as compared to CTLS. In CADA, the
representative nodes are selected by broadcasting a periodic
1-Hop message. This actually selects a node within a broad-
cast region and that node usually accommodates all the flows
passing through that region. Due to this, congestion occurs
and the packets are being dropped at the intermediate nodes
and hence, the energy consumption increases. In contrast
to this, CTLS selects those nodes that contain less number
of traffic flows; due to this, the chances of congestion are
reduced and the rate of increase in the energy consumption
decreases as compared to CADA and NOCC. NOCC shows
higher rate of increase in the energy consumption; this is
because all the nodes try to use the same shortest path, so the
packets beyond the maximum capacity of the buffer leading
to have a higher rate of increase in the energy consumption
per data packet.

5.1.3 Impact of varying number of sensor nodes

The PDR with respect to the number of nodes is shown in
Fig. 21. It can be seen that the PDR increases in all three
protocols with the increase in the number of nodes. This is
because the chances of collision of packets and number of
packet loss decrease.With the decrease in the number of sen-
sor nodes and more number of traffic flows, the chances of
interference, collision and congestion become high and the
channel utilization increases. The PDR in CTLS is higher
as compared to CADA and NOCC because of the minimum
number of control packets and the selection procedure of the
forward sensor nodes or the relay nodes. In CADA, the con-
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Fig. 21 Packet delivery ratio versus no. of nodes with simulation time
100 s and packet inter-arrival time 0.033 s for 7 different number of
sensing nodes
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Fig. 22 Throughput versus variable number of nodes simulation time
100 s, packet inter-arrival time 0.033 s (30 packets/s) for 7 different
sensing nodes

trol overhead is high because of the periodic messages. This
decreases the wireless channel occupancy for the data pack-
ets in the network that leads to a smaller rate of increase in
PDR in the case of CADA as compared to CTLS. In contrast
to this, NOCC shows a smaller rate of increase in PDR as
compared to CADA and CTLS; this is because it forwards
the traffic over the shortest route and there is no mechanism
to avoid and detect congestion. The packets in NOCC always
try to use the same shortest path to the sink that increases the
packet loss and decreases the rate of increase in PDR.

Figure 22 shows the throughput behaviour of all three pro-
tocols with respect to the number of nodes in the network.
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Fig. 23 ETE delay versus variable number of nodes with simulation
time 100 s and packet inter-arrival time as 0.033 s for 7 different number
of sensing nodes

The throughput increases with the increase in the number
of nodes because of more even distribution of data traffic in
the network. Throughput in CTLS is high as compared to
CADA and NOCC; this is because it timely detects conges-
tion and tries to alleviate it locally by using the ripple-based
search. Based on this, the congested nodes are bypassed that
increases the sensor nodes to forward the traffic to the next
hop node without dropping it. However, like CTLS, CADA
also alleviates congestion by sending a message to the pre-
decessor node to discover the new detour path. However,
if it cannot find the path within a particular time, then the
predecessor node sends a message to the source to decrease
the traffic rate. This behaviour results in reducing the rate of
increase in the throughput in CADA. Unlike CADA, NOCC
does not have any local repair mechanism so it always tries
to use the same route for the whole communication, which
leads to increase in the packet loss due to congestion that
decreases the rate of increase in the throughput.

The ETE delay with respect to the number of sensor nodes
in the network is shown in Fig. 23. Initially CTLS, experi-
ences very less delay as compared toCADAandNOCC. This
is because of the shortest route with the least cost in terms of
consumed energy and participation level and signal strength.
Additionally, there are no periodicmessages in CTLS and the
number of relay nodes are also minimum in the path, how-
ever, in CADA and NOCC the periodic messages decreases
the chance of channel occupancy for the data packets that
lead the data packets to exhibit more delay. Another reason
of having a high ETE delay in CADA as compared CTLS
is because of the number of relay nodes in a path. Due to
this, the control traffic generated by CADA also increases.
This control traffic reduces the flow of data packets that lead
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Fig. 24 Energy consumption versus variable number of nodes with
simulation time 100 s and packet inter-arrival time as 0.033 s for 7
different traffic flows

to high ETE delay. In the case of NOCC, the delay is very
high as compared to CTLS and CADA; this is because the
data path contains common sensor nodes (bottleneck nodes)
for multiple flows, which increases the packet loss and the
queuing delay so the average ETE delay increases.

Figure 24 shows the behaviour of energy consumption per
data packet of all three protocols with respect to the number
of nodes. It can be seen that the energy consumption increases
with the increase in the number of nodes. Here, CTLS shows
a smaller rate of increase in the energy consumption as com-
pared to CADA and NOCC. This is because CTLS tries to
balance the traffic load over the network in order to make the
traffic flow smooth. However, the other two protocols do not
consider the state of the nodeswith respect to the trafficwhile
selecting the nodes. This behaviour leads the network in the
state of congestion. Due to this, the packet loss increases that
increases the rate of increase in the energy consumption per
data packet in the case of CADA and NOCC.

Network lifetime is an important parameter to envision
the durability of the network. Figure 25 shows the impact
of the number of nodes on the network lifetime. The net-
work lifetime decreases with the increase in the number
of nodes. This is because of the rise in the overall energy
consumption because of the idle/listening and reception
states of the nodes. CTLS selects the nodes with the least
energy consumption and participation level. Due to this, there
is an even distribution of power consumption among the
nodes.Whereas, CADAandNOCCperiodically generate the
messages, which increases the energy consumption. Addi-
tionally, NOCC always selects the shortest path that results
in packet loss due to congestion and hence the network life-
time decreases in CADA and NOCC as compared to CTLS.
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Fig. 26 PDR versus variable number of nodes with static and mobile
sink over a simulation time of 100 s and inter-arrival time as 0.033 s for
7 traffic flows

5.1.4 Impact of static and mobile sink in CTLS

The impact of the number of nodes on PDR in a proposed
CTLSwith static sink and mobile sink is shown in Fig. 26. In
this scenario, the sink broadcasts the beacon message after
every 1 s to show its existence to its neighbourhood and it
moves with a speed of 1 ft/s. CTLS with static sink shows
better performance as compared to the mobile sink when the
number of nodes in the network is less. This is because of no
topological change in the network, whereas, in the case of
CTLS with mobile sink, the frequent change in the topology
increases the packet loss due to the mobility that leads to
decrease in PDR. CTLS with mobile sink behaves well with

the increase in the number of nodes. This is because of the
fact that the mobile sink is used to disperse the data traffic
flows that decreases the effect of congestion, however, at the
cost of control overhead.

6 Conclusion

Conventional WSN algorithms try to avoid congestion by
selecting the next hop node with maximum buffer capacity,
detect it by monitoring the buffer occupancy and alleviate
it by adjusting the source traffic rate. The proposed CTLS
protocol avoids congestion proactively by modifying the tra-
ditional route discoverymechanism in order to select the best
node during the forward route formation. It detects conges-
tion in a timely manner by monitoring either the remaining
space of the buffer, the interval between the consecutive pack-
ets and the link utilization based on the number of times a
node goes into the Backoff stage of CSMA/CA. The CTLS
either bypasses the congested node/link through a local repair
technique or deviates the traffic to the detour path in order to
alleviate congestion. The performance evaluation performed
in ns-2 has confirmed the usability of CTLS over exist-
ing schemes. The CTLS achieved 37% improvement in the
ETE throughput as compared to CADA and 45% as com-
pared to NOCC. Similarly, the ETE delay in CTLS has been
decreased by 37% as compared to CADA and 50% as com-
pared to NOCC. Moreover, the PDR in the case of CTLS has
been increased by 24% as compared to CADA and 45% as
compared to NOCC. Likewise, the energy consumption per
data packet in CTLS has been decreased by 25% as com-
pared to CADA and 47% as compared to NOCC. For future
directions, efforts can be made to use different routing met-
rics based on the application requirements and to extend the
analysis for delay sensitive applications to prioritize the pack-
ets in the case of multi-sink network. It can also be extended
to mitigate congestion by using single or multiple mobile
sinks.
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