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Abstract Proxy Mobile IPv6 (PMIPv6) has been designed
by the IETF as a network-basedmobility management proto-
col to support the localized mobility of IP devices. Although
several proposals have been made for localized routing opti-
mization, they don’t take into account handover management
and localized routing simultaneously. In fact, the localized
routing state is restored after the handover management pro-
cedure, leading to packet loss and signaling overhead. On the
other hand, Fast Handovers for PMIPv6 (F-PMIPv6) pro-
tocol has been designed to mainly solve the issues of the
high handover delay and packet loss during handover that
occur with PMIPv6. As a result, this paper looks at enhanc-
ing F-PMIPv6 by controlling the handovermanagement with
optimized localized routing and proposes an extension of
PMIPv6 called optimized PMIPv6. The proposed protocol
enhances the performanceofPMIPv6andF-PMIPv6 in terms
of route optimization, handover delay, signaling cost and net-
work utilization.
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1 Introduction

Wireless and cellular networks are evolving towards an all-
IP infrastructure such as 4G LTE (Long Term Evolution).
As a result, there is a need to manage the mobility of IP-
based devices across different networks (independently of
the access technology) while maintaining mobile connec-
tivity [9,15]. The first step towards mobility management
was the introduction of Mobile IP (MIP) which can oper-
ate in IPv4 and IPv6 networks [22,23]. In MIP, a Mobile
Node (MN) that obtains its IP Home Address (HoA) from its
home agent (HA) in its home network, needs to roam with
this address within other networks. When this MN moves to
another network, referred to as foreign network, it obtains a
new temporary IP care-of address (CoA). Then, the mobile
node sends a binding update message to its HA. If the route
optimization functionality is enabled, the binding updatemay
be sent to all the correspondent nodes (CNs) that are com-
municating with the MN. The binding update contains the
newly acquired care-of address and the home address of the
MN.This process is called registration.When the home agent
receives the bindingupdatemessage, it updates its cache table
with the combination of care-of address and home address.
Therefore, the CNs can either sends the data directly to the
mobile CoA or to the HoA after which the HA forwards it to
the mobile CoA. Due to this binding/registration, the infor-
mation can continue to be exchanged between the mobile
node and its correspondent nodes even after the mobile node
hands over to a new access network.

In the context of IPv6, Mobile IPv6 (MIPv6) [23] has
been standardized by the IETF. However, MIPv6 has a lot
of performance drawbacks such as high handover delay and
signaling overhead [18]. As a result, several protocols have
been proposed to solve some of theMIPv6 limitations [3,27].
For example, Proxy Mobile IPv6 (PMIPv6) [3] has been
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introduced by the IETF to initially avoid the high amount
of signaling and the software modification required on the
MN side. Furthermore, scaling benefits were also expected
as the signaling work is being done on the network side giv-
ing operators more control and flexibility [14]. In fact, the
main difference between PMIPv6 and MIPv6 is that MIPv6
is a host-based approach while PMIPv6 is a network-based
approach.

Although PMIPv6 exhibits a lot of benefits over MIPv6,
it still possesses high handover delay and packet loss. There-
fore, Fast Handovers for PMIPv6 (F-PMIPv6) [29] has been
introduced. This protocol allows for the network to prepare
the mobile node (from the network side) for the handover
prior to the actual handover. Due to the nature of PMIPv6
and F-PMIPv6, MN and CN communicate with each other
through non-optimal paths [16]. Therefore, a lot of research
has been done to establish route optimization (RO)1 between
MN and CN and reduce handover delay [8,11,29]. These
studies have been done separately and to the best knowledge
of the authors, there is no previous work combining localized
routing and handover management simultaneously, without
reducing the performance of the network and degrading end-
users perceived quality of service. It is important to note that
depending on the use case, keeping handover (HO) and route
optimization separate might be beneficial. For example, one
maywant to optimize only data routing path regardless of the
side effect ofHO.However, in our solution,we are addressing
the scenario where HO leads to the need of route optimiza-
tion. Rather than doing these two procedures separately, as
it has been demonstrated in the literature to lead to perfor-
mance and QoS degradation, our solution takes advantage
of both mechanisms and provide an optimized procedure for
HO and localized routing. More precisely, this paper looks at
combining F-PMIPv6 with localized routing for PMIPv6 [8]
into one solution called Optimized PMIPv6 (O-PMIPv6).
The proposed solution minimizes the signaling messages
needed to perform both operations separately. Hence, we
can reduce the signaling overhead and the latency of HO
and route optimization procedure. The choice of F-PMIPv6
is motivated by the fact that F-PMIPv6 is one of the major
enhancements of PMIPv6, that is proved to reduce service
disruption during handover through analysis and implemen-
tation.

The remainder of this paper is organized as follows. In
Sect. 2, an overview of PMIPv6, F-PMIPv6, and localized
routing is presented. Section 3 describes the problem state-
ment and the proposed solution denoted O-PMIPv6. Then,
Sect. 4 describes the analytical model followed by simulation
results in Sect. 5. Finally, Sect. 6 concludes the paper.

1 Route optimization and localized routing have the same meaning in
this paper.

2 Background and related work

There is an interesting paper which is analyzing and compar-
ing existing IPv6 mobility management protocols including
host-based (MIPv6, FMIPv6, HMIPv6) and network-based
(PMIPv6, FMIPv6) protocols [12]. However, since our solu-
tion is combining PMIPv6 and FPMIPv6, we will focus on
these two protocols next.

2.1 Proxy Mobile IPv6

In PMIPv6 [3], there are two main entities: local mobility
anchor (LMA) andmobile access gateway (MAG). TheLMA
is the topological anchor point for theMNprefixassignments.
It is responsible for maintaining the state of theMN. Usually,
it sits on the device that a HA would typically sit on. On
the other hand, the MAG sits on the network access and
is typically the connecting point between the MN and the
network. It is responsible for detecting MN movements and
change of attachment and subsequently registering the MN
with the network (i.e., LMA).

When MN enters the PMIPv6 domain, it has the option
to send a router solicitation (RS) message. The MAG detects
its attachment and attempts to contact the LMA by sending
a proxy binding update (PBU) message containing relevant
information about MN attachment such as MN identifica-
tion (MN-ID). The LMA processes the PBU message and
assigns the MN with home network prefix(es). It sets up a
binding cache entry (BCE) in an internal cache tablewith this
information and sends a proxy binding acknowledgement
(PBA) to the MAG in which it includes the assigned home
prefix(es). In addition, the LMA sets-up a bidirectional tun-
nel between its LMA address (LMAA) and the MAG proxy
care-of address (PCoA) that can be used for forwarding traf-
fic. As soon as the MAG receives the PBA, it updates its
binding update list (BUL) entries with the PBA information
and sends a router advertisement (RA) message to the MN
with the available home network prefix(es) (HNPs) for which
MN uses to configure its IP address. The above procedure is
depicted in Fig. 1a for clarification.

Once the address is configured on the MN, it becomes
ready to send and receive packets. Any packets destined to
the MN are received by LMA. The LMA encapsulates the
packets with a new header containing its LMAA as a source
and the destination PCoA, and forwards them using the bidi-
rectional tunnel to theMAG that theMN is connected to. The
MAG removes the outer header of the packets and forwards
them to theMN that is attached to it. For packets that are sent
from MN, the MAG receives the packets and encapsulates
them with a new header containing its PCoA as a source and
the destination LMAA. Then the packets are sent through
the same tunnel to the LMA. The LMA in turn removes the
outer header, encapsulates it again as before and forwards
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Fig. 1 Localized routing for PMIPv6. The thick arrows show the data path of ongoing session between the MN and CN

it to destination node such as CN. When the MN leaves the
current access network for the purpose of disconnecting or
performing a handover, the MAG will detect its disconnec-
tion and signals the LMA of the disconnection by sending
a de-registration message. The LMA starts a timer for the
entry corresponding to that MN in the binding cache table. If
a PBUmessage for thatMN is received before the timer times
out, a result of a new attachment during a handover, then the
LMAupdates the BCE for thatMN and the timer is canceled.
However, if the time out happens, then the LMA removes
the BCE corresponding to that entry from the internal table.
When MN changes its point of attachment by performing a
handover to another MAG within the same PMIPv6 domain,
then the LMA and the new MAG update their internal table
and assign the same prefix to MN so that the whole PMIPv6
network appears as a single link.

Unfortunately, PMIPv6 suffers from high handover delay
and packet loss during the handover process. The authors
in [19] provide an extensive survey on the various approaches
to perform the handover process.

2.2 Fast handovers for Proxy Mobile IPv6

F-PMIPv6 [29] was introduced to enhance the performance
of PMIPv6 when it comes to handover delay and packet loss
during handover. The idea behind F-PMIPv6 is to anticipate
the movement of MN and act on it to minimize its downtime
during handover. This is done by establishing a bidirectional
tunnel between the Previous MAG (PMAG), that the MN
is moving from, and the New MAG (NMAG), that the MN
is moving to. This tunnel is used to exchange session infor-
mation between both MAGs. It should be noted that each
MAG acts as an access router for MN. If the tunnel is estab-
lished prior to MN attachment to the NMAG then it is called
predictive mode, otherwise it is called reactive mode. In a
severe case when the MN is detached from both the old
link and the new link, the MAGs have to have the capability

of buffering the packets for future forwarding to reduce the
packet loss during handover. In the predictive mode, the MN
detects that it is about to perform a handover. Therefore, it
reports its MN-ID and the new Access Point Identifier (AP-
ID) [7] to which the MN will move to. The PMAG derives
the NMAG information from the AP-ID and sends a Han-
dover Initiate (HI)message to theNMAGwith the ProxyFlag
(P) set which includes the MN-ID, its HNP and the LMAA
used. The NMAG sends a Handover Initiate Acknowledg-
ment (HAck) to the PMAG with the P flag set. As a result,
a bidirectional tunnel is established between the PMAG and
the NMAG. Any downlink packet that is destined to the MN
and received by the PMAG can be forwarded over the tunnel
to the NMAG and buffered till the MN is fully attached and
handover (HO) is completed. Any packets that are sent from
the MN to the NMAG are forwarded to the PMAG through
the established tunnel and then sent from there to the MAG-
LMA tunnel. Once theMN is attached toNMAG, theNMAG
exchanges PBU and PBAwith LMA. Finally, all data packets
will only go through NMAG and the tunnel between PMAG
and NMAG is no longer needed and the resource can be
released. The above procedure is depicted in Fig. 1b.

In the case of the reactive mode, the tunnel establishment
has to come from the NMAG as the AP-ID is acquired only
when the MNmoves to the new link. The information can be
provided to the NMAG either from theMN on the old link or
by means of communication between the serving and target
access networks. Once this information is acquired, a similar
procedure to the predictive mode is followed. For simplicity
and the purpose of this paper, we will be focusing only on
the predictive mode.

2.3 Localized routing

Route optimization, sometimes referred to as localized rout-
ing (LR), is an important enhancement to PMIPv6. It is used
to allow data traffic to take a shorter path when the source and
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Fig. 2 Graphical representation of the different localized routing scenarios [8]

the destination are located in the same PMIPv6 domain. This
results in performance improvement such as minimal packet
delivery delay and optimal resources usage. In PMIPv6, data
packets always have to go through the LMA even if the LMA
sits on a non-optimal path. With LR, this inefficiency can be
lessened. According to the PMIPv6 localized routing prob-
lem statement [16], there are multiple cases for localized
routing and are referred by the following notation: A[number
of MAGs] [number of LMAs] as described below and shown
in Fig. 2 [8].

• A11 In this case, there is one MAG and one LMA. The
MN and the CN (referred to as MN2 in Fig. 2) are
both connected to the same MAG and the latter forwards
all packets between MN and CN directly without going
through the LMA.

• A12 In this scenario, there is one MAG and two LMAs
that haveMNandCNregisteredwith. The commonMAG
has to forward packets directly between CN andMN and
both LMAs have to accommodate this localized routing
by considering their policy.

• A21 This is a very common case where there are two
MAGs that are registered with the same LMA. In this
case, theMAGs forward packets to each other and respec-
tively forward the packets to their destination without
having to go through the common LMA.

• A22 This is the most complicated case in which there
are two MAGs and two LMAs. The MN and the CN are
registered with a different MAG and a different LMA.
The MN and CN have their data delivered using MAGs

only without involving the LMA in forwarding the data
packets. However, the LMA will need to be involved in
the setup of the localized routing path. Maintenance of
the localized routing states and avoiding race conditions
is one of the issues facing such feature.

Multiple solutions have been proposed in an attempt to
solve the LR problem. Authors in [2] introduce the idea of
route optimization controller which sits on all LMAs. The
LMA is the device that initiates the RO process by send-
ing an Init message to one of the MAGs involved in the RO
and counts on MAGs communication with each others. This
MAG sets up the RO by messaging the other MAG involved.
The second MAG acknowledges this to the sender MAG
which in turns confirms the establishment of the RO path
by informing the LMA of its success. In [10], authors ana-
lyze (quantitatively) different routing optimization strategies.
Then, the two most promising ones are further investigated
in terms of signaling cost, packet delivery cost, total cost and
blocking probability. In [17], localized routing optimization
schemes are proposed for scenarioswheremobile nodes have
access to multiple access networks. Even with all these pro-
tocols, the IETF decided to go on its own way by using a
protocol called Localized Routing for ProxyMobile IPv6 [8]
which has been used in our research. Below, we provide the
description of the IETF protocol.

In a single LMA domain, when LMA detects that there is
traffic between MN and CN, LMA initiates LR by sending
a localized routing initiation (LRI) message to the MAG(s)
that the MN and CN are connected to. Option 1 in the LRI
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message contains information about the MN and CN that are
connected to the sameMAG, or theMNand the remoteMAG
PCoA (primary care-of address) in case of two MAGs. If
the MAG(s) is capable of performing route optimization, the
MAG(s) sends a localized routing acknowledgement (LRA)
message to the LMA. Option 2 in the LRAmessage contains
the same information that was sent in LRI in addition to a sta-
tus field to indicate the status ofLRestablishment.As a result,
a MAG starts forwarding packets directly to the destination
node connected to it in case of single MAG, or to the cor-
respondent node’s MAG (CMAG) through tunnel if the CN
is connected to the remote MAG. This means that the traffic
does not have to go through the LMAwhen being exchanged
between the MN and CN participating in the LR. When MN
performs a handover, the LR is turned down and the LR
establishment is restarted from the beginning as described
above. Figure 1 shows the localized routing procedure for
both PMIPv6 and F-PMIPv6.

In [5], authors propose a route optimization mechanism
for PMIPv6 by using the routing table at MAG and a policy
database in order to find the optimal path. However, the pro-
posed scheme requires routing table to be propagated among
MAGs in PMIPv6-domain, otherwise the solution falls back
to the legacy PMIPv6 specification. Furthermore, the signal-
ing cost of the mechanism proposed in [5] is higher than in
PMIPv6. In [30], fast handover concept and predictive re-
establishment of localized routing is proposed. This paper is
based on F-PMIPv6; however, it requires duplicate LRI/LRA
messages exchange. In fact, the previous MAG notifies the
new MAG about existing LR state, but the LR should not be
established with the CN’s MAG. The localized routing will
be established only upon attachment ofMN to the newMAG.
This proposal induces resourcewastage (e.g., bandwidth con-
sumption) and signaling overhead due to the processing of
duplicate LRI/LRA messages. Furthermore, uplink packets
are delivered through the previous MAG, which increase the
delivery delay.Moreover, packetsmight be delivered through
the non-optimized path, i.e., through the LMA.

Fast handover based solutions, such as FPMIPv6, have the
potential issue of out-of-order packets and synchronization
problem due to the existence of two packets delivery paths.
This issue is addressed in a testbed environment in [24], by
using the last packet marker to notify the end of data delivery
in the old path and the buffering for holding the data delivered
in the new path. In [30], the authors proposed a mecha-
nism which combines the fast handover procedure with the
re-establishment procedure of localized routing. During the
fast handover procedure, the previousMAGwill report exist-
ing localized routing information to the new MAG so as to
quicken the re-establishment procedure of localized routing.

A state-aware pointer forwarding scheme with fast han-
dover support for PMIPv6, called FC-PMIPv6, has been
proposed in [28] to enhance performance of PMIPv6. In

FC-PMIPv6, a pointer forwarding chain between MAGs
is established to reduce location update traffic to an LMA
during handover and guarantees the efficiency of packet
transmission. One of the issue with pointer forwarding
approach is the length of the forwarding chain. In fact, a
longer forwarding chain will degrade significantly the per-
formance of the scheme. Furthermore, management of the
forwarding chain requires additional processing cost, thus
induces overhead.

3 Problem statement and proposed solution

Let us assume that aMNalreadyhas aLRestablishedwith the
correspond node (i.e., CN) and wishes to perform a handover
to another MAG. According to PMIPv6 or F-PMIPv6, dur-
ing handover, the established LR status is lost. Once the MN
completes its handover, and some data packets go through
the non-optimal path, the LMA initiates the LR procedure in
order to restore the previous LR state.When theLR establish-
ment is done, then the MN and the CN can resume sending
packets through the optimal path.

As can be seen, there is big redundancy of re-establishing
the LR session which reduces the overall performance of
PMIPv6-based handover management and localized rout-
ing approaches. Major performance factors are as follows:
increased LMA utilization in large scale networks, higher
signaling rate, higher packet loss, and higher packet delivery
delay until packets take the optimal path.

In our initial work, we looked at combining localized rout-
ing and fast handover features in one solution. In [25], the
predictive mode was considered. However, when the mobile
node moves very fast, the attachment with the target net-
work may happen before the completion of the tunnel setup
procedure between the previous and the new access network
while using predictive mode. Moreover, the prediction of the
attachment could fail for several reasons such as the lost of
the detachment notification messages. All of these scenarios
require support of reactive mode. In [26], we addressed the
reactive mode.

This paper proposes a solution to overcome the above
issues by efficiently minimizing handover delay and guar-
anteeing localized routing state. The proposed solution
integrates simultaneously handover management and local-
ized routing concepts. The benefit of such integration would
be the ability of sending all the data packets over the optimal
path evenwhen the handover is performed, reduced signaling
and packet loss, minimized packet delivery delay, and finally
reduced utilization of core network elements that are not on
the optimal path such as LMA. It should be noted that this
performance evaluation with the new solution proposed is
applicable independently of the access network technology
similarly to IP-based mobility management protocols.
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3.1 Proposed solution: O-PMIPv6

To solve the above limitations of PMIPv6 andF-PMIPv6, this
paper introduces the Optimized PMIPv6 (O-PMIPv6) proto-
col. The idea behind this solution is to make the F-PMIPv6
signaling participates in the LR establishment at the moment
that the MN handover is triggered by the network. Using this
solution, the MN will be able to handover while maintaining
its LR state. In other words, there is no need to establish (or
restore) a new LR session after the handover. Below we will
discuss the operational procedure of O-PMIPv6 in different
topologies and introduce the message format.

3.1.1 Protocol operation

The basic idea of O-PMIPv6 is to transmit the LRI/LRA
information using the HI/HACK messages introduced in
F-PMIPv6 to anticipate the handover. Hence, O-PMIPv6
improves the performance of F-PMIPv6 and PMIPv6 as
well as allowing efficient restoration of LR state during han-
dover. O-PMIPv6 operates successfully in any single-LMA
PMIPv6domain nomatter how the topology looks like. There
are three possible network topologies in which MN and CN
can coexist as shown in Fig. 3 and described below.

• Topology 1 MN and CN1 are connected to MAG1 but
MN is moving to MAG2.

• Topology 2 MN is connected to MAG1 and moves to
MAG2 where CN2 is connected to.

• Topology 3 MN is connected to MAG1 and CN3 is con-
nected toMAG3butMNperforms anhandover toMAG2.

Figure 4 shows the message flow for O-PMIPv6 in the three
different topologies. When PMAG detects that MN is about

Fig. 3 PMIPv6 possible topologies

to perform a handover (due to a degraded signal strength
for example or other metric provisioned in MN’s profile),
it sends a HI message to the NMAG. The HI message con-
tains, in addition to the typical HI fields, LR information that
is specific to that MN such as CN ID and CN prefix. CMAG
address will be included too in case of the third topology.
When NMAG receives the HI message, it firstly processes
this message according to the F-PMIPv6 specification (such
as tunnel establishment with PMAG for all MN data pack-
ets). Then, NMAG checks for the O-PMIPv6 flag and if it is
set, it processes the HI packet by following O-PMIPv6 spec-
ification and creates an entry in its internal LR table for the
MN. The NMAG sends back HACK message to PMAG to
indicate the success of the operation. In addition, in case of
topology 3, it will exchange the LRI/LRA information with
CMAG to update the CN LR information in CMAG with
NMAG being its new peer LR node.

WhenMNis attached toNMAG, theNMAGsends the pre-
fix information right away to it. NMAG and LMA exchange
the PBU/PBA messages as in PMIPv6. When MN sends a
data packet to CN on the new link, even before PBU/PBA
is exchanged, then the packet will go on the optimal path
from NMAG to CMAG. Therefore, it can be seen that the
data packet is not lost as expected by F-PMIPv6 [6] how-
ever, it is carried through the the optimal path as expected by
O-PMIPv6.

To guarantee interoperability of O-PMIPv6 with PMIPv6
as well as with F-PMIPv6, we assume that the LMA keeps
track of LR state as in PMIPv6. In other words, upon com-
pletion of LR procedure with O-PMIPv6, when the PBU is
sent by NMAG to LMA, for example as mobility options, the
LMA is notified for any LR status change for a given MN.
The LMA then updates the LR cache accordingly. Hence, the
LMA is aware of ongoing LR state without being the main
entity managing the LR and is not required to send separate
LRI to a MAG in order to setup the LR.

Let’s consider the scenario where the MN fails handover
after NMAG’s LRI/LRA exchanges due to various reasons
(e.g., user’s abrupt movement change, etc.). As specified
in [8], localized routing has a defined lifetime specified by the
initiator. In other words, there is a delay before releasing the
localized routing state in PMAG. In fact, the in-flight packets
will be delivered through PMAG which tunnels the packets
toNMAG.CMAGwill deliver packets towardsNMAGusing
the updated state only after a successful acknowledgement of
MN being attached to NMAG. In case of the scenario above,
the initiator of the localized routing can terminate the pro-
cedure before the expiry of the lifetime specified in the LRI
message, by sending a new LRI message with the lifetime
set to zero.

On the other hand, if the time between MN’s detachment
from PMAG and attachment to NMAG is too long, packets
send by CMAG toward NMAG are buffered at NMAG and
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Fig. 4 O-PMIPv6 call flow in different topologies

will be delivered to MN once its attachment with NMAG
is complete. In this situation, the initiator can decide to ter-
minate the localized routing by sending a new LRI message
with the lifetime set to zero [8]. In order to avoid waste of
the resources, if this delay is excessively high, the transient
packets in the buffer will be dropped and in this case. This
might happen for reasons such as the user switches off its
device leading to failure of its attachment to NMAG. This
scenario is out of the scope of this paper. The third topology,
is picked for the detailed analysis in the subsequent sections.

This choice is made since this topology is more common and
also can cover the two other topologies.

3.1.2 Message format

From the network operation and standardization require-
ments, it is much more complex to change the protocol as
they are designed nowadays inside the IETF. As a result,
adding a new IPv6 header makes it more difficult to convince
the IETF community and makes the network operation more
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(a) (b)

Fig. 5 O-PMIPv6 Message Format. a Handover initiate (HI) b Handover acknowledgement (HACK)

complex. However, adding a new field in an existing header
is much more efficient. For this reason, our choice was to
propose the addition of new flags in standardized messages
such as HI/HACK. A similar approach has been used for
other MIPv6-based protocols.

The only two messages that are modified from F-PMIPv6
are the handover initiate (HI) and the handover acknowledge-
ment (HACK).
Handover initiate (HI) message format:

O-PMIPv6 uses the HI message to prepare the NMAG for
the MN that will be attaching to it by providing the MN-ID,
MN prefix, and its LR session information. Figure 5 shows
the modified version of the original HI message. The fields
that are newly introduced or have their possible values mod-
ified are indicated in bold and are explained below.

• ’O’ flag (O-PMIPv6 flag): This newfield is used to distin-
guish the HI message from F-PMIPv6 defined in [29]. It
should be set to 1 to indicate that this packet is O-PMIPv6
and carries LR information. Otherwise, it becomes a F-
PMIPv6 message.

• ’R’ flag (LRI flag): This new field is set to 1 to indicate
it contains relevant LRI information. Otherwise, no LRI
information is appended in this message.

• Lifetime (LR supported lifetime): This new field repre-
sents the requested time in seconds for which the sender
wishes to have local forwarding. It is usually set to the
remaining lifetime for the LR session from the sending
MAG perspective. A value of 0xffff (all ones) indicates
an infinite lifetime.

• Mobility options: This field contains one or more mobil-
ity options, whose encoding and formats are defined in
[23]. A new combination of options are added in O-
PMIPv6 as discussed below:

– Mobile node identifier (MN1-ID) whose format is
defined in [23]. This is already required by F-PMIPv6
[29] to identify the target node and should be used by
O-PMIPv6.

– Mobile Node Home Network Prefix (MN1-HNP)
whose format is defined in [23].

– Mobile node identifier (MN2-ID) whose format is
defined in [23]. This identifies the other mobile node
involved in the LR, i.e MN2 or CN.

– Mobile node home network prefix (MN2-HNP)
whose format is defined in [23]. This is the prefix
for MN2 or CN.

– Remote MAG IPv6 (Remote PCoA) as defined by
the [8]. This is to identify the CMAG that MN2/CN
is attached to. This is required in case of the third
topology.

Handover acknowledgement (HACK) message format:
O-PMIPv6 uses the HACK message to acknowledge the
receipt of the HI message by the NMAG and provide the LR
state information. Figure 5 shows the modified version of
the original HACK message. The fields that are newly intro-
duced or have their possible values modified are indicated in
bold and are explained below.

• ’O’ flag (O-PMIPv6 flag): This newfield is used to distin-
guish the HI message from F-PMIPv6 defined in [29]. It
should be set to 1 to indicate that this packet is O-PMIPv6
and carries LR information. Otherwise, it becomes a F-
PMIPv6 message.

• ’R’ flag (LRI flag): This new field is set to 1 to indicate
it contains relevant LRI information. Otherwise, no LRI
information is appended to the message.

• Code (status code): In addition to what is defined in [29],
the following codes are used for LR purposes: 1 (success)
and 2 (localized routing not allowed)

• Lifetime: This newfield represents the LR supported life-
time which is lifetime of the LR session that is supported
and it is usually copied from the HI message.

• Mobility options: This field contains one or more mobil-
ity options, whose encoding and formats are defined in
[23]. The same options that were presented in the HI
message should exist in this message including any LR
information.

4 Analytical model

In this section, a comparative performance analysis is done
between PMIPv6, F-PMIPv6 and O-PMIPv6. The factors
chosen for this analysis when MN performs a handover are
LR establishment latency, signaling cost, packet loss, and
network utilization.
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4.1 Network model

In order to analyze the performance of themobility protocols,
we propose a single-LMA PMIPv6 domain with an hexago-
nal model in which the network consists of N cells. Each cell
is covered by a MAG and one or more point of attachment
(PoA). We assume that the signal strength is strong enough
such that there is some overlap coverage at the edges of each
cell, meaning that any MN at any location will always have a
signal allowing attachment to the network. MAGs and LMA
are connected through a number of hops inwhich a hop can be
a normal router. For the purpose of this analysis, we assume
thatMN is sending/receiving data packets to CN3. Then,MN
moves towardMAG2subnet. Thismodel is depicted inFig. 3.
DMAG,LMA denotes the distance between LMA andMAG in
terms of number of hops. The average distance between two
MAGs is referred by DMAG . It is typically assumed that the
average distance between twoMAGs is less than the distance
between LMA andMAG [2]. Due to the nature of the hexag-
onal network, the distance between two MAGs, is equal to√
N [4,13]. AnMN is connected toMAG through a PoA. It is

assumed that all the links between the major entities (MAG,
LMA, and PoA) are wired links while the link between MN
and PoA is wireless.

For the purpose of this model, the notations and their
descriptions are shown in Table 1. Moreover, The follow-
ing assumptions are made for the performance evaluation.

• Address configuration is only performed using stateless
address auto-configuration, and the time required to com-
bine the network prefix from the RA message to its
interface address is negligible.

Table 1 System notation

Notation Description

TMAG,LMA Transmission delay between MAG and LMA

TMAG Transmission delay between any two MAGs

TMN ,MAG Transmission delay between the MN and MAG

Lw/Lwl Wired/wireless link delay

Bw/Bwl Bandwidth of wired/wireless link

PCX Processing cost per packet at node X

WX Average waiting time at node X

DX,Y Hop distance between nodes X and Y

PSX Packet size of packet type X

L Session length

λs Arrival rate at any server (# of packets/second)

λh Send/receive rate at the host (# of packets/second)

q Probability of wireless link failure

Dwl Number of wireless links in a connection path

• There is constant rate traffic between MN and CN. Prior
to performing a handover, we assume that an optimal
path has been established between MN and CN using
LR procedure and all the packets are going through this
optimized path.

• The MN starts attaching its interface to the new AP as
soon as its previous communication signal strength is
weakening. Therefore, we assume that the latency until
the AP knows about MN attachment is referred to as L2
handover latency.

• For simplicity, the router solicitation message is not con-
sidered here. Thus, only RA message can affect the
movement detection of the MN.

• LR is considered completed and packets are optimized
when LRA is received (acknowledgement).

• AP is considered a normal router hop with processing
cost of PCR .

• The processing latency of L2 event at NMAG is ignored
for simplicity.

• Each hop/router/entity is modeled as an M/M/1 server
withmean service time (μ) equal to ProcessingCost (PC)
of the server and equal arrival rate of λs . The system
follows a Poisson Process.

• Waiting time of a packet in a system (i.e., server) is
defined as queuing delay + service time.

• The link delay in both direction, for any link, is symmet-
ric, i.e. T (x, y) = T (y, x).

The delay experienced by a packet transmitted from source
X to the queue of destination Y is equal to the transmission
delay and propagation delay at every link between X and Y in
addition to the waiting time of the packet at queue. The links
can be wired and/or wireless with a failure probability of q.
From [18], the total transmission delay between the source
and destination, as expressed in (1), is generalized to include
the delay at the end points.

TX,Y = 1 − q

1 + q

(
S

Bwl
+ Lwl

)
∗ Dwl

+ |DX,Y + 1 − Dwl | ∗
(

S

Bw

+Lw

)
+(

DX,Y ∗ W
)
(1)

It should be noted that for entities with wired links only (such
as MAGs, LMA, etc.), the wireless part of the equation dis-
appears and vice versa.

4.2 Mathematical modeling

After the network model is proposed, each of the perfor-
mance metrics mentioned above is analyzed for PMIPv6,
F-PMIPv6, and O-PMIPv6.
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4.2.1 Total localized routing and handover latency

The MN faces downtime when it performs a handover to
a new MAG because it is unable to send or receive pack-
ets during that operation. We define total localized routing
handover latency or delay as the time between the last opti-
mized data packet received prior to MN handover until the
first optimized data packet is received afterMNhands over to
the new network (NMAG). An optimized packet is defined as
any packet sent/received by MN after the LR has been estab-
lished between MN and CN. In other words, the handover
latency is given as follows:

HO2 = HO1 + DLR (2)

Where HO2 is the LR handover latency, HO1 is the basic
handover delay for MN till it is capable of receiving packets
and DLR the delay for LR establishment.

We canmark the timestampof the last data packet received
as themoment that theMNdetaches completely fromPMAG.
The MN starts attaching to the NMAG prior to MN full
detachment from the PMAG. This is due to the assumption
that there is some coverage overlap between theMAGswhich
preventsMN frombeing totally disconnected. As a result, the
link layer (L2) delay (DL2) is the delay between the moment
that MN begins informing the access network of its intention
to attach to the newAP and themoment that the NMAGcom-
pletes this L2 attachment. Since the L2 delay is a common
additive delay for all the above mentioned protocols, we can
safely ignore this value in our analysis since it does not affect
the analytical comparison. However, it is shown in the equa-
tions for general consideration. Below, the total LR handover
latency is computed as the sum of all the encountered delay
during the HO2 process for each protocol.

(a) PMIPv6
HO2, as expressed in (3), is the total latency of MN

informing NMAG through the PoA of its attachment (i.e., L2
handover), NMAG sending PBU to LMA and processing it,
themaximum of NMAG receiving PBA fromLMA, process-
ing it and NMAG sending RA with the prefix to MN through
the PoA or LMA sending LRI to NMAG/CMAG, processing
it at theMAG, and receiving LRA frombothNMAG/CMAG.
Finally, NMAG forwards the first optimized data packet to
MN through the PoA.

HO2 = DL2 + TMAG,LMA + TLMA

+ max(TMAG,LMA + TMAG + TMN ,MAG ,

2TMAG,LMA + TMAG) + TData (3)

(b) F-PMIPv6
HO2, as expressed in (4), is the total latency of MN

informing NMAG through the PoA of its attachment (i.e.,

L2 handover) and the maximum of NMAG sending RA with
prefix to MN through the PoA or NMAG sending PBU to
LMA and processing it, and the maximum of NMAG receiv-
ing PBA from LMA and processing it, and NMAG sending
RA with the prefix to MN through the PoA or LMA send-
ing LRI to NMAG/CMAG and processing it at the MAG,
and receiving LRA from NMAG/CMAG. Finally, NMAG
forwards the first optimized data packet to MN through the
PoA.

HO2 = DL2 + max(TMN ,MAG , TMAG,LMA

+ TLMA + max(TMAG,LMA + TMAG

+ TMN ,MAG , 2TMAG,LMA + TMAG)) + TData (4)

(c) O-PMIPv6
In the case of O-PMIPv6, HO2, as expressed in (5), is the

total latency of MN informing NMAG through the PoA of
its attachment (i.e., L2 handover), NMAG sending RA with
the prefix to MN through the PoA and NMAG forwarding
the first optimized data packet to MN through PoA.

HO2 = DL2 + TMN ,MAG + TData (5)

4.2.2 Signaling cost

Another performance parameter usedwhen comparingmobi-
lity protocols is the signaling cost as it is considered as an
important design consideration for any mobility protocol.
Signaling is usually referred by the number of signalingmes-
sages used in a protocol and the total message sizes. The
higher the cost is, the more processing is required at the dif-
ferent mobility entities, and the more bandwidth is required
from the links.

For this analysis, only IP signaling cost is analyzed as
L2 signaling is access technology specific and is outside the
scope of this analysis. In addition, it is worth noting that
the RA message from MAG to MN is considered as one
message and the fact that the PoA sits in between and relays
the message is ignored.

For the purpose of this analysis, we define two signaling
parameters that will be added together to give us the total
signaling cost to compare the three protocols.

• HOs is the total number of signalingmessages exchanged
that are related to handover,

• LRs is the total number of signalingmessages exchanged
that are related to localized routing,

• T Ss = HOs + LRs is the total number of signaling
messages exchanged for handover and localized routing
management

123



Efficient handover with optimized localized routing... 685

4.2.3 Network utilization

In this network utilization analysis, we focus on the common
network entity which is usually the LMA as it is eventu-
ally the bottleneck in a PMIPv6-domain. As LMA utilization
increases, data packets will experience higher waiting time
and thus more delay in addition to delay to signaling packets
by other nodes.

When a localized routing is established, data packets go
through optimal path which is generally not through LMA.
Even though packets might end up going through the LMA
if it happens to be on the optimal path, however the LMA
will act as a normal router in that case and it has to only do
a table lookup on the destination IP address and forwards
a packet. On the other hand, when a packet goes through
LMA without LMA being a normal router (i.e., non-optimal
path) then LMA has to do extra processing such as encapsu-
lation/decapsulation and performs some overheard operation
to forward it to its MAG as discussed in PMIPv6 [3].

Since the node utilization for all the mobility protocols
after the localized routing has been established is the same,
then we only need to study the node utilization over a period
that starts with the MN attachment to the new network and
the maximum HO2 we computed previously (i.e., PMIPv6’s
HO2). After HO2 seconds have passed, the node utilization
will go to normal operation where it is the same for all the
protocols as the LRwould have been established by then.We
call this duration a session length, L .

We consider the uplink traffic going from MN to CN for
this analysis and we assume the traffic is going at constant
rate as mentioned above. For the purpose of LR, we assume
that LMA does not sit on the optimal path between MN and
CN as this is generally the case.

The utilization (ρ) of any node is generally defined as
ρ = λ/μ where λ and μ are respectively the arrival rate and
service rate of the node.

In order to compute the average arrival rate of packets at
theLMA,we need to find out the fraction of data packets, sent
by MN, that are actually processed by LMA. In other words,
the percentage of packets going through the non-optimal path
needs to be computed. This is computed using (6) where
Lnon−opt is the duration in which packets go through non-
optimal path.

Pnon−opt = Lnon−opt

L
(6)

Any packets traversing the network from the start of the ses-
sion before the localized routing is established goes through
the non-optimal path, i.e., LMA. L is the session length we
are monitoring the node utilization over and it is equal to
HO2 for PMIPv6 in this analysis. If all the data packets over
duration L are going through LMA, then the LMA will have

an average utilization that can be given by ρnode. Therefore,
If we assume that over the same period L only partial number
of the total number of packets goes on the non-optimal path
through the LMAand the rest of the packets go on the optimal
path. Then, we can calculate the average LMA utilization as
shown in (7):

ρLMA = Pnon−opt ∗ ρnode (7)

Below is the LMA utilization computed for each of the pro-
tocols over L:

(a) PMIPv6
All the data packets in PMIPv6 in any scenario go through

non-optimal path. This is due to the fact that LR establish-
ment is completed at the end of handover procedure. This is
illustrated in (8).

Pnon−opt = HO2,PMI Pv6

L
(8)

(b) F-PMIPv6
A fraction of the data packets in F-PMIPv6 in any scenario

go through the non-optimal path until the LR is established.
Therefore, any packets prior to HO2,F−PMI Pv6 are taking
non-optimal path. Then, packets start going through optimal
path till the end of the session. This is illustrated in (9).

Pnon−opt = HO2,F−PMI Pv6

L
= HO, 2F−PMI Pv6

HO, 2PMI Pv6
(9)

By replacing Eqs. (3) and (4) in the above equation, we can
obtain the full expression.

(c) O-PMIPv6
All of the data packets in O-PMIPv6 in any scenario go

through the optimal path from the start of the session until
the end of it. This is due to the fact the LR is established prior
to MN performing handover, i.e., attaching to the new net-
work, and therefore from the start of the session. Therefore,
Pnon−opt = 0.

4.3 Results and analysis

Each one of the above discussed performance metrics has
been plotted to illustrate the improvement gained by imple-
menting O-PMIPv6 compared to PMIPv6 and F-PMIPv6.
Table 2 shows the system parameters that have been used
where some of the values are taken from the literature [4,13].

In addition, the control packets sizes for the different pro-
tocols have been estimated as shown in Table 3. The size of
the packets varies depending on the mobility options used.
However, we used the following estimation equation:

Control pkt size = IPv6 header + Mobility header

+Mobility option(s) (10)
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Table 2 System parameters

Parameter Value

Lw/Lwl 2ms / 10ms

Bw/Bwl 100Mbps / 11Mbps

PCR 8

PCMAG 12

PCLMA 24

DMN ,MAG/DCMAG,CN 1 hop

DMAG,LMA/DCMAG,LMA a = 10 hops

DMAG,CMAG
√
N where N is 9–100 cells When
fixed, N = 30 cells

λs 10–100 pkts/s, when fixed it is 50

λh 2–30 pkts/s, when fixed it is 5

q 0.01

Table 3 Control packet sizes

Packet type Packet size

PSPBU 75 bytes

PSPBA 75 bytes

PSH I−FPM I P 57 bytes

PSH ACK−FPM I P 57 bytes

PSLRI 71 bytes

PSLRA 71 bytes

PSH I−OPMI P 71 bytes

PSH ACK−OPMI P 71 bytes

PSRA 80 bytes (IPv6 header + RA packet size with
8 bytes prefix option)

Where IPv6 header = 40 bytes, mobility header = 6 bytes and
the mobility option varies according to the packet (here we
used the minimum required).

4.3.1 Total localized routing handover latency

Two different scenarios are used to evaluate the handover
performance. In the first scenario, the handover performance
is measured against wired link congestion (i.e., the core net-
work). The general congestion level of the network can be
varied by changing the value of the packet waiting delay at
different network nodes. By increasing the packets arrival
rate at any network node, the network congestion increases
from the point of view of queuing system. The results are
shown in Fig. 6a.

In the second scenario, the handover performance is mea-
sured against different number of hops between the major
core network entities affecting handover. This is done by
modifying the number of hops between MAG and LMA
while fixing the congestion level of the network. This is
shown in Fig. 6b.

We can see that O-PMIPv6 outperforms both F-PMIPv6
and PMIPv6 in both caseswhen it comes to the total localized
routing handover latency. This is a huge advantage for O-
PMIPv6 due to the fact that the LR informationwas sent prior
to performing the handover. It can be seen that the network
congestion and the distance between MAG and LMA does
not have a major impact on O-PMIPv6, however the impact
on PMIPv6 and F-PMIPv6 is much larger than O-PMIPv6.
This is due to the fact that all of the O-PMIPv6 packets fol-
low the optimal path between the two MAGs, therefore the
distance between LMA and MAG is irrelevant. In the case
of other protocols, packets that go through non-optimal path
have to go through the path between LMA and MAG. Since
packet loss rate is proportional to the handover latency [16],
similar results or behavior than those illustrated in Fig. 5 have
been obtained. However, the graph for packet loss rate is not
displayed.

4.3.2 Signaling cost

Table 4 shows the signaling cost for each protocol when a
single handover is performed. HO, LR, and total signaling
(TS) are in terms of message exchanged while the total sig-
naling overhead is in bytes. It can be seen that O-PMIPv6
outperforms F-PMIPv6 and PMIPv6 in terms of signaling
cost. This benefit is multiplied when multiple MN perform a
handover simultaneously since the number of signaling mes-
sages adds up.

4.3.3 Network utilization

Two different cases are used to evaluate the LMA utilization.
It should be noted that a longer LMA processing time, as
shown before, is used for the analysis, therefore low number
of nodes and small packet rate is sufficient. This is done for
illustration purposes as a proof of concept since it will be
easier to show the graphs in the previous sections with same
values. Scaling all the above values accordingly to deploy-
ment numbers will yield the same results below.

In the first scenario, there are multiple MNs performing
handover simultaneously. We vary the number of MNs per-
forming handover simultaneously from 1 to 10 MNs. We
assume that each MN is sending packets at the same con-
stant rate to its CN. In addition, we assume that LMA has
already 20% steady utilization due to other factors such as
packets from other sources, processing, etc.

In the second scenario, there is one MN performing a
handover. We vary the MN sending packets rate from 2 to
30 packets/s to its CN. As before, we assume that LMA has
already some steady utilization due to other factors.

It can be seen from Fig. 7a, b that LMA utilization in
the case of O-PMIPv6 is independent of the number of MN
performing a handover and the MN packet sending rate. In
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Fig. 6 Total localized routing handover latency. a Network congestion versus HO2 delay b distance between MAG and LMA versus HO2 delay

Table 4 Signaling overhead
comparison

PMIPv6 F-PMIPv6 O-PMIPv6

HOs 3 5 5

LRs 4 4 0

T Ss 7 9 5

Signaling overhead (bytes) 514 628 372
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Fig. 7 Network utilization. a Number of nodes performing HO versus LMA utilization b MN sending packet rate versus LMA utilization

fact, the LMA utilization is not affected by MN performing
handover. This is again due to the fact that all the packets
go through optimal path which does not have LMA sitting
on.

However, in the case of F-PMIPv6 and PMIPv6, the LMA
utilization increases as the number of MN performing a han-
dover or the MN packet sending rate increases as partial
number of the total number of packets go through non-

optimal path in which LMA sits on (i.e., prior to the LR
setup after the handover is completed).

5 Simulation results

In order to further analyze O-PMIPv6 and compare its per-
formance to PMIPv6 and F-PMIPv6, we simulated the three
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Fig. 8 Default network topology used in the simulation

protocols and acquire the results in a similar fashion as
explained in the previous section.

5.1 Simulation setup

NS2.29with the National Institute of Standards and Technol-
ogy (NIST) mobility extension [20,21] and initial PMIPv6
implementation [1] have been used as a starting point.
PMIPv6 has been modified to include LR and possibility
of handling multiple MN handover. The two remaining pro-
tocols, namely F-PMIPv6 with LR and O-PMIPv6, have
also been implemented. All of the above protocols imple-
mentations have been successfully tested by tracing the data
packets and their timing to make sure that they are following
the correct path from source to destination as expected. The
topology shown in Fig. 8 has been the default topology used
for simulating the above mobility protocols. As can be seen
in the figure, for the sake of simplicity, MAG1 and MAG2
are located 200m apart form each other. Each MAG has 110
m coverage therefore there is a bit of coverage overlap to
allow for all-time coverage. The simulation starts with MN
and CN connected to MAG1. At random number of seconds,
traffic starts going from MN to CN. MN moves at a steady
speed of 20 m/s east towards the coverage of MAG2. This
is enough time to allow MN to establish LR with its CN
prior to its handover as assumed in the mathematical sec-
tion. When MN reaches the full coverage of MAG2 and is
totally disconnected fromMAG1, it stays there till the end of
simulation. The simulation ends after 19 s from the start. It
should be noted that the results were taken from running the
simulation several times, in order to increase the confidence
interval, for each test case where each simulation has packets
generated at random type. The other valueswere kept fixed as
much as possible as stated in each respective section in order
to have a fair comparison with the mathematical model. The

average value for each set of simulations is taken. Also, it
should be kept in mind that a hop refers to a node sitting
in between two network entities. The wireless technology
used is 802.11 and as a result, the L2 handover technology
is specific to NS2/NIST implementation of 802.11 which is
outside the scope of this research.

5.2 LR handover latency simulation

As mentioned in the previous sections, the handover delay
of MN with LR established is the time elapsed from the
timestamp that the last data packet received by CN on the
optimal path prior to MN handover till the first data packet
received by CN after MN handover. The fact that CN is able
to receive the packets successfully on the optimal pathmeans
that MN was able to send the packets successfully and there-
fore, MN handover was completed. The following two cases
are tested for LR handover latency.

5.2.1 Case 1: wired link congestion

The handover performance is measured against wired link
congestion level (i.e., the core network). The congestion level
is varied by inserting extra traffic for external nodes (denoted
as device A, B, C, and D in the figure). The sum of the num-
ber of packets involved in the communications among all
the devices at each core node is varied from 10 pkt/s to 100
pkt/s. Therefore by increasing the packet arrival rate at the
core nodes, the network congestion increases accordingly. It
can be noted that given the above rate, the wired link band-
width utilization due to external packets only is varied from
from 0.08 to 8%. This may not seem a high utilization to
the link, however the processing of these packets at the core
nodes may be the bottleneck depending on the rate and that
what gives the network a sense of congestion desired. The
distance between the MAGs is kept at 5 hops while the dis-
tance between any MAG and LMA is kept at 10 hops. Also,
the packet sending rate of MN is 5 pkt/s where each packet
has the size of 1000 bytes. The result of this test case is illus-
trated in Fig. 9a. As can be seen, the handover delay with LR
for both PMIPv6 and F-PMIPv6 increases as the congestion
of the network increases. This is due to the fact that packets
will start taking the optimized path after the LR is established
which happens following the establishment of localized rout-
ing after the exchange of PBU/PBA. Therefore, the exchange
of these signaling packets take longer time as the congestion
level increases. In the case of O-PMIPv6, the handover is rel-
atively lower as the localized routing is established between
the MAGs prior to performing the handover. Therefore, the
delay faced here is the sum of the L2 attachment delay of
MN to MAG2 and the network congestion. However, this is
still significantly lower than PMIPv6 and F-PMIPv6. It can
be seen that the PMIPv6 and F-PMIPv6 curves don’t exactly
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Fig. 9 LR handover latency simulation. a Network congestion versus HO2 delay, b distance between MAG and LMA versus HO2 delay

overlap, however they are very close to each other. This is just
due to the simulation environment where delays are random
and based on the condition of the network.

5.2.2 Case 2: distance between MAG and LMA

The handover performance is measured against the distance
between each MAG and LMA in terms of hops. The dis-
tance is increased by adding more nodes between MAG and
LMA that do basic routing. The distance between MAG and
LMA is varied from 10 hops to 50 hops. The congestion
level of the network is set by external traffic sending at 50
pkt/s. The distance between the MAGs is kept at five hops.
Also, the packet sending rate of MN is kept at 5 pkt/s where
each packet has the size of 1000 bytes. The result of this test
case is illustrated in Fig. 9b. As can be seen, both PMIPv6
and F-PMIPv6 handover delay with LR increases as the dis-
tance between MAG and LMA. This is for the same reasons
discussed in the previous case. As the distance between the
MAG and LMA increases, the handover delay increases sig-
nificantly because the exchange of PBU/PBA and LRI/LRA
takes longer to be exchanged betweenMAG and LMA. Also,
it can be seen that there is a sharp increase starting fromwhen
the number of hops is equal 20. This is due to the increased
possibility of having higher packet drop rate and retrans-
missions when the distance starts to get big resulting in the
increased delay. In the case of O-PMIPv6, the handover is
relatively lower and is constant. The reason is that the LR is
established prior to handover and the data packet going from
MN to CN sits on the optimal path which is not affected by
the distance between MAG and LMA. It can be seen that the
PMIPv6 and F-PMIPv6 curves don’t exactly overlap, how-
ever they are very close to each other.

5.3 Signaling cost simulation

The signaling cost was calculated by monitoring the number
of signaling packets needed to be exchanged for the pur-
pose of handover of MN and establishing its LR. The results
acquired were focused on the mobility management protocol
related signaling (i.e., IP layer signaling). Therefore, the sig-
naling required to do L2 handover, which is 802.11 specific,
is not considered as it is outside the scope of this paper and
is common to all the protocols. The signaling cost is mea-
sured against the number of nodes performing handover at
the same time. The number of MNs performing handover is
varied from 1 to 10MNs in which all the MNs are communi-
cating with their corresponding CNs. The results of this test
case are illustrated in Fig. 10 and are consistent with the num-

1 2 3 4 5 6 7 8 9 10
0

10

20

30

40

50

60

70

80

90

Number of nodes performing handover at the same tim
e

S
ig

na
lin

g 
C

os
t

PMIPv6+LR
F−PMIPv6+LR
O−PMIPv6

Fig. 10 Number of nodes performing HO versus Signaling cost

123



690 A. Rasem et al.

ber of signaling messages mentioned before (see Table 4).
F-PMIPv6 has the highest signaling cost as it involves the
extra signaling due to the exchange of HI/HACK packets.
PMIPv6 has a lower signaling cost than F-PMIPv6 as it does
not need to exchange the HI/HACK packets. However, O-
PMIPv6 is the lowest in terms of signaling cost, since it
encapsulates the LR information in the HI/HACK packets
which allows considerable savings of network resources and
performance improvement. As the number of nodes perform-
ing handovers increases, the performance gain becomesmore
apparent. This is due to the fact that O-PMIPv6 has the lowest
number of signaling messages that are required to perform
handover and establish LR. This benefit is magnified since
the number of nodes increases as the number of signaling
messages adds up.

5.4 LMA utilization simulation

The LMA utilization during MN handover is measured by
dividing the average data packets arrival rate at LMA over
the LMAaverage processing time. Portion of the data packets
sent by MN when it is attached to the new network follows
the non-optimal path (i.e., through LMA) until the handover
and LR establishment is completed.We are specifically inter-
ested in the LMA utilization over this period to analyze the
influence of different mobility protocols on LMA utilization
in different cases. The following cases have been tested:

5.4.1 Case 1: number of MNs performing handover

The LMA utilization is measured against the number of MN
performing handover at the same time. The number of MN is
varied from1 to10.EachMNis connected to adifferentMAG
(as well as their CNs) as shown in Fig. 11a. All theMAGs are
connected to the same LMA using the same distances. The
introduction of new MAGs is done to minimize the packets
collision over the wireless medium that are sent by MNs and
to reduce any other L2 technology specific effect. In addition,
sinceMAGs are generally slower, wewanted tominimize the
effect of this node being a bottleneck to reduce the effect on
the number of data packets forwarded to LMA and therefore
its utilization. The congestion level of the network is set by
external traffic sending at 30 pkt/s. The distance between the
MAGs is kept at 5 hops while the distance between anyMAG
and LMA is kept at ten hops. Also, the packet sending rate
of MN is kept at 5 pkt/s where each packet has the size of
1000 bytes. The LMA utilization is assumed to start at 20%
due to other processing that is not related to this test or any
mobility protocol, i.e. some of the external traffic is passing
through LMA.

It can be seen that in both PMIPv6 and F-PMIPv6, LMA
utilization is high and increases dramatically given that num-
ber of MNs performing handover increases. This is due to

the fact that portion of the data packets after handover passes
through LMA until LR is established. It can be seen also that
when the number of MN performing handovers is 6 then we
have a relatively high utilization. This is due to the fact that
there was not a lot of dropped packets and few retransmis-
sions which resulted in most of the packets being received
by the LMA. In case of O-PMIPv6, it can be seen that LMA
utilization stays at the default value of 20% independently
of the number of nodes performing handover. This is due to
the fact that LR is established prior to handover, therefore all
the packets sent byMN after being attached to the newMAG
are forwarded on the optimal path. It is worth noting that one
may see that PMIPv6 and F-PMIPv6 curves don’t overlap
each other exactly as expected. The reason is that in the case
of F-PMIPv6, packets sent fromMN are forwarded immedi-
ately fromMAG1 toMAG2 to go on the non-optimal path to
LMA. This process gives high probability of dropping pack-
ets and more steady traffic received by the LMA resulting in
the above utilization. While in the case of PMIPv6, packets
are buffered at MAG1 until PBA is received, then all pack-
ets are forwarded to LMA. This has less number of nodes to
go through and high arrival rate in small period of time at
LMA. This is the reason why utilization is a bit higher than
F-PMIPv6.

5.4.2 Case 2: number of MNs performing handover

The LMA utilization is measured against the host (i.e. MN)
packet sending rate. The packet sending rate is varied from
5 to 30 pkts/s. The congestion level of the network is set
by external traffic sending at 30 pkt/s. The size of any data
packet is 1000 bytes. The distance between theMAGs is kept
at 5 hops while the distance between any MAG and LMA is
kept at 10 hops. The LMA utilization is assumed to start at
20% due to other processing that is not related to this test
or any mobility protocol, i.e. some of the external traffic is
passing through LMA.

The result of this test case is illustrated in Fig. 11b. It can
be seen that in both PMIPv6 and F-PMIPv6, LMAutilization
is high and increases dramatically as the host packet send-
ing rate increases. This is due to the fact that portion of the
data packets after handover passes through LMA until LR is
established and the higher the data packet rate is, the higher
the portion of packets received by LMA is and consequently,
the higher the LMA utilization is. In case of O-PMIPv6, it
can be seen that LMA utilization stays at the default value
of 20% independently of the host packet sending rate. This
is due to the fact that LR is established prior to handover,
therefore all the packets sent by MN after being attached to
the new MAG are forwarded on the optimal path. It can be
noticed here also that PMIPv6 utilization is slightly higher
than F-PMIPv6. This is due to the same reason mentioned in
the previous test case.
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6 Conclusion and future work

Since the design of IP-based mobility management pro-
tocols such as MIPv4, MIPv6, and PMIPv6, their opti-
mization has attracted a lot of interests in the networking
community. Our work shares the same goal. However, in
PMIPv6, the optimization is based on two separate pro-
cedures, HO optimization and LR. By performing these
two procedures independently, some redundancies are intro-
duced with signaling message exchange. Our solution,
called O-PMIPv6, performs these two procedures simulta-
neously.

As shown by the mathematical and simulation results,
implementing O-PMIPv6 gives network operators a huge
improvement to multiple performance factors such as local-
ized routing handover delay, signaling cost, and LMA
utilization. This is extremely crucial in real network deploy-
ment in which highly mobile nodes have localized routing
established with their remote CN. In addition, O-PMIPv6
exhibits higher performance benefits over F-PMIPv6 and
PMIPv6 in term of handover delay and packet loss rate. This
is due to the fact that O-PMIPv6 extends F-PMIPv6 by antic-
ipating LR re-establishment when the need of handover is
initiated. It was proved mathematically and by simulation
that O-PMIPv6 performs better than F-PMIPv6 and PMIPv6
in terms of LR handover latency, signaling cost, and core
network utilization.

Our future work is to study the performance of O-PMIPv6
for a scenario where multiple-LMA PMIPv6 domains are
involved. Another future work is to study the performance of
O-PMIPv6when themobile node is performing inter-domain
handover. This is important as the mobile node may decide
to handover to another domain and its LR will need to be re-

established with minimum performance impact. In the case
of inter-domain handover, the LR setup is involving more
than one LMA and these LMAs may have different policies
for managing their LR as they can be controlled by different
operators.
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