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Abstract With an evolution of Internet and related tech-
nologies such as 4G, and 5G, there is a need of fast response
time for various queries raised by intermediate nodes and
mobile terminals from infra structured-based/less networks.
Although there has been many efforts in the past to address
this issue by using an invalidation report (IR)-based cache
management schemes which reduce the bandwidth require-
ments, and battery consumptions, but when the update rate of
data at the server is high, then most of the existing approaches
have long query latency due to large and fixed size of IRs,
and broadcast time (BT) interval. To address these issues, in
this paper, an adaptive cache invalidation technique (ACIT)
is proposed. In comparison to the previous approaches, the
proposed scheme uses different thresholds update rates for
adaptive IR, and BT intervals. In the proposed scheme, only
hot data updates in IR are recorded which results a less
query delay, and bandwidth consumption. The performance
of the proposed scheme was studied by extensive simula-
tions by comparing it with the other state-of-the-art schemes
using various metrics. The proposed scheme yields 1.5 times
enhancement in query response time with a reduction in IR
size to 25 % in comparison to other existing techniques.
Moreover, there is a reduction of 119.89 % in broadcast
time interval using the proposed scheme.
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1 Introduction

From the last few decades, there has been exponential growth
in the usage of Internet and related technologies for various
applications such as health care, transportations, monitoring,
and surveillance. During this era, various wireless standards
have been developed to reduce the access delay of various
services accessed by the end user. The popularity of different
kinds of portable equipments to access these services from
the service providers has also increased with an aim to pro-
vide an efficient wireless mobile environment where users
can access and use various services with reduced delay. But,
the access delay of these services are dependent on the type
of network being used- wired/wireless, as both these types
of networks have different characteristics which differentiate
these from one another.

A Wireless network has mobile terminals (MTs), access
points (APs), and base station (BS) to provide services to
the end users. But, the MTs are having high mobility, which
leads to dynamic topological changes [1] and peers com-
municate with one another similar to mobile adhoc network
(MANET) [2–4]. There exist a hierarchical architecture in
this environment in which MTs are connected to an AP, which
is connected to a BS, and finally, BSs are connected to server,
which contains the overall data repository for all the opera-
tions performed in this environment. The MTs are connected
via unreliable low-bandwidth communication channels with
the server having frequent disconnections due to power sav-
ing strategies, and mobility [5,6], i.e., this environment has
a slow wireless link having MTs with limited battery power.

From the above discussion, it is clear that access delay
is one of the major challenges in accessing various services
when mobile clients have high mobility in wireless environ-
ment. One of the solutions to reduce the delay is- Caching,
in which frequently accessed data items on the client side are
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accessed to reduce the network traffic to enhance the network
performance. It is one of the efficient techniques to enhance
the network performance in which frequently accessed data
items are placed either in the MTs memory or to the nearest
APs, so that every time MTs need not to ask for data from
the remote server which may cause a long access delay, e.g.,
If data is available in the cache of MTs, then they respond
quickly for any query related to that data. However, data
consistency must be maintained between MTs and servers
to prevent clients from answering to those queries which
are outdated by servers, i.e., which are invalidated from the
server. A data item is invalidated if a query to access the cache
has bee generated from the clients and it has been updated
by the server and clients are still using the old copy of the
same.

There are various types of cache management schemes
for wireless environments which have been described in lit-
erature like time stamping technique (TS) [7] which records
all updates pages for IR and broadcasts it to mobile nodes
(MN).It has fixed size IR. In update invalidation report
(UIR)[8] technique, a smaller fixed size m UIRs are sent
between BT times and at BT time fixed IR sent. In SAS, uses
group invalidation report (GIR) [9] which has longer delays
and IRs. Many of these proposals were based on Invalida-
tion Reports (IR) to handle frequent disconnections [7]. The
server periodically broadcasts IRs to inform the clients of
which data items have been updated during the most recent
past time [10].

Most of the above techniques [7–9] suffer from longer
query delays and large bandwidth consumptions due to the
longer and fixed sized IRs. So in such as case, MTs cant only
reply for query till its cached data is validated by IR, sent
from server. Hence, longer IRs consume more bandwidths
and increase the query response time for MTs. Authors in
[8] has proposed an UIR-based cache technique in which
a server sends UIRs after every L/mth seconds.This send-
ing of UIRs may decrease query response time to the extent
of hit occurrences, due to UIRs on MN. But, this replica-
tion of UIR instead of IR consumes a lot of bandwidth and
also increases the congestion in the network. As it has been
observed from the above discussion that the only update in
data should not be the criteria for it to be included in IR, it
will increase the size of IR and technique can loose its effec-
tiveness. As hot data are accessed more frequently by the
clients, so including hot data in IRs sent from the server can
reduce the size of IRs and at same time it can be an effective
option for increasing the hit ratio. So, author in [11,12] has
proposed another cache invalidation technique (CIT), which
was based on counter to identify a hot data item. For hot data
identification, a counter is maintained for each data item on
server and correct information is maintained so that data item
is cached on each MT, but it generates large overhead when
update rates are more on server. Therefore, these approaches

Fig. 1 Generalized architecture for various locations for cache invali-
dation

may not be suitable when update rate is higher in the wireless
environment.

We have been motivated from our earlier solutions [13,
14], in which we have designed cache management scheme
for peer-to-peer (P2P) mobile clients in vehicular environ-
ments where, the adaptive size of IRs with respect to hot
data was not considered. But, in the current solution, we have
considered this factor in different environment and tested
the performance of the designed scheme using adaptive IR
size for hot data items. In the current solution, IR is divided
into two blocks as-current IR (CIR), and historical IR (HIR).
Depending upon the requirements from MN side, either CIR
or HIR is used. So, IR is adapted as CIR or HIR. Both are
stored as two different objects, CIR is broadcasted to MN and
HIR is stored at BS. If MN is continuously connected and has
not missed any of IRs then it can use CIR as IR. Otherwise, if
it has missed some IRs of last BTs (from 1 to L intervals only,
not more than L) then depending upon the requirements, HIR
is unicasted to MN as IR to invalidate its cache of last BTs
intervals. Hence, adaptive IR works in the proposal as per the
needs of MNs. Figure 1 shows the cache invalidation with
three locations in the proposed scheme. Location 1 is the
place where all the cache contents are placed in the database
repository, location 2 is the place of access point where some
database for some pages can be placed, and finally, it can be
placed in cache of each individual device MN as shown in
Fig. 1.

To address the above discussed problems with respect to
various challenges and constraints, in this paper, we propose
an efficient cache invalidation scheme for mobile environ-
ments with stateless servers having hot data at any time
interval. We have used a similar type of approach for iden-
tifying hot data as used in [15], but we have used a separate
mechanism for checking update rate of data on server, so that
BT for server can be regulated. The usage of adaptive size
of IR reduces the bandwidth consumption in the proposed
scheme. Moreover, we have sent IRs of hot data along with
data itself, so it increases the hit ratio, and reduces the query
response time. The performance of the proposed scheme
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was analysed using extensive simulations which results a
decrease in query latency, and bandwidth consumption.

The remainder of the paper is organized as follows. Sec-
tion 2 discusses the most relavant related work done with
similarity and difference to the current proposal. A detailed
comparison of existing protocols with respect to various para-
meters is also described in this Section. Section 3 presents the
network model and problem formulation. Then, in Sect. 4, a
detailed description of the proposed scheme is provided in
the text. An analytical analysis is described in Sect. 5. Simu-
lation results, and discussion are provided in Sect. 6. Finally,
conclusion and future insights are provided in Sect. 7.

2 Related work

There are a number of research proposals exist in litera-
ture addressing the issue of cache invalidation in wireless
environments. Two of most common strategies for IR-based
cache invalidation are object-based, and group-based. Vari-
ous research proposals in these categories are described as
follows.

Table 1 gives the comparison of the existing protocols
discussed above with respect to various parameters.

Barbra et al. [7] proposed first broadcasting timestamp
(TS)-based effective CIT technique. This strategy was the
first object-based, stateless-server, synchronous IR-based
invalidation strategy. In this strategy, at every time inter-
val equal to L seconds, the server broadcasts an IR. Any
I Ri at time Ti consists of a list of (Oid,T r

d ) pairs, where
Oi d is the identifier of the changed data item and T r

d is the
time stamp of the most recent data item changes, such that
T i − wL < T r

d < T i holds. MN also maintains a variable
Tlb, in which it stores the time of the last IR. In addition,

for each cached data item Oi , it stores the items identifiers
(Oid ) and the timestamp for the item which was last inval-
idated (T c

d ) is kept. When MN receives the I Ri report at
Ti , then depending upon state of MN, following possibili-
ties may occur: Firstly, If MN has disconnected before the
last broadcast time, i.e., Tlb(Tlb < Ti −wL), then it drops its
entire cache because the disconnection time is more than wL,
and all the updates may not be covered in the I Ri . Secondly,
when Tlb! < Ti − wL , i.e., disconnection interval is less
than wL seconds, then MN starts invalidation process. For
all cached data objects, it checks timestamp value with the
I Ri timestamp value. If T r

d > T c
d , then data item is marked

as invalid; otherwise, it is marked as valid. The main advan-
tage of this approach was that the MNs can be disconnected
for a short duration less than w sec and can reconnect again
and can invalidate its cache at next IR broadcast. While It
has a larger latency associated, because for query response,
client has to wait till next IR which may generate extra con-
gestion in the network. The MNs are forced to scan whole
IR regardless of fact that all the cached data are included
in report or not. When update rate increases, the report size
increases significantly and consumes more bandwidth in this
scheme.

Jing et al. [16] proposed a technique which was suitable
where data update rate is less. It uses a bit sequence which
is used to refer a data item. It uses very large IR (object
based) and is hierarchical in nature, so consumes most of the
bandwidth. It may provide effective validation but, there was
a trade off between size & effectiveness in this scheme.

Cai et al. [17] proposed a group-based, synchronizes
stateless-server IR-based cache invalidation strategy. It
improves the communication cost by reducing the size of the
IR. It works with disjoint set of data item in different groups
identified by Gid . It divides the data items on the server into

Table 1 Comparison table of various existing schemes

Protocols Report type Report size Server type Disconnection time False invalidation Query-response Bandwidth used

TS[7] IR(OCI) Fixed Stateless Small No Slow More

BS [16] Bit Sequence Fixed-longer Stateless Longer —– Common Much

GIR [17] GIR Fixed-small Stateless Unlimited Yes Fast Much

UIR [8] IR+UIR Fixed-longer Stateless Long Yes Common More

SCI [18] IR+GIR Longer Stateless Longer Yes Fast Much

CBSFI [11,12] IR(OCI) Small Stateful Unlimited No Fast Little

RIH [19,20] IR+UIR Small Stateless Longer No Fast Much

CBSLI [21,22] IR(OCI) Longer Stateless Longer No Fast Little

SAS [9,23] IR(OCI) Adaptive-longer Stateless Longer No Fast Little

ADD [24] IR(OCI) Adaptive-longer Stateless —– No Very Fast Little

DVD [25,26] IR(OCI) Longer Stateless Unlimited No Common Much

CCI [31] IR(OCI) Longer Stateful Unlimited No Common More

ACIT (proposed) IR(OCI) Small Stateless Longer No Fast Little
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disjoint units called data groups and each group has a unique
identifier, Gid . At each time interval of L seconds, the server
broadcasts GIR in which the reports entity is a data group id
instead of a data item. G I Ri = [Gid , T Sgid ] where, T Sgid

is the timestamp of the most recent update of the group. Dis-
carding the contents are based on invalidation completely. It
does selective tuning to reduce battery consumption. It has
smaller GIR but has a many false invalidations so, may loose
its effectiveness in wireless environment.

Cao et al. [8] introduced a new type of IR report gener-
ation scheme called as UIR. In UIR, the broadcast interval
L is divided into (m−1) sub intervals (m > 0), and UIR is
broadcasted after every L/m seconds. The server broadcasts
an I Ri at Ti containing the history of changes in last wL sec-
onds where,w > 0. IR is an OIR based scheme having data id
and timestamp < Oid , tr

id >, such that Ti − wL < tr
id < Ti

holds. At time Ti,k , server broadcasts the kt h UIR report
denoted by U I Ri,k so, it has different broadcast times for
UIRs. This UIR is a list of data items identifiers which have
been changed after last broadcasted IR. With UIR, when a
client has validated its cache then, it replies fast to the queries
raised by other clients so, response time in this scheme is fast
but, due to number of UIR along with IR broadcast, it con-
sumes more bandwidth. Main disadvantage of this scheme is
that if one IR is lost then, entire scheme collapses and suffers
from false invalidations.

Cao et al. [11,12] presented a counter based state full
cache invalidation (CBSFI) technique.It is a state-full scheme
that uses a counter to identify the hot data. The server broad-
casts the message to all the clients at updations of hot data
items so that it informs new entries of IR to clients, in which
clients pre-fetches the data that are most likely to be used in
future. Server maintains a counter for each data item for each
client. When client requests the data, the counter is increased
by one and if counter reaches equal to or more than a thresh-
old value then, that data is considered as hot data. Client has
to inform the server when it will delete the data from cache, so
that counter can be decreased by one. A cached item register
(CIR) is associated in server with each client to maintain the
state of the client. CIR stores the id of data items cached to
handle server and client failure with disconnections. During
hand offs, this information of client is transferred between
two servers. This scheme has advantage that hot data changes
are recorded in the IRs so, it becomes more effective but, on
the other hand, it is difficult to maintain the cache state which
generates extra overhead resulted in consumption of most of
the resources in this environment.

Cai et al. [18] proposed a hybrid scheme called selective
cache invalidation (SCI) which uses Object-based and group-
based IR. It utilizes the benefits of both object and group-
based IRs and was a synchronous and stateless server type
scheme but, SCI size in this scheme becomes large in this
scheme. Server broadcasts SCI after a fixed time interval

which resulted more bandwidth consumption. Moreover, due
to group invalidation, it suffers from large false invalidation
of data but, due to selective invalidation, query response time
can be faster in this scheme.

Chand et al. [19,20] proposed a technique which was
an improvement over UIR. It was an enhancement of UIR
scheme. While UIR was sending the list of requested pages
after next IR but, RIH sends the list of requested pages by
broadcasting from server in next UIR/IR whichever is earlier.
If client is disconnected for some time then in UIR, it drops
all the contents of cache of client but this scheme being a
state-full approach keeps state of disconnected client so can
validate the contents of the disconnected client as well.

Chin and Wu et al. [21,22] proposed a counter based
stateless cache invalidation scheme (CBSLI). It was a state-
less scheme, so there is no need to maintain cache state of
clients but, it maintains a counter for the data item when-
ever a data item is requested by a client. This counter counts
only the current requests of a data item during the current
broadcast intervals and categorize these as hot or cold as per
the threshold values. So, only hot data item is updated dur-
ing a particular time interval. Clients may pre-fetch the hot
data and will piggyback the id of that hot data with the next
request of data to maintain a counter more accurately. For
the next broadcast interval, counters are again reset to zero.
Hot data is kept in IRs and is broad casted to clients which
increases the effectiveness of this technique. This type of
technique is very effective having smaller IR size and faster
query response time.

Safa et al. [9,23] proposed a Hybrid technique called
as selective adaptive sorted(SAS) Cache Invalidation Tech-
nique, which uses both type of IRs-object and group-based.
It was an improvement over SCI [18] technique as size of
IR increases but, in this scheme, IR was made adaptive and
only on demand of disconnected MNs, historical part of IR is
broad casted to MNs from BS. Only current broadcast time
interval changes are broadcasted to MNs. MNs need to scan
only recent updated pages in IR and it supports longer dura-
tion of disconnected MNs to validate their cache with the
help of HIR stored at BS. Historical changes of interval wL
to WL sec. are covered in this scheme and is used as the dis-
connection time for MNs. Due to its selective, adaptive and
sorted nature, it takes lesser response time for the queries
reply. This scheme reduces the size of IRs as it is dynamic
so, less consumption of bandwidth occurs in this scheme but,
when update rate is high on server and MNs are disconnected
frequently, this scheme becomes unfavorable due to increase
in size of IR and more bandwidth consumptions.

Chuang et al. [24] proposed an adaptive data dividing
scheme (ADD). This scheme reduces the latency time for
query replies. The proposal uses two approaches called as-
Adaptive Broadcast Interval and Hot/Cold Query/Update.
Adaptive Broadcast Interval divides the size of database into
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three different ranges as lower, medium and higher. Dur-
ing one broadcast interval, if the numbers of updates are
in lower range (lesser number of updates) then, broadcast
interval is increased. When updates are in medium range
then, current broadcast interval is suitable and when updates
are in higher range then, broadcast interval is reduced to
get the faster response time. In Hot/Cold Query/Update
approach, Data is divided into 5 different categories as hot
query (HQ), hot update (HU), cold query (CQ), cold update
(CU) and remainder (RMA). According to this classifica-
tion, each group of data is assigned a suitable broadcast
interval. The server broadcasts 5 different IRs with dif-
ferent broadcast intervals with priorities H Q > HU >

RM A > C Q > CU but, it generates an extra overhead
of keeping track of large categories of data items and their
maintenance.

Fatima et al. [24–26] proposed a data validity defining
scheme (DVD). This scheme is efficient in maintaining data
validity after disconnection of MN voluntarily or non vol-
untarily. It was a client initiated cache invalidation scheme.
Client sends starting and ending time of disconnections as
timestamp of query to server and then server sends all updated
data ids during this time interval so that MNs can validate
their cache as per their requirements. There are some other
techniques such as [27–30] for energy efficiency and discon-
nection handling in the literature.

Suno et al. proposed a Cooperative Cache Invalidation
Technique [31]. CCI technique works by cooperation among
different levels of components and neighbors. So, a vari-
ety of Cooperative schemes have been proposed such as-
[32–36]. Lim et al. [31] proposed a Cooperative state-full
approach for wireless network. Some other techniques such
as [37,38] have been proposed for internet-based vehicu-
lar ad hoc networks (IVANETs). The architecture proposed
by the authors has a server and agents for location man-
agement which works together in coordination for cache
invalidation operations. The server and network agents main-
tain a list of data items such that vehicle that acts as mobile
client can access the data item as per their requirements.
As it is a state-full approach so, it can provide unlimited
disconnection times for MTs. So, whenever a data item is
updated, it sends an IR to a home agent (HA) rather than
blindly and directly broadcasting the IR to multiple cells to
increase the congestion. Then, the HA judiciously refines
and re-distributes the IR to appropriate gateway foreign agent
(GFA), where they can answer the validity of a queried data
item, requested from a vehicle. Here, GFAs do not send
the IR to an individual vehicle but, reply a vehicles valid-
ity request by on-demand basis. Since a vehicles location is
implicitly maintained at both GFA and HA, the server can
avoid keeping track of the vehicles current location, which
is in fact a duplicated operation with the location manage-
ment. Also, since a vehicle has a low probability of finding

common data items in adjacent vehicles, broadcasting the
same IRs to different vehicles is inefficient in IVANETs.
So, whenever there is query on MN (Vehicle), it would be
answered by validating the cache with IR multicasted by GFA
so, query response time in this scheme is average but, it has
considerably reduces the number of uplink requests to the
server.

2.1 Gap analysis

As discussed in above section, CIT were widely investi-
gated from different aspects and many research proposals
have been reported in the literature but still following are the
research gaps that needs further investigation:

(I) Only few caching algorithms are stateful and some
are stateless. Being a stateful, there is an extra over-
head of maintaining the cache and client state which
continuously consumes more efforts. Also, stateless
techniques are limited with the disconnection time of
clients (wL seconds).

(II) Size of IRs is a major concern. Techniques reported
in the literature have longer IRs which consequently
consumes more bandwidth for broadcasting IRs. So, it
should be minimized and if required can be increased
for making effectiveness of IR and invalidating the
cache completely.

(III) Most of techniques have covered the updates of data
items of last wL seconds and broadcasting the report
after every L seconds which results in checking of
redundant updated pages resulted in increasing the
response time for queries.

(IV) Almost all techniques have a fixed interval for broad-
casting. So, when update rate is very high then due to
same broadcast interval, size of IR may become large
and limited bandwidth for mobile environments may
become bottleneck for efficiency. Hence, these tech-
niques can loose their effectiveness.

(V) It is observed that the size of IRs is fixed to carry
updated data items, but recent research proposals used
dynamic and adaptive IR reports to utilize them opti-
mally in limited resources environments.

(VI) Only updates in data should not be the only criteria
for being a content of IR. If data is much of use and
is updated only then it should be included into IR, i.e,
if hot data is updated then it must be included into IR
while cold data can be ignored to include in IR which
optimizes the size of IRs and keep the effectiveness of
the techniques.

(VII) Techniques should include some mechanism to inval-
idate the cache of disconnected clients while actively
or passively disconnected by some reasons.
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3 System model

This section illustrates the network model used and problem
definition.

3.1 Network and mobility model

A wireless mobile environment has been categorized into
three groups [39,40] as follows:

– Pure cellular In this architecture, gateways/Access
points are deployed at every intersection. It supports
infrastructure- based services.

– Pure ad hoc It contains only MTs communication without
any centralized control.

– Hybrid It is combination of pure ad hoc, and pure cellular.

In this paper, we have considered a hybrid architecture in
which APs and BS are deployed in such a manner so as to
connect MTs to clients in different network domains. APs
and BSs are the part of distributed service set(DSS) protocol
standard with IEEE 802.11, while MTs are included in basic
service set (BSS). These two are statically connected to data
server (S) as shown in Fig. 2. We also assumed that entire
data resides on server and data updates take place on the
server only. So, BS and AP facilitate MTs to communicate
with clients in different network domains to access various
services to exchange data. So, AP and BS act as gateway
and router for MTs. The entire data locates at server and on
updation of data, server periodically broadcasts an IR report
down in network to BS, which in turn, sends IR to lower
level device such as- AP to MTs. Finally, MTs fetch IR and
validate their cache.

Fig. 2 Network model used

We have considered static components such as- server S,
BSs and APs. Although MTs have mobility but, we have not
considered any hand offs mechanism in the proposed scheme
as same is provided by standard Mobile IPV6 (MIPV6) pro-
tocol, i.e., we have restricted MTs mobility in the range of
their corresponding APs because, mobility is not a signifi-
cant parameter for cache invalidation of MTs while taking
assumption that MNs are continuously connected to their AP.

3.2 Problem formulation

There are various challenges for validating the cache consis-
tency of MNs in a wireless environment. In a MN initiated
cache invalidation approach, MN sends uplink requests to
server to invalidate the cache. So, as the number of MNs
increases, it generates more uplink requests results in gener-
ation of congestion to the uplink channel. For statefull server
approach [10], exact state of clients cache is maintained on
server. So, on any updation of data page on server, it sends an
IR message to client so that it replies to the queries instantly.
Hence, such a technique has better query response time but,
it suffers considerable overhead of maintaining cache state
on server so, lot of energy is consumed in this process. In
state less server schemes [21], there is no extra overhead
for maintaining exact state of client’s cache as IR is broad
casted to MNs. When it is broad casted asynchronously, then
on every update of data, server broadcasts an IR to MNs
which consumes most of bandwidth and keeps MNs active
every time so, MNs consume more energy. Contrary to the
above, when IR is broadcasted synchronously [7], then after
fixed time interval, all updations are sent to MNs through IR
so, for small duration between these events, MNs can sleep
and save power consumption. But, IR sizes became large
if update rate of data is more so, larger IR consumes more
downlink bandwidth. Most of the group-based Invalidation
schemes suffer from false invalidation of cache contents as
they are having larger size of their GIRs which consume more
bandwidth. In counter-based stateless schemes [12], IR was
effective in terms of invalidating cache contents, as it uses hot
updated data only in IR but, their broadcast time was fixed,
i.e., they need to be adaptive depending upon the update rate
of data. So, for cache invalidation scheme, IR need to be
of appropriate size, with less consumption of bandwidth so
that query delay can be minimized. For minimizing aver-
age query response time (AQRT), we proposed an objective
function alongwith constraints defined in Eq.1 as follows.

Minimize{AQ RT }
SubjectT o :

⎧
⎪⎪⎨

⎪⎪⎩

Phit + Pmiss = 1
Phit ≥ Pmiss ≥ 0
0 < Cth ≤ Countdx

1 ≤ C H R ≤ 2
w
2 −1

(1)
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Table 2 Symbols and their meanings

Symbols Meaning

Phit Probability of finding page in cache

Pmiss Probability of page missing from cache

I R Invalidation report

D Total data on server

H Hot data %age

C Cold data %age

dx Data page Id

Page(dx ) Data page dx

CoAM N Care of address of mobie node

CoAAP Care of address of AP

CoAS Care of address of Server

ts Time stamp

tbt Length of current broadcast interval

w No of broadcast intervals for carrying history

tscurr Current time stamp

Urate Update rate of current tbt

Countdx Counter register associated with dx

Uth Update rate threshold value

Cth Counter threshold value

C H R Control history register of w/2 bits

lbt Last broadcast time

M B Working mode bit. (0/1: Normal/Fast)

DR P Data request packet

CacheM N Cache of MN

H I R History invalidation report

L Normal mode broadcast time

wL w Broadcast times

tq , tu Time of query and update

Q Ps Query Processing delay time at server

Q Pbs Query Processing delay time at BS

Q Pap Query Processing delay time at AP

Q Pmn Query Processing delay time at MN

Csize Cache size on MN

Qrate Query rate

Where, countdx is greater that and equal to threshold
counter value of count and CHR is less than 2

w
2 −1 bycon-

sidering higher hit ratio with respect to miss ratio. Table 2
describes various symbols and their meaning used in this
paper.

4 Proposed work

Based upon above issues and challenges, this section illus-
trates the proposed solution to the problems discussed above.
In the architecture discussed in Sect. 3, every MN has cache

memory with it. A Server has all the data D so that all updates
of data items are done only on the server. Server is a stateless
and synchronous in nature. So, a hybrid cooperative scheme
is proposed with adaptive IRs and BT depending upon the
update rate and hotness of the data items on server. Hot data
are identified using similar kind of technique as proposed in
[15], which in turn, provide faster query response time with
less bandwidth consumption. The proposed scheme also has
disconnection time of 0 to wL sec., i.e., upto w BT intervals.
Proposed scheme improves bandwidth utilization by reduc-
ing the report size and the number of uplink requests sent
to the server. The report size is made dynamic and adaptive
as per the needs of a MN by using the hotness of the data
items on the server. Moreover, the proposed scheme over-
comes with the problems of more bandwidth usage and high
query response time of UIR and SAS schemes. The detailed
description of the proposed scheme is illustrated in the fol-
lowing subsections.

4.1 Design and structure

For maintaining the hotness of data on server, we have used a
counter register with every data countdx for counting number
of accesses of dx in tbt . So, we will identify the hotness of
data using similar kind of technique used in [15]. A counter is
maintained to check that how many requests for a data item
have been received at the server in last unit time interval.
Then, control history register ofw bits is maintained to record
historical hotness of data. Then, IRs of only that hot updated
data is created along with data pages dx for tbt which is
sorted as per time stamps. Similarly, report of last (w−1)BT
intervals is maintained without data pages. So IR is divided
in to two parts as- history invalidation report (HIR) of last
(w-1) BT and current IR (CIR) of tbt sec. This IR is sent
to BSs, which divides this IR in two parts of HIR and CIR.
Then, HIR is kept with BS and CIR is sent down to MNs
using AP.

4.2 Detailed description

4.2.1 Hot data maintenance

On the server side, data hotness is maintained which is
accessed frequently by many MNs. So, we have identified
the hotness of data in the proposed scheme similar to the
technique proposed in [15]. Hotness of the data is decided
using two factors- how many requests for a data item have
arrived at the server in last BT interval and recent history of
hotness of data. we define the following.

– Threshold Counter countdx value is compared with a
counter threshold value cth . When any data’s counter
value is larger or equals to cth then, it is included in
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current hot data list, i.e., if (countdx >= Cth) then data
item is considered as hot.

– Historical Recency Data item remains hot during recent
past w/2 intervals. As the hotness of data remains hot
for some period, so we have used control history register
(CHR) of length w bits to keep track of hotness of dx

of last w/2 BT intervals. So, if data was hot recently,
it is kept in hot category. In CHR, every bit shows that
it was hot (1) during that broadcast interval or not (0).
So, if it was hot during recent half of time interval, we
give that data a second chance to become hot, and push
a 0 bit in its history control register and use a mask of
0000011111 to check about recent hotness in CHR. If
after masking, we get a value between 1 to 31 then, we
keep data in hot list for tbt . Hence, a less value indicates
more recently data item listed in hot data list. It helps to
keep the recency (Locality of reference) for the hot data
item. We illustrate this technique using following two
examples.

Example 1 Consider a data counter is not upto threshold
value with w=10 units, L is 20 s. and CHR is 1111010000.
Check if the hot data list or not?

Sol:Mask of 0000011111 is used to check about the recent
hotness of the data item. CHR will be masked by mask regis-
ter value as: 1111010000&0000011111 = 0000010000, it is
numeric 16, which is less than 31 so, we will keep this data in
hot list and push another 0 in CHR by shifting it towards left.
Now, for the next BT if dx is not frequently accessed then, it
will be out of hot data list and as a result after masking, the
value is not between 1 to 31, i.e., there is no recent hotness
of the data item.

Example 2 Consider a data counter is not upto threshold
value with w=10 units, L is 20 s. and CHR is 1111100001.
Check if data will be included in hot data list or not?

Sol:Mask of 0000011111 is used to check about the recent
hotness of the data item. CHR is masked by mask register
value as. 1111100001&0000011111 = 0000000001, it is
numeric 1 which is less than 31 so, it is kept in hot data list
and push another 1 in CHR by shifting it towards left. As
value is very close to 1 so, this is very recent hot data. Hence,
it has more chances to be included into hot data list.

4.2.2 Adaptive IR generation

IR records data ids of hot updated data only for a time period
of current BT, i.e., tbt . So, for time (w − 1)tbt , the data ids
of such hot data with their time stamps are also included
in IR. It keeps historical updations of data on server and
also helps disconnected clients to validate their cache upto
w ∗ (tbt ) times. This IR is broadcasted to BS. Because IR
has only hot data of interval of tbt sec. so, size of IR is

MB <Page(d x),tscurr,  Page(d y) , 
tscurr…    >

<id(dx) , ts > < id(dy), ts > 
…………… 

IR of current Broadcast interval 
(CIR) 

History IR of (w-1)L Broadcast times
(HIR) 

Fig. 3 Invalidation report (CIR+HIR)

optimal and broadcasting it to BS will not consume more
bandwidth.

IR will contain information in 2 blocks- first block stores
information of current BT interval tbt . This block contains
information such as- Data Ids of hot updated data, original
page(dx ) and time stamp. On the Server, update rate Urate

of data pages is tracked which is used to set the mode of
operation of scheme using value of mode bit (MB) as 1 or 0.
In second block, data ids of last (w−1) BT, hot data ids with
their timestamps is stored. These ids are sorted using their
timestamps values, so that while checking of most recent
changes at client side, only unchecked and recent missed IR
information can be checked firstly. When time-stamp of MN
exceeds time-stamp of data items of IR, it will not check that
further so, it is sorted. This sorting of data ids in IR reduces
the validation time to large extent.

The data of Block one is broadcasted to MNs because, it
is the hot updated data from the server and is required by
MNs in near future. Then, uplink and downlink requests are
generated for it. So it is beneficial for MN, if server is sending
some updated hot data and which is invalid in local cache of
a MN then, MN prefetches that data for future uses, which
makes the downlink bandwidth effective and reduces future
uplink & downlink requests for that hot data.

Also, IR is divided in two parts on BS as- Current Invali-
dation Report (CIR) (wL − tbt < ts <= wL), and History
Invalidation Report (HIR) (0 < ts < wL − tbt ). Then BS
sends first block as IR to MNs and real hot updated data
page(dx ) to MNs. Its IR is shown in Fig. 3.

4.2.3 Adaptive BT - fast, or normal mode operations

As server keeps track of update rate of current BT interval
as Urate, so, a threshold value for update rate, Uth is kept.
After this update rate,BT is regulated to smaller intervals and
MB is set to Fast Mode. If update rate is higher then, smaller
BT is kept; otherwise, earlier BT works fine, i.e., L works
by setting mode bit as 0(NORMAL) to keep smaller query
delay. Due to this adaptive BT, the tuning size of IR will not
increase considerably and remains optimal.

Following advantages can be achieved using this strategy:

– Tuning of BT on update rate gives smaller Size of IR.
– Congestion on the network reduces during high update

rates.
– Query reply is faster as BT is reduced.
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4.2.4 Disconnection MN support

As MNs are limited with the battery life so, an energy efficient
scheme is required to support the disconnected operation. For
energy efficiency, MN can disconnect actively (Voluntarily)
or passively (Due to some failures such as link failure).

For active disconnections upto tbt An actively discon-
nected MN reconnects with AP can have its first query for
reply, so, it listens to CIR from AP and current updated hot
data list and validates some portion of its cache and prefetches
that data.

For Passively Disconnected for Longer durations up towL
secs. As data history of last w broadcast times are recorded
and is broadcasted at BS so, if any MN has missed some
IR in sequence that can demand for History IR from AP
which in turn, asks the same from BS and validates the cache
of reconnected active MN. When a MN is disconnected it
records its disconnection time and its reconnection time on
AP. So, after reconnection when MN makes first query for
data then, it listens to CIR from AP and current updated hot
data list to validate some portion of its cache. After that,
it prefetches that hot update data and asks for validating its
cache by sending its start and end time of disconnection from
BS along with the requested data if not validate yet. Then,
server sends all the recorded changes of wL − tbt interval,
to MN using which MN validates its cache and serves for
subsequent requests.

To show the flow of sequences of various activities in the
proposed scheme, the algorithms for network components
such as server in Algorithm 1, Base station in Algorithm 2,
Access Point in Algorithm 3 and Mobile Node in Algorithm
4 are illustrated below. The flowcharts of server is presented
in Fig. 4.Then to understand cache validation process another
flowchart is created that depicts validation process in Fig. 5
and finally query reply flowchart is given in Fig. 6.

Algorithm 1 describes the complete behavior and working
of Server. As input in line number 1, server requires data
like MB bit, BT and BT window w. Then, server generates
IR and response of any requested data. From line no 3–5,
the working and setting up of MB is shown. As depending
upon Urate >= Uth , the mode bit is set (Fast Mode) or reset
(Slow/Normal Mode). Then, lines 6–11 describe how hotness
of data is checked along with accounting of recency of data
hotness. Lines 6 and 7 are used for checking current hotness
based on threshold value of counter and lines from 8–11 are
used for checking recency of hotness upto w/2 last intervals.
In lines 12–13, IR is generated and in 14–16, Data request is
full filled and sent to BS.

Algorithm 2 describes the working of BS component in
ACIT technique. From lines 3–6, Bs is setting tbt as MB and
judiciously dividing IR into CIR and HIR. Then, BS sends
CIR with data and keeps HIR for disconnected MNs, who
have missed some recent CIRs. Lines 7 and 8 show history

Algorithm 1 Server side sequence of operations
1: Inputtbt = {L , 1} , For Normal Mode MB=0 and Fast Mode MB=1,

L > 1 //Working Mode Bit w: Broadcast Time Window & w =
n ∗ tbt . Server Keeps Track of Updation of Data and Update Rate
Urate of current tbt & counter of data items.

2: Output: IR and Requested Data Page.
3: A. Setting Mode of Operation

Urate >= Uth
4: Set MB=1 & tbt = 1 //Fast Mode- Adaptive BT
5: M B = 0 & tbt = L //Slow Mode
6: B. On Updations, Checking for Hot Data.

dx is Updated count (dx ) >= Cth
7: Include in CIR as (dx , tr

x )

8: Maintain CHR by pushing 1 //Checks its CHR Value ((C H R <=
w/2)AN D(C H R > 0))

9: Include it in CIR as (dx , tr
x )

10: Maintain CHR by pushing 0.
11: Push 0 in CHR.
12: C. IR Generation
13: Generate IR after tbt & send to BS with data pages.
14: D. Data Request
15: Receive Data Page Request
16: Send Data Page to BS.

Algorithm 2 Base Station side sequences of operations
1: Input: IR from Server, DRP from AP
2: Output: Requested Data Page, request to server
3: A.Receive IR from Server.
4: Set its tbt as MB bit.
5: Separate its CIR & HIR
6: Broadcast CIR with dx & pages to APs.
7: B. Receives HRP request from AP
8: Sends HIR to AP
9: C. Receives DRP from AP as {< dx ,CoAm >,CoAAP }

Page Found
10: Replies with Data Page.
11: Forward Request to Server as {<< dx ,CoAm >,CoAAP >

,CoABS}
12: D.Receives Data Page from Server as < page,CoAm >

13: Sends it to AP.

request packet demands and response by BS to AP. Then,
in lines 9–11 request for query data handling from AP is
depicted and is sent to upper level to server. In lines 12 and
13, response to requested data page is sent via AP.

Algorithm 3 Access Point Side sequences of operations
1: Input: CIR, Request to server
2: Output: HRP,Data Page
3: A. Receives CIR from BS
4: Broadcast IR to MNs
5: B. Receives HRP request from MN
6: Forwards HRP to BS
7: C. Receives HIR from BS
8: Sends/Unicasts HIR to MN
9: D. Receives DRP from MN
10: Sends Request to BS
11: E. Receives Data Pages from BS
12: Sends it to MN.
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Algorithm 3 describes the steps that AP takes. In lines 3
and 4, CIR is received on AP and is broadcasted by AP to MN.
In lines 5 and 6, request for HRP is handled. In lines 7 & 8, a
HIR is received from BS and it is sent to MN. Then, in lines
9 and 10, received request for data from MN is forwarded to
BS. Lastly in lines 11 and 12, received data is sent to MN.

Algorithm 4 Mobile Node Side
1: Input: Query, CIR
2: Output: DRP, Query Reply.
3: A. MN connects to AP at time ti

(wL − L <= ti <= wL)//Active Disconnection
4: Wait for next CIR & receive pages (1 <= ti < wL − L)//Missed

some IR
5: Call HIR from AP //Passive Disconnections
6: Flush Cache Contents & Receive IR with Data.
7: B. Query generated for dx (dx ∈ CacheM N ) //Hit Occurs
8: Reply with Page(dx )

9: Miss Occurs
10: Generate DRP (dx ,CoAM N ) & Send to AP.
11: C. Receives Data Packet from AP & Replies Query
12: D. Receives HIR from AP
13: Validate Its Cache.

Algorithm 4 illustrates the detailed working of Mobile
Nodes. MN query and CIR are input for which it works and
looks for data request packet or query reply. In lines 3–6, there
is a check on reconnection of MN at ti to confirm that whether
it was active disconnection or passive dis connection in case
MN has missed some recent IRs broad casted by server. In
lines 7–10, steps for query handling are shown. If hit occurs
with a rely and miss ,then generated DRP is forwarded to
AP. Lines 11–13 show that on arrival of requested data from
server, a send request is replied with respect to the generated
query from the clients. Moreover, for passive disconnection
a HIR is received from BS for validation of cache.

5 Analytical model

In this Section, we analyze the proposed cache invalidation
scheme with respect to various parameters such as-average
query response time (AQRT) which consists of two types
of time delays as- id time spent during hit occurrences and
time spent during miss events. Here, the arrival of queries
on MN and updation of data on server are considered as
Poisson’s processes while, their inter-arrival time are taken
as exponentially distributed. A set of notations used are listed
in Table 2.

5.1 Average query response time

Whenever a query is generated on MN, MN accesses IR
for cache validation. The data may be in cache and may be

validated by IR received via BS, AP from server. So, let prob-
ability of data item to be cached is Pcache and probability of
data to be updated during tbt be Pup. Then, consider Phit as
the probability of cached data as valid and Pmiss as probabil-
ity of cached data as invalid. So, Phit = (1 − Pmiss). Hence,
we define AQRT using Eq. 2 as follows.

AQ RT = Phit ∗ (T imeSpent1) + Pmiss

∗(T imeSpent2) (2)

We also assume that total data on the server is D, out of which
H % is hot and C % is cold data, i.e., C = (100 − H)

Let us assume that cache size is Csize % of D. For any data
selected from hot set or cold data set, we have probabilities
as Phot and Pcold where, Phot = (1 − Pcold) holds. Then
probability of data item cached in MN is represented as:

Pcache = Phot ∗
((

Csize

H

)

∗ Phot

)

+ (1 − Phot )

∗
((

Csize

C
) ∗ (1 − Phot

))

(3)

When the cached data is queried after it is being updated
then, it is a invalid data item. Then probability of data item
being updated during tbt to query arrival time where, tu < tq
is given as:

Pup =
∫ ∞

tq=0

∫ tq

tu=0
f(tq) ∗ g(tu) d(tu)d(tq) (4)

Pup = Urate

(Qrate + Urate)
(5)

So Phit can be represented in terms of Pcache and Pup as
given below.

Phit = Pcache ∗ (1 − Pup) (6)

We can write Phit by Eq. 7 as follows.

Phit =
(

Phot ∗
((

Csize

H

)

∗ Phot

)

+ (1 − Phot )

∗
((

Csize

C

)

∗ (1 − Phot )

))

∗
(

Qrate

(Qrate + Urate)

)

(7)

Now, as per Eqs. 3,5,& 7, Phit , and Pmiss have been com-
puted as above. In Eq. 2, we have two time components as-
the time delay during query reply when hit has occurred on
MN cache so, it includes only query processing time of MN,
i.e., Q Pmn . Hence,
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Fig. 4 Server flowchart

T imeSpent1 = Q Pmn (8)

The second component is the time delay occurred during
query reply when a miss for data has occurred. So, request
for data is made to server via AP and BS. Hence, requested
data page is brought back to MN via same components and
the time spent is represented as follows.

TimeSpent2 = (Request Sent on Server Via AP and BS) +
(Response with requested Page via AP and BS).

T imeSpent2 = (Q Pmn + Q Pap + Q Pbs + Q Ps) + n ∗
(Q Pmn + Q Pap + Q Pbs + Q Ps) Hence, we can write

T imeSpent2=(n+1)∗(Q Pmn +Q Pap +Q Pbs +Q Ps) (9)
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Fig. 5 Cache validation flowchart

Fig. 6 Query reply flowchart

Using Eqs. 2, 6, 8 and 9, we can write equation for AQRT
as given below.

AQ RT = (Pcache ∗ (1 − Pup) ∗ Q Pmn) + ((1 − Pcache)

∗(1 − Pup)) ∗ ((n + 1) ∗ (Q Pmn + Q Pap

+Q Pbs + Q Ps)) (10)

Figures 4 , 5, and 6 show flow of sequences of activities
at the server side, for cache validation, and query reply.

6 Performance evaluation

6.1 Simulation settings

To evaluate the performance of the proposed scheme, we
have used the discrete event simulator ns2 [41,42]. We used
considered a scenario consisting of wired and wireless con-
nection with hierarchical addressing. We have taken 10 MNs,
2 APs, 2 BS and 1 server with all data items, in network topol-
ogy considered. In our simulation model as shown in Fig. 7,
we have neither considered mobility nor location manage-
ment of MNs.

We have kept the client with default configurations having
cache, cache manager, and query generator modules as shown
above. Broadcast Manager, Query, uplink Queue use their
basic functionality such as broadcast manager broadcasts the
IR, query module uses MN query to be answered from server,
and uplink queue contain all the up ward traffic from lower
components towards server . When a cache is full, Least
recent cache replacement algorithm is used instead of any
advanced replacement techniques [43]. We have deployed
few more modules such as- update manager module, history
register manager, and hot data selector for IR to enhance the
functionality of server. Following are the functionalities of
different components included in the simulation model.

– Update manager It keeps track of update rate of data
pages and then matches this rate with a threshold value.

– History register manager To keep track of history register
for every data item and manages it for every tbt .

– Hot data selector Selects only hot updated data to be
included in IR.

Depending upon MB value, tbt is set for next broadcast
time. Then, IR is generated and broadcasted to MN. Depend-
ing upon disconnection time of MN, a hit or a miss of data
item occurs. A miss occurs if data item is not found in cache
or data item is marked as invalid in cache. Then, data item
request is sent on an up link and brought from server to cache.
The simulation parameters used in the proposed scheme are
listed in Table 3.

6.2 Results and discussion

To check the effectiveness of the proposed scheme, it was
compared with other state-of-the-art schemes such as- SAS
[9], and UIR [8]. The performance of these three schemes
were evaluated and compared using several metrics such as-
average query response time, IR size, and uplink requests.
Each metric is measured by varying parameters such as object
update rate, and query arrival rate. The results obtained are
illustrated as follows.
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Fig. 7 Simulation model used

Table 3 Parameters used and their values

Parameter Default value

Number of mobile nodes, n 10

Database size, D 1000 data items

Cache size, Csize 200

Broadcast window size, w 10

Broadcast time, L 20 s

UIR times, m 4

Data id, dx 32 bits

Data size 2048 bits

Time stamp size 64 bits

Query arrival rate (Poisson’s Dist.), Qrate 2 queries/s

Object update rate(Poisson’s Dist.), Urate 5 objects/s

Distribution of query arrival times exponential

Distribution of update arrival times exponential

%age of hot data items, H 10 % of D

% age of cold data items, C 90 % of D (Remainder)

Topography 670 × 670 m

Simulation time 1000 s

Routing protocol DSDV

No of BS 1

No of AP 2

No of server 1

6.2.1 Effect of object update rate

When object update rate increases on server, then cache miss
ratio also increases on MN side because most of the requested
data items stored in the MNs cache are invalid. Also, the num-
ber of uplink requests sent to server increases, which results
an increase in the average query response time and size of
IR reports. Hence, there is an increase in bandwidth con-
sumption. This occurs in both UIR and SAS techniques but,
in our proposed scheme, we have update manager module

Fig. 8 Variation of average query response time with object update
rate

on server which keeps track of updation data rate and set
mode bit as MB = 0( for normal operation) and MB = 1(for
fast operation). In the proposed scheme, IR is adaptive as it
is having only hot data inside it so, size of IR is not increased
considerably because, all updated data are not included in
IR. Depending upon MB status, broadcast time of proposed
scheme is set. Hence, during higher update rate, IR is gen-
erated and broad casted after shorter interval of time which
results in small query response time. Only updated hot data
pages are sent to MN so more hits occurs and fast query
response time is achieved. Where HIR is stored on BS which
can help disconnected MNs to validate their cache beyond
the BT boundaries by making a demand from BS for HIR.
The uplink requests are sent only for cold data query requests
with reduced frequency in the proposed scheme which results
a reduction in uplink requests.

– Impact on average query response time-(AQRT) Fig. 8
shows the variation of an average query response Time
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Fig. 9 Variation of size of IR using object update rate

with Object Update rate of UIR, SAS and adaptive cache
invalidation technique (ACIT). All the schemes have
lower AQRT for smaller values of object update rate.
But, it increases with an increase in Object Update rate
in all the schemes. AQRT increases sharply in case of
UIR because, with such larger update rates, the data in
cache becomes invalid and more uplink requests are sent.
In SAS, with higher update rates, the AQRT becomes
larger due to longer IRs and HIR data. But, in ACIT, the
variation of AQRT is not sharp as it has fast travel of IRs
to MNs so, queries can be replied instantly with updated
page as data is sent along with IRs.

– Impact on IR report size Fig. 9 shows an impact of IR
size on server. As size of IR becomes large with higher
update rates then, there is large consumption of net-
work resources such as bandwidth and memory. In SAS,
carrying history of updates of data in IR, to facilitate dis-
connected MNs, makes size of IR larger which resulted
a large consumption of resources of the network.Same is
case with UIR, as a number of UIR reports are generated
along with IR report which significantly increases the
size of IR report. But, in ACIT, only updates of hot data
items are kept in IRs along with small historical updates
information which resulted a smaller size of IRs. More-
over, when update rate goes higher from threshold update
rate then, due to fast mode working, IRs are broadcasted
faster so, query access delay is reduced in the proposed
scheme.

– Impact on no of uplink requests In Fig. 10, with higher
update rates, data in cache becomes invalid in case of UIR
and SAS. So, more up-link requests are sent on server to
validate a cache data. But, in case of ACIT, as update
rate becomes higher, its BT is adapted and IRs reached
at MN faster so, cache is invalidated and mostly hot data
is pre-fetched by MN so, lesser uplink requests are sent
to the nodes in the hierarchy.

Fig. 10 Number of uplink request using object update rate

Fig. 11 Variation of BT using data update rate

– Impact on broadcast times As shown in Fig 11, BTs
are fixed in UIR and SAS schemes but, it is adaptive
in ACIT. BT is more when update rate is small and
becomes smaller when update rate becomes more. This
adaptive nature of of BT helps the proposed scheme to
carry smaller IRs with higher update rates.

6.2.2 Effect of query arrival rate

To evaluate the performance of the proposed scheme, we have
varied the query arrival rate using metrics such as AQRT and
Uplink Requests. Results obtained are discussed as follows.

– Impact on average query response time Fig. 12 shows
impact of query arrival rate on AQRT of UIR, SAS
and ACIT strategies. Query arrival rate is varied from

123



An adaptive cache invalidation technique for wireless environments 163

Fig. 12 Average query response time with respect to query arrival rate

2 queries per sec. to 4 queries/sec. for each MN. Then,
their AQRT is recorded and analyzed. For lower query
arrival rates upto 1 query per sec, AQRT of UIR and SAS
increases, but due to hotness of the data item, queries
are replied by cache copy of data on MN so, smaller
query response time occurs in the proposed scheme. As
there are less miss in ACIT so, less AQRT achieved with
more query arrival rates in the proposed scheme. With
lower query arrival rates, the probability of requesting
a cached data which is updated on server becomes very
less. When query arrival rate reaches 2 queries/sec. then,
performance of UIR degrades due to more misses so,
queries are replied from server by an uplink request. For
SAS, queried data is looked with large IRs and histo-
ries so, more time is consumed in getting the reply for a
query. Hence, ACIT has outperformed other two schemes
as, most of queries are answered from local cache which
results a less query response time in the proposed scheme.

– Impact on uplink Requests Fig.13 shows the uplink
requests increases as the number of queries increases
because, there is very less probability of queried data
to be found in cache and being validated in UIR and SAS
schemes. But, in ACIT, there are higher chances of locat-
ing the queried data in cache because, only hot data is kept
in IRs and in cache. So, for UIR and SAS, as the need
of queried data is raised, number of misses occurs more
frequently. So, more uplink requests from MNs are sent
for getting the requested data from the server. Therefore,
more number of uplink requests in UIR and SAS are gen-
erated but, in ACIT number of uplink requests are very
less which results an enhancement in the system perfor-
mance.

Table 4 shows the percentage improvement of proposed
scheme in comparison to UIR and SAS schemes with respect

Fig. 13 No of up link request with respect to query arrival rate rate

Table 4 Percentage improvement of ACIT over other existing schemes

Metrics In comparison with
UIR[8]

In comparison with
SAS[9]

AQRT 1.9 times faster 0.7 times faster

IR size 34.2 % smaller 24.69 % smaller

Up Link Requests 44.35 % lesser 20.64 % lesser

Broadcast Times 119.89 % lesser 119.89 % lesser

to parameters AQRT, IR size, Uplink requests and broadcast
times.

7 Conclusion

In this paper, we proposed a new cache management scheme
called as- “Adaptive Cache Invalidation Technique (ACIT)
for Mobile Environments” that overcomes the higher query
response time and more number of up link requests problem
found in the existing state-of-the-art schemes in literature.
Our strategy included only hot data updates in IR to reduce
the size of IR which helped in better utilization of bandwidth,
and number of hits. The proposed ACIT has historical data
with timestamps of w BT intervals for disconnected MN. So,
MNs can sleep or disconnect to save power consumption in
the proposed scheme. The proposed scheme works in fast
mode with updated IR and broadcast time when update rate
is higher than a predefined threshold value which results in
having faster query replies. Due to inclusion of hot data in IR,
cache contains only hot data content so, queries are replied
from cache which reduces the number of uplink requests. To
evaluate the performance of ACIT, exhaustive simulations
were performed by varying the parameters such as- update
rate, and query arrival rate, and observed their impact on
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AQRT, IR report size, uplink requests and broadcast time.
Results obtained show the effectiveness of proposed ACIT
scheme over other state-of-the-art schemes such as UIR, and
SAS.

In the future, we will test the performance of the proposed
scheme in environments where mobility rate is higher. Also,
security aspects of the proposed scheme would be evaluated
with respect to different network threats presented in the net-
work.
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