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Abstract Nowadays, cloud computing becomes a popular
technology which combines resources of numerous physi-
cal computers and servers to perform distributed computing.
The main benefit of cloud computing is that this technol-
ogy decreases computing costs and infrastructures, allowing
much more efficient computing. Through a portal, users sub-
mit working tasks and receive the results without assigning
to specific servers. Nevertheless, the computers of users and
enterprises are located in cloud, and arbitrary clients can ran-
domly log on and take private data away. Thus, the cloud
security becomes a significant subject. In this paper, we
exploit the threshold crypto sharing (Desmedt and Frankel
in Advances in cryptology—CRYPTO’89, 1990) with group
signature mechanism to secure transmitted data. During map
and reduce phases, this mechanism can protect the divided
and merged messages from being tampered with. Addition-
ally, this study exploits a virtualmachine platform to simulate
cloud computing environments and then perform security
operations. Experimental results show that the mechanism
presented has lower cost comparing to other existing ones
and very promising its application in cloud environments.
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1 Introduction

Map/Reduce mechanisms in cloud computing are proposed
by Google, which are based on hundreds or thousands
of unreliable computers and servers providing computing
cycles concurrently, and comprises three kinds of roles,
including Mapper, Reducer and Master computers [1]. The
role of Master computer takes charge of acquiring demand
duties from clients, separating duties into several operations,
and appointing operations to the related Map and Reduce
computers. As a Master computer accepts Map/Reduce
duties from remote users, then assigns Mapper and Reducer
computers to cooperatively execute Map/Reduce operations.
Figure 1 depicts themap and reduce operation and framework
[2,3]. Additionally, programmers need to specify the paral-
lel procedure, and write Map/Reduce applications to execute
computing on several computers in the cloud framework.
Finally, every Reducer gathers the temporary data coming
from Mappers, and then assembles the piece of data into an
entire data [4].

Since theMaster computer takes charge of decidingwhich
members to execute the Map and Reduce functions, and
assigning the Map duty to the Mapper computers. Subse-
quently, theMaster computer separates the received data into
numerous datagram. At the end of computing, each Mapper
stores the intermediate data into its storage. Subsequently,
Reducer computers obtain the intermediate data from Map-
per computer, and execute reduce operations to combine
intermediate data into an entire data.

However, the entire infrastructure lacks secure opera-
tions to protect the transmitting data among the Master,
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Fig. 1 The operation stages of Map and Reduce

Mappers and Reducers. Therefore, the infrastructure cannot
ensure data confidentiality. Besides, the entire infrastructure
lacks authentication mechanism to ensure the identification
of each other. A malicious computer probably imperson-
ates a Mapper (Reducer) or declares that itself is a Master
(Mapper/Reducer). Subsequently, it initiates a Map/Reduce
operation to perform spoofing attacks.Moreover, during data
transmissions, there are no mechanisms to ensure the data
integrity. Mappers and Reducers probably modify or send
incorrect messages to each other. Eventually, users obtain an
incorrect result [5,24].

Another important issue, the operation in cloud is distrib-
uted across the Internet and difficult to implement related
experiments. Thus, we construct a virtual machine archi-
tecture to simulate the cloud environment and execute
map/reduce operations. Additionally, this study exploits
threshold secret sharing and group signature schemes to
secure data transmissions and achieve secure Map Reduce
operations. This paper focuses on how to strengthen secure
Map/Reduce functions, and exploits the threshold crypto
sharing with group signature schemes to achieve the above

purpose. Additionally, the hash message authentication code
(HMAC) is an efficient mechanism to validate the data
integrity during transmission. Therefore, we develop sev-
eral mechanisms to enhance secured data transmissions and
ensure the identification of participators.

The organization of this paper is constructed as follows.
Section 2 presents the mechanism of threshold crypto shar-
ing. The secure group signature scheme is depicted in Sect. 3.
The mechanism of securing Map/Reduce data transmission
is proposed in Sect. 4. Analyses of the computing evalua-
tion and simulation results are described in Sect. 5. Section
6 draws the conclusions and future work.

2 Mechanism of the threshold crypto sharing

Nowadays, in cloud computing, majority of operational envi-
ronments are constructed on virtual machine frameworks to
execute concurrent computing, as depicted in Fig. 2. In our
research, we specific that a virtual machine (VM) titled PKI
VM performs the Master role, and numerous VMs execute
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Fig. 2 The framework of virtual machine in cloud environment

Fig. 3 PKI in virtual machine framework

the role of Reducers, while some VMs play the role of Map-
pers. Figure 3 depicts the public key infrastructure (PKI)
in virtual machine framework. For the purpose of achieving
secure cloud computing, this study enhances the threshold
crypto sharing mechanism and exploits the group signa-
ture scheme to protect the data transmission. The proposed
scheme concentrates on strengthening the secure capability
and reducing the vulnerability of the cloud computing. In
this study, we abandon the centralization authority server,
and spread the operations of authorization among numerous
VMs. Thus, this mechanism can achieve fault tolerance and
avoid a single point of failure. In the early stage, the sim-
ilar ideas have been presented in different fields, but this
mechanism is well suited to be adopted on cloud computing
environments.

In cloud computing, this study would like to equip with
perfect secret and fault tolerance abilities. Therefore, we
determine to adopt a threshold crypto scheme [6,7]. In a
(n,m) threshold crypto scheme, it permits n Mapper VMs
collectively to perform a crypto operation and generate a
secret. In case, the secret is damaged. Any m Mapper VMs

(Sh2) (Sh3)
PKI VM 

SK (Shn)
VM1
(Sh1)

VM2 VM3 VMn

Fig. 4 A (n, 3) threshold crypto secret sharing recomputes the system-
secret-key SK

collectively execute the recovery operations, and then obtain
the original secret. However, a maximum of m − 1 Mapper
VMs cannot recover the secret. In another word, the system-
secret-key SK is the secret, andSK can be recovered by m
Mapper VMs.

This study would like to assure that the operations can
endure m − 1 compromised Mapper VMs. Therefore, we
adopt a (n, m) threshold crypto scheme, and separate SK into
n shadows, such as Sh1, Sh2, . . . , Shn , named crypto shar-
ing keys, and finally everyMapper V Mi owns a shadow Shi .
For example, a (n, 3) threshold crypto scheme is depicted in
Fig. 4. The accurate Mapper VMs (1, 3 and n) deliver their
own crypto sharing key Shi to the dealer PKI VM. In case,
the other Mappers V Mi (i �= 1, 3 and n) decline to deliver
their own crypto sharing key. The PKI VM instantly recom-
putes the system-secret-key SK from Mappers V M1, V M3

and V Mn . But, the maximum of two compromised Mapper
V Mi cannot compute SK, even if they conspire, since they
only have two partial crypto sharing key.

Afterward, this study exploits the crypto sharing scheme
on secure Map/Reduce functions. At the beginning, the PKI
VM computes the system-secret-key SK. Subsequently, PKI
VMseparates SK into n shadows, such as Sh1, Sh2, . . ., Shn .
Initially, the PKI VM takes charge of assigning n shadows
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to n Mapper VMs. At the end of the assigning operations,
each Mapper V Mi has a shadow Shi . Even if the whole
system breaks down, the substitute PKI VM can recompute
the original system-secret-keySKvia gathering k−1 shadows
from the Mapper V Mi .

In our proposed crypto sharing mechanism, we denote the
system key pair as (PK, SK), which is generated by the PKI
VM.Moreover, SK represents the system-secret-key, and PK
indicates the system-public-key. When a computer departs
or joins the system, which needs to recompute a new sys-
tem key pair (PK, SK) via PKI VM using the aforementioned
mechanism. After regenerating (PK, SK), each Mapper V Mi

receives the renewed PK, and the system separates SK into
n shadows, such as Sh1, Sh2, . . .., Shn , via the crypto shar-
ing mechanism. The PKI VM unicasts Shi to the Mapper
V Mi using a secure transmission way. After receiving, the
Mapper V Mi owns a key pair (Pchi , Shi ) for further com-
munications, and SK is shared by random Mapper VMs via
a crypto polynomial f (x). In case, the polynomial f (x)’s
degree is m − 1, then any m Mapper VMs has the ability to
regenerate the system-secret-key SK via Lagrange Interpola-
tion. However, the vicious Mapped VMs likely disclose SK,
when any numbers of Mapper VMs is not more than m, they
can reconstruct SK. At the beginning, the PKI VM calculates
the system-secret-key SK = Sd , and arbitrarily chooses a
polynomial f (x) with degree m − 1, f (x) = Sd + f1x +
· · · + fk−1xm−1, where Sd and fi (i = 1, 2, . . . ,m − 1)
are not more than arbitrary prime p. Besides, f (0) = Sd

mod p indicates the system-secret-key. As this study men-
tioned above, every Mapper V Mi (i = 1, 2, . . ., n) owns a
shadow Shi = ( f (V Mi ) mod p). When m Mapper VMs
(V M1, V M2, V M3. . ., V Mm) would like to regenerate the
system-secret-key SK, we can infer it from the following
equation

Sd ≡
[

m∑
i=1

Shi•lVMi (0)

]
mod p ≡

[
m∑

i=1

SKi

]
mod p,

where the Lagrange Coefficient is lV Mi (x) =
m∏

j=1, j �=i
(x−V Mj)

(V Mi −V M j )
. By Lagrange Interpolation, every share owner

V Mi has the ability to compute SKi via its own Shi , and the
Sd(= SK ) can be regenerated from the following equation

Sd =
[

m∑
i=1

SKi

]
mod p.

Since enemies probably intrude into m or more Mapper
VMs in sufficient time. In order to protect the crypto shar-
ing system from attacks. The crypto sharing system needs
to be renewed periodically with various polynomials via a
predictive approach. Therefore, we infer a new polynomial

fm+1 from fm, fm+1 = fm + gm , where gm is an arbitrary
polynomial with degree (m − 1), and the renew crypto shar-
ing fm+1(Mpi ) = fm(V Mi ) + gm(V Mi ) has the ability
to recompute the system-secret-key Sd . In case, a Mapper
V Mi ’s shadow is disclosed or expired, then theMapper V Mi

is regarded as an insecure member. Thus, Master saves the
identification of the Mapper V Mi and its shadow key into
the certificate revocation list (CRL) by an insecure factor,
and then delivers this information to the other Mapper VMs.
After receiving the information, the Mapper VMs store the
identification of the charged Mapper V Mi into their revo-
cation list and reduce its secure ranking. When a Mapper
V Mi obtains m charges from other Mapper VMs convict-
ing of its insecure actions, then the Mapper V Mi will be
refused to cooperate with. According to the above mecha-
nism, the PKI VM has the ability of fault tolerance. When
the PKI VM breaks down or any m Mapper VMs accuse it of
insecure actions, this system selects another PKI VM among
VMs. Subsequently, the PKIVMcollectively recomputes SK
through mshadows Sh1,Sh2, . . ., Shn in the rest of Mapper
VMs, and then the system operates regularly.

In cloud computing environments, since the system can-
not ensure which Mapper/Redurer V Mi will join or leave
the operations, and therefore our scheme provides a dynamic
mechanism to reconstruct the SK efficiently. Subsequently,
we integrate the secret sharing key into secure data trans-
missions to perform Map/Reduce functions. During the data
transmission, this study exploits the receiver’s shadow Shi to
sign and cipher the delivered data. Subsequently, the sender
delivers the results to the receiver. Once the Mapper V Mi

receives the delivered data, V Mi verifies the accuracy of the
secret sharing key Shi and decrypts the encrypted data. Addi-
tionally, the cloud computing environments include many
participants. In order to ensure the identification of each other
and protect the transmitted data, this study adopts group sig-
nature to ensure accuracy of the collective computing data.
The detailed description is presented as follows.

3 Secure group signature

3.1 Trusted (n,m) threshold group signature scheme

This section introduces a group verification mechanism to
enhance the security of cloud computing environments. We
exploit Shamir’s (n,m) threshold scheme and specific mod-
ule operations [8,25]. Meanwhile, the PKI VM plays the
role of trusted key center (TKC) also is responsible for deter-
mining common parameters, including all private keys for
member VMs. The related parameters are as follows:

This system selects a big prime number p between 2511

and 2512. Additionally, p − 1 is divisible by q which is a
prime between 2159 and 2160. Subsequently, we choose the
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coefficient {ax , x = 0, 1, 2, . . .n − 1} of the polynomial
f (x) = a0 + a1 + · · · + at−1xn−1 mod q, ax ∈ [1, q − 1].
Besides, g = n p−1/q mod p > 1, where n is a random num-
ber and g is a generator with series q in G F(p), and {p, q, g}
is public and {ax } is private.

Subsequently, the PKI VM chooses the y = g f (0) mod p
as a public key for the group, and chooses a public value xi

and the f (xi )modq as a private key for eachVMi. Eventually,
the PKI VM calculates yi = g f (xi) mod p for each V Mi as
the public key.

Mapper VMs (m1,m2,m3, . . .,mn) have to represent the
group of VMs (m1,m2,m3, . . .,mm) to sign the Data. As
each mx receives a partial message (DataSegi ) from the PKI
VM, mx [1 � x � n] signs the DataSegi . Then mx chooses
an integer ti ∈ [1, q − 1], calculates wi = gti mod p as
the commitment, and broadcasts {wi }(i = 1, 2, 3, . . ., n) to
the other my[y �= x]. After broadcasting, each Mapper VM
calculates its

w =
n∏

i=1

wimod p, (1)

and uses its private key f (xi )mod q and ti to sign DataSegi .

DataSigni = f (xi )DataSeg
′
⎛
⎝ n∏

j=1, j �=i

−x j

xi − x j

⎞
⎠

− tiw mod q

(2)

Here, {wi , Datasigni } is a personal signature, and satisfies
DataSegi

′ = f (DataSegi ). When {wi , DataSigni } is deliv-
ered to the PKI VM (TKC), the PKI VM uses each V Mi ’s
public value xi and public key yi according to the following
equation to verify the personal signature {wi , DataSigni }:

y
DataSegi

′
i

⎛
⎝ n∏

j=1, j �=i

−x j

xi − x j

⎞
⎠ = ww

i gDataSigni mod p (3)

As the PKI VM receives each DataSigni and verifies n
signatures of VMs, then merges each V Mi ’s signature,
wi and Datasigni (i = 1, 2, 3, . . ., n) into a group sig-
nature {w, DataSign}, where DataSign = DataSign1 +
DataSign2+DataSign3+· · ·+DataSignn mod q. Therefore,
if any unauthorized VM join theMap/Reduce operations, the
group signature results will be incorrect. Therefore, this sys-
tem can verify whether the reduced data is modified during
the transmission.

3.2 Verification of the (n,m) group signature

This section presents how to verify the correctness of a
group signature in the VM cloud computing environment.

Initially, the PKI VM announces a public key y for the group
member VMs, which is used to verify the group signature
{w, DataSign} of the transmitted data. The verification equa-
tion is yDataSegi ′ = wwgDataSignmod p. In case that the above
equation is true, and the group signature {w, DataSign} can
be correct.
Inference
Since each VMi ’s signature {wi , DataSigni } satisfies the fol-
lowing equation.

y
DataSegi

′
i

⎛
⎝ n∏

j=1, j �=i

−x j

xi − x j

⎞
⎠ = ww

i gDataSigni mod p. (4)

According to the Eq. (4), if we multiply the above equa-

tion n times (i = 1, 2, 3, . . .n), then replace y
DataSegi

′
i(

n∏
j=1, j �=i

−x j
xi −x j

)
with ww

i gDataSigni mod p. We can infer the

following equations.

n∏
j=1

y
DataSegi

′
i

⎛
⎝ n∏

j=1, j �=i

−x j

xi − x j

⎞
⎠

=
n∏

i=1, j �=1

ww
i gDataSignimod p. (5)

Subsequently, this study uses Eqs. (1) and (2) to verify
whether yDataSegi

′
is equivalent towwgDataSignmod p. Even-

tually, the Eq. (8) indeed satisfies the results.

gDataSegi
′

i∑
i=1

f (xi )

n∏
j=1, j �=i

−xi

xi − x j
mod p

=
⎛
⎜⎝

(
n∏

i=1

wi

)wg
n∑

i=1
DataSigni

mod p (6)

gDataSegi ′ f (0) = wwgDataSignmod p (7)

yDataSegi ′ = wwgDataSignmod p (8)

From the above inferences, we can verify the accuracy of
the group signature, and prevent the impersonation, modifi-
cation, DoS, and repudiation flaws (among many others).

4 The secure data transmission mechanism on
map/reduce

During the operation of Map/Reduce, the system likely runs
into vicious assaults [11,12]. Therefore, the system needs to
secure the whole operations among Mapper VMs, Reducer
VMs and a PKI VM. Additionally, the system has to assure
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Fig. 5 The detailed procedure of the identification verification and secured Mapping/Reducing stages

the participating Mapper VMs are totally secure, and keep
vicious nodes from imitating the Mapper VMs. Besides, the
ReducerVMs rebuild thewhole data via the intermediate data
coming fromMapper VMs. The Reducer VMs have to assure
the integrity of received data and correct identification of
Mapper VMs to evade obtaining tampered message. There-
fore, this study uses the threshold crypto sharing mechanism
and group signaturemechanism to protectMap/Reduce func-
tions. Figure 5 depicts the secure Map/Reduce operations,
and the following description presents the detailed processes.

4.1 Mapping stage

Stage 1: Initially, as the PKI V Mmaster obtains a user’s
demanding, it determines which Mappers will take part in
the operations, and then sends the appointed duty to Map-
per V Mi . In order to assure the correctness of the identity of
the demander PKI V Mmaster , the PKI V Mmaster must sign
the request, the identification I DP K I−V Mmaster of PKI V Mi

and data segment DatasSegi , for subsequent verification on
the identification of the PKI V Mmaster . Subsequently, the

PKI V Mmaster delivers the entire result to the Mapper V Mi .

[Req|I DP K I−V Mmaster , DataSegi ]Sig−of −P K I−V Mmaster

Once obtaining the requisition, theMapper V Miuses the PKI
V Mmaster ’s public key to validate the correctness of the iden-
tification of the PKI V Mmaster , and signs the confirmation
message of reply, the identification I Dmapper−V Miof Map-
per V Mi and the data segment {wi , DataSigni }.

[Rep|I Dmapper−V Mi , {wi , DataSigni }]Sig−of −mapper−V Mi

Stage 2: Afterward, the PKI V Mmaster uses a hash func-
tion to compute the HMAC(Datasegi ) of the data seg-
ment DataSegi , and then accumulates the identification
I Dmapper−V Mi of Mapper V Mi , orignal data segment
Datasegi , T imestamp, and partial group signature results
as {wi , DataSigni }. Finally, the PKI V Mmaster uses the
receiver’s crypto sharing key Shi to sign the whole data.
Subsequently the PKI V Mmaster delivers the entire signa-
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ture data to the Mapper V Mi .

[Shi , [I Dmapper−V Mi , Datasegi , T imeStamp,

{wi , DataSigni } ‖ H M AC(Datasegi )]]Sig−of −Shi

As the Mapper V Mi obtains the delivered message, the
Mapper V Mi deciphers the ciphered message, validates the
integrity of HMAC(Datasegi ), and determines the correct-
ness of the crypto sharing key Shi .

4.2 Reducing stage

Stage 3: When a Reducer V Mx obtains an appointed duty
coming from the PKI V Mmaster , and to be asked executing
the reduce process. In order to assure the correctness of the
demander, the PKI V Mmaster has to sign the request data, the
identification I DP K I−V Mmaster of PKI V Mmaster , and the
delivered information I n f oreq for subsequent verification on
the PKI V Mmaster ’s identification.

[Req|[I DP K I−V Mmaster , I n f oreq ]]Sig−of −P K I−V Mmaster

Once a Reducer V Mx obtains the delivered message, the
Reducer V Mx validates the PKI V Mmaster ’s identifica-
tion via the PKI V Mmaster ’s public key. Subsequently,
the Reducer V Mx signs the reply data, the identification
I Dreducer of the Reducer V Mx , and the delivered message.

[Rep|I Dreducer−V Mx , I n f orep]Sig−of −reducer−V Mx

Stage 4: Continually, a Reducer V Mx obtains the delivered
data segment with signature {wi , DataSigni(i=1∼n)}, T ime
Stampi(i=1∼n) and sequential number Seq Noi(i=1∼n) [9,10]
from theMappers V M(1∼n), which are ciphered by theMap-
per V Mi ’s crypto sharing key Shi .

Mapper V M(1∼n) → ReducerV Mx

[{wi , DataSigni(i=1∼n)},
T imeStampi(i=1∼n), Seq Noi(i=1∼n)]Sig−of −Shi

Stage 5: Once the Reducer V Mx obtains the delivered data
segment from the Mappers V M(1∼n), the Reducer V Mx

demands theMapper V Mi ’s corresponding public key of Shi

from the PKI V Mmaster for later deciphering the delivered
data.

Reducer V Mx → PKI V Mmaster

[Req|PubShi ]Sig−of −Reducer−V Mx

Stage 6: A Reducer V Mx obtains the Mapper V M(1∼n)
′s

corresponding public key of Shi from the PKI V Mmaster .

PKI V Mmaster → Rudcer V Mx

[Rep|PubShi ]Sig−of −P K I−V Mmaster

Finally, a Reducer V Mx acquires the Shi ’s corresponding
public key. Subsequently it deciphers the ciphered data,
and combines every V Mi ’s signature {wi , DataSigni(i=1∼n)}
into a group signature {w, DataSign}, where DataSign =
DataSign1 + DataSign2 + DataSign3 + . . . + DataSignn

modq. Then, the Reducer V Mx validates the group sig-
nature {w, DataSign} using the public key y. Afterward,
the Reducer V Mx combines every portion of the deliv-
ered datagram into an entire data. As a result, the Reducer
V Mx delivers the entire message to the demander, and thus
completes the identification verification and secured Map-
ping/Reducing stages.

5 Analyses of security and computing evaluation

This section describes the analysis of security issues on
the proposed mechanism, and simulates several scenarios to
evaluate the efficiency of the proposed scheme.

(1) Threshold crypto sharing mechanism on fault tolerance:

In case, the PKI V Mmaster breaks down, in terms of the
threshold crypto sharing mechanism with threshold values
(n,m), this system gathers themaximum ofm crypto sharing
keys fromVMs. Subsequently, this system uses the Lagrange
Interpolation to recompute the system-secret-key SK. As a
result, the whole system recovers instantly. Moreover, this
study uses threshold group signatures to validate the correct-
ness of the delivered data. Even numerous VMs confront
vicious attacks, at least m VMs must cooperatively sign the
data for the whole group, thus the system can conclude if the
delivered data are tampered with.

(2) Confidentiality and authentication:

This study exploits signature to verifyMaster,Mapper and
Reducer identifications. Only the participators with accurate
signatures can pass through the authentication. Additionally,
Reducer VMs and Mapper VMs exploit a signature and a
public key to cipher the delivered data. Merely the VMs have
the corresponding private key can decipher the cipheredmes-
sage. The rest of computers don’t realize the private key, and
thus they cannot decipher the ciphered message. Therefore,
the proposed mechanism ensures the confidentiality.

(3) Data accuracy and integrity:

After receiving data from Mapper VMs, the Reducer VM
verifieswhether the data aremodified using a threshold group
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signature. Additionally, this study calculates HMAC for each
Datasegi to assure the integrity and correctness of the deliv-
ered data. Through the data transfer, the sender uses a hash
function and its private key to calculate HMAC. When the
receiver acquires the delivered data, it uses its private key and
the original data as inputs, and recomputesHMAC to validate
the integrity. Because the hash function is irreversible, given
an arbitrary number m, there are no methods to figure out n
and make H(n) = m. Additionally, when m is not equal to
n, H(m) will not equal H(n). Thus, if the recipient discov-
ers the unmatched HMAC code, the recipient can assure that
vicious computers tamper with the delivered message during
the data transfer.

(4) Ciphering and deciphering operations:

In cloud computing environment, the remote computer’s
resources and computing power are imperceptible. In our
proposed framework, only the PKI VM needs a powerful
computing capability. Reducer and Mapped VMs just store
a key pair to execute cipher and decipher operations, and
conserve aHMAC-160 hash function or aRIPEMD-160 hash
function to validate delivered data integrity. Therefore, the
whole system only wastes a few energies. As a result, the
proposed scheme is appropriate for cloud environments.

(5) Impersonation attacks and deny of service:

To prevent the impersonation attacks, this study adopts
the personal signature and group signature scheme to ensure
the identity of each other. Since each operation has a signa-
ture from the executive. Thus, the executive cannot repudiate
its previous actions later. Additionally, The Reducer and
Mapped VMs can employee their crypto sharing key to val-
idate the received data integrity, a sequential number and
the time stamp, and thus the proposed mechanism keeps
the system from vicious reply assaults. Additionally, at the
appointing job stages, the PKI VM uses a signature to assure
the identification of the Reducers V Mi and Mapper V Mi .
Therefore, this mechanism evades deny of service or imper-
sonation assaults.

(6) Performance evaluation:

Recently, several studies improve the security of cloud
computing environments using Kerberos. This study com-
pares our proposed scheme with Kerberos. Since Kerberos
needs an authentication server (AS) and a ticket granting
server (TGS) [22,23], the entire security operation focuses
on performing authentication for each other and creates the
secret key for communications. Therefore, the secure data
transmission is additional operations usingKerberos in cloud
computing environments. We evaluates the response time,

which a user sends a request till he receives the replymessage
under deferent scenarios. Besides, this study estimates the
influence of increasing the number of Mappers and Reduc-
ers, and variable threshold values. Additionally, this study
compares our proposed schemes with Kerberos on the secure
data transmission time, and evaluates the calculating time for
SK and Shi in the threshold scheme versus the application
time for tickets and secret keys in Kerberos.

InFig. 6, aswe increase themessage lengthwith group sig-
nature schemes, the operational time of Map/Reduce raises
stably, and the response time of our scheme outperformsKer-
beros. In Fig. 7, although this study raises the number of
duties, the response time of Map/Reduce raises desirably.
Under fixed data length, Figs. 8 and 9 show that increasing
the number ofMappers andReducers, the elapsed timeof per-
forming secure operations still keeps stable growth [13,14].
Figure 10 indicates that this study adopts a (n, 15) threshold
crypto mechanism to permit n Mapper VMs to cooperatively
execute a crypto function. We increase the threshold value
gradually, and evaluate the elapsed time of receiving a result.
Initially, the elapsed time increases abruptly. Over the fixed
threshold value, the elapsed time increases stably. Figure 11
demonstrates the elapsed time [15–17] for reconstructing
the system key SK on the variable threshold value, while
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Fig. 10 The group signature time for variable threshold values

increasing the threshold value, the system increases stably
to rebuild the SK. Figure 12 demonstrates that our proposed
schemes need at initial stage to calculate the crypto sharing
key Shi and SK for Mappers/Reducers, and hence consume
more operational time. After that, Mappers/Reducers just
need the keys to en/decrypt the transmitted data. Instead, in
Kerberos, each Mapper and Reducer must apply and secure
the tickets, and AS needs to calculate the common secret
key for TGS and Mappers/Reducers. Therefore, the more
participators join the communications, the more operational
time needs. Additionally, the secure data transmissions are
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Fig. 13 The secure data transmission time for the threshold scheme
versus Kerberos

additional loads. As shown in Fig. 13, the simulation results
indicate that our proposed scheme outperforms Kerberos on
secure data transmissions.

From the above simulation results, even if theMap/Reduce
operation with threshold and group signature schemes, our
proposed mechanism still performs well. Additionally, this
study increases the number of tasks, Mappers and Reducers.
The executive time of a Map/Reduce operation still raises
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reasonably, and keeps a fine service level [2,15,26]. There-
fore, our proposed mechanism is well suited for virtual cloud
computing environments.

6 Conclusions and future work

Nowadays, cloud computing turns not into a tendency, also
advancing at an unprecedented rate. Internet service provider
(ISP) takes advantage of cloud computing to provide users
internet services [18,19]. However, users still concern about
the security issues. Because the computers of users and enter-
prises are located in cloud, and arbitrary clients can randomly
log on and take private data away. As a result, the users are
unaware of the functions of Map and Reduce likely disclose
the valuable personal information. Consequently, the users
and enterprise consider the insecure reasons, which influ-
ence the willing of users implementing applications in cloud
environments. Hence, how to provide efficient and secure
map/reduce functions is extremely essential.

In this study, we propose a secure Map/Reduce mecha-
nism with fault tolerance ability. The proposed mechanism
can rapidly locate vicious assaults, validate the delivered data
integrity, and keep from impersonation attacks.Moreover,we
adopt a digital signaturemechanism to validate the identifica-
tionof theMapped/Reducer andPKIVM.Also, the threshold
crypto sharing scheme is exploited to defend and validate the
correctness of deliveredmessages [20,21]. Finally, this study
adopts virtual machines to perform and simulate the cloud
computing environment. Simulation results demonstrate that
our secured map/reduce mechanism only consumes a few
computing power to execute secure functions. Therefore, the
proposed mechanism is very appropriate for cloud environ-
ments. As future work, we will apply the proposed scheme to
deal with attacks in cloud environments or various networks
[27,28] to strengthen the platform security.
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