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Abstract Various issues on network routing in a mobile
ad-hoc network (MANET) have been studied with outstand-
ing results. However, there is still room for improvement
with regard to data accessibility, especially when the num-
ber of nodes increases in the network. To enhance the data
accessibility in a MANET, a few replica allocation schemes
have been proposed. In these schemes, the nodes are parti-
tioned into groups so that each group has as many different
data items as possible. However, grouping in a MANET
requires an enormous amount of communication cost, since
the network topology is changed dynamically. In this paper,
we propose a scalable replica allocation scheme in which
the nodes are grouped based on the mobility of the nodes.
Grouping in the proposed scheme is done with one-hop
communications in a fully distributed manner. Within each
group, replicas are allocated to the group nodes based on the
estimated data access frequencies that are computed period-
ically by the allocator of the group. It turns out that grouping
with mobility and utilizing the estimated access frequency
information enhances the stability of the topology of each
group as well as the data accessibility. We evaluate the pro-
posed scheme by simulations with the Network Simulator
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NS-3 along with the analytical evaluations. The results of
simulations and analytical evaluations demonstrate the effec-
tiveness of the proposed scheme in terms of communication
cost. The proposed scheme reduces the communication cost
by 347.1 % on average over the existing replica allocation
scheme, while achieving comparable data accessibility.

Keywords Replica allocation - MANET - Data acces-
sibility - Scalability - Grouping - Mobility - Estimated
frequency

1 Introduction

With the advances in wireless communication technologies
and the popularity of mobile devices, a mobile ad-hoc net-
work (MANET) has attracted considerable attention in the
network community [1-4]. A MANET is a self-organizing
[5], rapidly deployable network that consists of wireless
nodes without a fixed infrastructure. A large variety of
MANET applications have been introduced [6]. For example,
a MANET can be used in special situations, where installing
infrastructure may be difficult or even infeasible, such as
battlefields or disaster areas. In some applications such as
battlefield applications, hundreds or even thousands of nodes
must be supported [7].

In a MANET, network divisions occur frequently and
inevitably since the nodes move freely in the network, caus-
ing some data to be inaccessible to some of the nodes. Hence,
data accessibility is often an important performance met-
ric in a MANET [1]. Various schemes have recently been
proposed for replica allocation in a MANET [1-3]. These
schemes utilize grouping in replica allocation to achieve high
data accessibility. Although grouping is an effective way
to achieve high data accessibility, the traditional grouping

@ Springer


http://crossmark.crossref.org/dialog/?doi=10.1007/s11235-015-0026-5&domain=pdf

240

S.-K. Kim et al.

schemes for replica allocation may lead to a large commu-
nication cost to build groups. Consequently, the traditional
schemes can be used only in mesoscale ad-hoc networks [1].

In this paper, we propose a scalable replica allocation
(SRA) scheme to resolve the communication cost prob-
lem especially when the number of nodes in the network
increases. We observe that grouping should be done with
great care in order to reduce the communication cost and
to achieve high data accessibility as well. With this motiva-
tion in mind, we devise a mobility-based grouping method in
which each group can be built by communicating the mobil-
ity information with only the neighbor nodes—the nodes
within a one-hop distance. Consequently, we can achieve
much lower communication cost as the number of nodes in
the network increases.

The proposed SRA scheme has two phases. In the first
phase the nodes in the network are grouped based on the
mobility values of the nodes. The mobility value of each
node is the approximated average speed of the node that is
acquired by computing the division of the distance between
the initial position and the final position of the node in each
replica relocation period by the duration of a period. The
node with lower mobility than its neighbor nodes becomes
the central node of the group to ensure greater group stability.
In the second phase, the central node in each group allocates
replicas to the group nodes based on the estimated access
frequencies that are computed by the central node (i.e., the
allocator) at the replica relocation time. The central node first
sorts the data items in terms of their estimated frequencies.
Thenit greedily allocates the data items with higher estimated
frequencies to itself, and allocates the rest of data items to
the group nodes in sequence in a round-robin manner. With
the help of the SRA scheme, we aim to reduce the commu-
nication cost, while still achieving good data accessibility.

We also introduce a mobility-based allocation to replace
the round-robin methodin the SRA scheme. It has been found
that grouping based on mobility and utilizing the estimated
access frequency information enhances the stability of the
topology of each group as well as the data accessibility.

The technical contributions of this paper are summarized
below.

e Grouping method We devise a novel grouping method for
replica allocation with communication among only one-
hop neighbor nodes. After the grouping is complete, the
network topology of each group is a set of star networks.
The central node in each group has the lowest mobility
among the group nodes.

e Replica allocation method We propose an effective replica
allocation scheme, called SRA, based on the roles of the
nodes and the estimated access frequencies. The central
node of each group plays the role of the replica allocator.
The estimated data access frequencies are updated dynam-
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ically ateach relocation time. We also modify the proposed
replica allocation method by considering the mobility of
each node.

e Analytical evaluations and simulations We verify the
proposed scheme by analytical evaluations as well as sim-
ulation using the NS-3 network simulator. The results
demonstrate that the proposed replica allocation scheme
reduces the communication cost considerably as the num-
ber of nodes increases and achieves high data accessibility.

The rest of this paper is organized as follows. Section 2
provides a brief overview of related work. In Sect. 3, we
describe the system model. In Sect. 4, the proposed scheme
is described in more detail and the analytical evaluations are
provided. In Sect. 5, we present the simulation results of the
proposed scheme. We conclude the paper in Sect. 6.

2 Related work

The major research issues on replica allocation in a MANET
are “when and where to” allocate replicas. Several schemes
have been proposed to improve data accessibility by repli-
cating data items in a MANET. We use the terms ‘data
items’ and ‘replicas’ interchangeably hereafter. There are
two replica allocation schemes in [1]; one is the static access
frequency scheme (SAF) and the other is the dynamic con-
nectivity based grouping scheme (DCG). In SAF, each node
greedily allocates replicas for itself according to its own
access frequencies; that is, the most frequently accessed data
item is stored first in its memory, then the next frequently
accessed item is stored, and so on, until the memory gets
full. Since each node allocates replicas based on its own
access frequencies in SAF, the replicas need not be reallo-
cated. Consequently, SAF requires minimal communication
cost, but suffers from poor data accessibility.

Figure 1 illustrates the other allocation scheme, DCG, in
which groups are constructed by finding biconnected compo-
nents; each biconnected component becomes a group. Note
that a biconnected component in a graph is a maximal bicon-
nected subgraph. The network is considered as a graph in
which the nodes are the points and the communication links
are the edges. After grouping is complete in DCG, the lowest
suffix node in a group—the node with anID that is lexico-
graphically the smallest—is selected as the replica allocator
of the group. Although DCG achieves higher data acces-
sibility than SAF, the communication cost for grouping is
extremely high due to the broadcast to find biconnected com-
ponents in the network.

Other researchers have also addressed data replication
issues in a MANET. Karumanchi et al. proposed the quorum-
based scheme to improve data accessibility [8]. The scheme
targets applications where inaccuracy is preferred to no infor-



A scalable mobility-based replica allocation scheme in a mobile ad-hoc network 241

D,
Dy
D;
M,

D;
D9 F———
D,
M;

Fig. 1 Grouping in the DCG scheme

mation at all. Luo et al. also proposed a set of protocols that
use a gossip-based multicast protocol [9]. The objective of
this technique is to maximize the probability of accessing up-
to-date data items. Contrary to the aforementioned schemes,
we focus on reducing the communication cost with high data
accessibility for scalable replica allocation in a MANET.

With respect to data accessibility, grouping is a very
important tool to achieve low communication cost. Sev-
eral grouping schemes were proposed recently. The least
cluster change algorithm maintains groups in an event-
driven way [10]. When a node moves out of the predefined
range, the algorithm reconstructs groups. Adaptive cluster-
ing for mobile wireless network has also been proposed [11].
This algorithm reduces the communication cost for build-
ing groups, but it creates too many groups as time passes.
Consequently, almost every node forms a single-node group.
A three-hops between adjacent cluster-heads scheme has
also been introduced [12]. Although these schemes can con-
struct groups with low communication cost, they are mainly
designed for reducing the routing control overhead and do not
consider query processing. However, our proposed replica
allocation scheme attempts to decrease the communication
cost as the number of nodes in the network increases.

3 System model

We model a MANET in an undirected graph G = (N, E)
consisting of a finite set of nodes N and a finite set of commu-
nication links E, where each link connects two nodes within
the communication range. The wireless medium is subject to
losses such as fading and multipath effects. Therefore, signal
reception is modeled as being binary—either a node is con-
nected to another node or not. For our model, let the network
consist of heterogeneous nodes embedded in a planar region.
The system in this paper is assumed to work in an ad-hoc
mobile network where each node has its own memory space
and issues queries via broadcast. Since most replica alloca-
tion schemes in a MANET assume broadcast-based query

processing, we adopt this processing scheme in this paper.
Further details of our assumptions are given below.

Each node in a MANET has a unique identifier. The nodes
in the MANET are denoted by N = {Ny, N2, N3, ..., Ny},
where m is the total number of nodes in the network. Each
node has the memory space of equal size to hold data items.
This assumption is widely accepted in the literature [3].

All data items are of equal size. Each data item has
a unique identifier. The data items are denoted by D =
{Dy, D>, D3, ..., D,}, where n is the total number of data
items. Each node N; is assumed to own D; throughout the
simulation; we call D; the original data item of N;.

Data items are not updated. This assumption is made for
the sake of simplicity (i.e., we do not have to address data
consistency or currency issues). Many applications satisfying
this assumption have been introduced in previous research
[1,2]. Data items are reallocated periodically at a regular
interval except in the static allocation scheme.

Each node moves freely within the constraints of maxi-
mum speed and is aware of its own speed (or velocity). To
compute the speed, each mobile node is equipped witha GPS
or some other positioning system. This assumption is widely
accepted in the literature [13—15]. Each node measures its
mobility periodically. Although such measurement would
incur additional computational cost, we do not consider such
computational cost throughout this paper because the com-
putation can be done with a simple equation. Moreover, the
focus of our paper is not on reducing the computational cost,
but the communication cost, while maintaining high data
accessibility. Note that the node’s maximum speed varies
from 0.1 to 9 m/s.

4 Proposed scheme
4.1 Overview

The proposed scheme consists of two phases: (1) construct-
ing groups in the network utilizing the speed of each node and
(2) allocating replicas to the nodes in each group. At a regu-
lar time interval (called the relocation period) [1], the nodes
in the network are newly partitioned into groups. For con-
structing groups in the proposed scheme, each node should
maintain a neighborhood list—a list of nodes connected to
the node within one hop. We call such nodes neighbor nodes.
Each node acquires its neighborhood list by exchanging sim-
ple messages with only its neighbor nodes. The proposed
scheme builds groups based on the neighborhood list as well
as the mobility of each node.

After grouping is done, the network topology of each
group can be viewed as a set of star networks. The central
node in each group allocates replicas to the group nodes,
including itself, based on the estimated data access frequen-
cies.
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4.2 Grouping method

In the proposed scheme, each node constructs its neighbor-
hood list at every relocation time in order to reflect the current
topology. The neighborhood list of a node is maintained as a
set of tuples (node 1D, mobility value). Each node N; com-
putes its mobility value m; (¢, ;) that denotes an approximate
speed recorded between the previous relocation time #; and
the current relocation time #. Hence the mobility value of a
nodeindicates the speed of the node during a specific period.

Equation 4.1 shows how to measure the mobility value. In
the equation, (x;, ys) and (x;, y;) are the x and y-coordinates
of N; at times t; and #;, respectively. Hence, we divide the
distance between the positions 7, and #; by the length of the
relocation period to obtain a value that indicates how fast ;
has been moved.

Atevery relocation time, each node N; sends (I D;, m; (ts,
1)) to every other node within one hop. Hence, each node
will receive (IDj, m(ty, t;)) from each node N;, which is
within a one-hop distance. After each node has exchanged
the ID and the mobility value, if a node N; finds that it has the
lowest mobility value, then N; becomes the group allocator
as a leader [13] and tells each node N; in its neighborhood
list that N; is now a group member. Note that when a node
receives multiple requests to become a group member, the
node accepts only the first request. Algorithm 1 outlines how
to construct groups in the proposed scheme.

Vs —x)2+ (35 — )2
s — 1

mi(ts, 1) = 4.1

Algorithm 1. Pseudo code for constructing groups

01: At relocation time # // The previous relocation time
is .

02: constructing_group(){

03: Each node N; sends (ID;, m{t,, t;)) to each of its neigh-
bor nodes;

04:while (during the predefined time w){

05: if (V; receives the mobility value m(t, ;) from N){ //

N; is a neighbor node of N,
06 if (mi(t5, 1) >my(1,, 1)) {
07: N;becomes a member node of a group;
08: break;}
09: else N;becomes the allocator; }
10: else NV; becomes the allocator;

11: }
12:if (N, is the allocator) N; sends join message to each
of its neighbor nodes;
13:  else N, receives join message and becomes a mem-
ber node;
14: }
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Fig. 2 Grouping based on the neighborhood list

As described in Algorithm 1, each node becomes either
the group allocator or a group member. Each node N; waits
for others’ mobility values after sending its mobility value
to each of its neighbor nodes during the predefined time w,
where w is the expected maximum time taken to exchange a
round of send—receive message with the neighbor nodes.

Figure 2 shows an example of grouping based on the
neighborhood list. In this figure, the dotted circles Ry and
Rs5 denote the communication ranges of nodes N; and Ns,
respectively. We assume that N and Ns have the lowest
mobility values among their own neighbor nodes. Therefore,
Np and Ns become the allocators and they send join mes-
sages to N> and N3, and N4 and Ng, respectively. The nodes
that receive join messages become group members. Conse-
quently, N1, N>, and N3 constitute one group and the rest
comprisethe other. Note that when a node receives multiple
join messages, the node accepts only the first message.

4.3 Replica allocation method

After grouping is complete, each group has the star network
topology. We now let the central node in each group play the
role of the replica allocator. Since we use the mobility value
as a criterion for grouping, the allocator of a group could be
considered a more ‘reliable’ node (i.e., the node that moves
slowly) than other nodes in the group. Note that if the cri-
terion is changed to incorporate some other factor such as
energy (battery power) or memory size, an allocator can be a
more ‘powerful” or ‘spacious’ node (i.e., having high power
or larger memory space). Since, in the proposed scheme, the
allocators are reliable nodes, groups are expected to be more
robust than those created by the traditional schemes.The phi-
losophy behind allocating replicas within a group is that
‘important’ data items should be held by more reliable nodes
in a group. In this case, important data items are those items
that are accessed more frequently.

For the proposed allocation method, a fully distributed
measuring method is introduced to obtain the estimated data
access frequencies for each node independently. Each node
N; monitors the queries issued by itself and requested by
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Table 1 Examples of esTable; and esT ables

Data item Estimated access frequency
Nj Ns

D, 0.23 0.02
D, 0.16 0.10
D3 0.24 0.07
Dy 0.12 0.24
Ds 0.04 0.14
D¢ 0.03 0.15
Dy 0.07 0.05
Dg 0.00 0.09
Dy 0.06 0.03
Do 0.05 0.11

other nodes—they are not just the group nodes but all other
nodes in the network; that is, we measure the ‘popularity’ of
data items from the perspective of the observer. While mon-
itoring, N; accumulates the access count of each data item
as well as the total number of queries issued during a period
between the previous and current relocation times. With such
information, N; is able to construct its own estimated data
access frequency table, called es T able; (Table 1), each entry
of which is a set of pairs (data item ID, the estimated access
frequency), where the estimated access frequency to each
data item D is calculated with the following equation:

the estimated access frequency of D
total number of accesses to D

= — 4.2)
total number of queries issued

Algorithm 2. Proposed replica allocation method

01:  Ateach relocation time

02:  /*In each group, the allocator N; allocates replicas to the group
nodes based on esTable; */

03:  allocating_replicas (){

04:  N; sorts the dataitems in es T able; in descending order of access
frequency and calls the sorted list D_list;;

05:  N; greedily allocates the first M; -1 data items from D_list; to
itself, except those original items that are owned by other group
nodes; // M; is the memory size of node N;.

06:  N; allocates the next unallocated item from D_[ist; to each node
in the group in a round-robin fashion until the memory space of
all of the group members is full;

07:  }

Note that it does not matter whether or not each request
observed by N; is eventually satisfied since we are seeking
only the popularity of data items from the perspective of N;.
These estimated data item access frequencies provide more
‘up-to-date’ access information—without any assumption of
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Fig. 3 Replica allocation by the proposed method based on Table 1

the access frequencies—and do not require any additional
communication cost. The estimated frequencies of all data
items at each node are initialized to one over the total num-
ber of data items, that is, 1/n. Although each node may not
know the total number of data items in the system, the node
estimates the total number of data items based on its obser-
vation.

Since esTable is constructed by each node individually and
independently, the table in each node may possess different
content. Note that a request query to a data item may go
through only a few nodes while many other nodes in the
network are not involved in processing the query.

Algorithm 2 describes how replicas are allocated at each
relocation time with the proposed replica allocation method.
In the algorithm, esTable; and M; denotethe esTable and
the memory size of node N;, respectively. Table 1 shows the
content of the esTables of the allocator nodes as examples;
we assume that the values in the table entries are obtained
through the observations made by Nj and N5 during a relo-
cation period.

Figure 3 illustrates the results of the data item allocation
to the nodes in groups A and B according to the round-
robin method. In this example, the memory space of each
node can hold up to three data items and N; and Ns are
the allocators of groups A and B, respectively. Based on
esTabley, D_listy = [Ds, D1, Dy, D4, D7, Do, D19, Ds,
Dg, Dg]. Note that the sequence of the data items in D_list;
is sorted in descending order of estimated access frequen-
cies. Now Nj already has D; as its original data item and
allocates D4 and D7 to itself since N knows D, and D3 are
the original items kept at N> and N3, respectively, and since
D4 and D7 have the next two highest frequencies accord-
ing to esTable;. Then N; allocates Dg to N, Do to N3,
finally Ds to N2, Dg to N3 in around-robin manner. For group
B, D_lists = [Dg, D¢, D5, D1y, D>, Dg, D3, D7, D9, Dq].
Hence Ns keeps Ds, D19, and D,, and N5 similarly allocates
Dg and D7 to N4 and D3 and Dg to Ng.
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The proposed replica allocation method allocates the repli-
cas in the order of node IDs (i.e., the lowest suffix node first)
from the sorted item list; that is, it does not consider any other
factors in allocating the replicas. However, once again we use
the mobility factor in the allocation and call this method the
mobility-based allocation method. In this method we need a
threshold § to determine whether a node moves fast; if a node
has a mobility value greater than §, then it is regarded as a fast
mover. Algorithm 3 describes the mobility-based allocation
method in pseudo code.

Figure 4 shows how the mobility-based method allocates
replicas to the nodes in groups A and B, where m; indicates
the mobility value of N;. In this example, the memory space
of each node can hold up to three data items and N and Nj
are the allocators of groups A and B, respectively. Based on
D_listy, N1 keeps Dy, D7, and Dy, since D is the original
item of N and D; (a popular item) may not be available soon
due to the high mobility of N,. Then, N; allocates D7 and
Dy to Nj first since m3 < §, that is, N3 is more stable than
N». Finally, N; allocates Do and D5 to N,. Note that Dg
and Dg are ignored in the allocation since there is no room in
the group for them. Similarly, for group B, N5 keeps Ds, Dy,
and D, allocates D; and Dg to Ng, and finally D3 and Dy
to Ny.

Algorithm 3. Mobility-based replica allocation method

01: At each relocation time

02:  /*In each group, the allocator N; allocates replicas to the group
nodes based on esTable; */

03:  allocating_replicas (){

04:  N; sorts the data items in es T able; in descending order of access
frequency and call the sorted list D_list;;

05:  N; greedily allocates the first M;-1 data items from D_list; to
itself, except those original items that are owned by other group
nodes with a mobility value larger than §; // § is a threshold to
determine whether a node moves fast.

06:  N; sorts the group nodes based on the mobility in ascending order
and calls the sorted list N_list;;

07:  N; allocates the next unallocated M -1 items from D_list; to
the next node N; from N_list; until the memory spaces of all
of the group members are full or there is no node in N_list; to
allocate;

08: }

4.4 Analytical evaluation

In this section we analyze the communication costs of the
SAF and DCG replica allocation schemes along with the
posed scheme, called SRA. We formulate the communication
cost for replica allocation as follows:

InEq. 4.3, C;, Cq, Cp, and C, denote the total communi-
cation cost, the cost for building groups, the cost for replica
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Fig. 4 Mobility-based replica allocation method

allocation, and the cost for accessing the replicas, respec-
tively. In this paper, we count the number of hops for the
communication cost. This assumption is widely accepted in
the literature [1,3]. First, the grouping cost Cg_sga of the
proposed scheme can be estimated as follows:

Co-sra <. _ . 3E 44)

In Eq. 4.4, CC is the set of all connected components in
the network, and E. denotes the number of edges among the
nodes in a connected component c. The grouping cost of SRA
is at most three times the number of edges in ¢, since each
edge (link) is used twice for sending the /Ds and mobility
values and once for the group membership notification by
each central node.

Next, we formulate C,_gr4 of our scheme as follows:

Cr_sra < deGG N, 4.5)

In the above equation,GG is a set of all groups constructed
by SRA and Ny is the number of nodes in a group g. Notice
that in our scheme the allocator of a group and each of the
group members are connected within one hop. Therefore,
the allocator sends only one message to each group member.
Since the sum of the number of nodes in each group is the
number of nodes in the entire network, C, _gg4 is at most m.
Last, we formulate C,_sga of our scheme as shown below.
Ca-sra < D, . NeQEc+ Diam) (4.6)

InEq. 4.6, Diam is the diameter of connected component
c. Note that the diameter of a graph is the longest distance
between any pair of vertices in the graph. Hence, (2E, +
Diam,) is the upper bound on the number of hops to access
a data item by a node—it does not matter whether or not the
data item has been accessed successfully. Then, we multiply
the number of nodes in a connected component ¢ by the term
for the access cost of all nodes in ¢. For C,_sga, we sum the
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costs for all of the connected components. Now C;_gg4 can
be written as follows:

Ciosra<), . 3Ec+m+Y NeQEc+ Diam,)
4.7)

We also formulate the communication costs of SAF and
DCG similarly. C;_sar and C;_pcg can be formulated as
shown below.

Ci—sar < Zcecc N. 2E. + Diam,) (4.8)
Ci—pcc < ZceCC(EC + 2E dyqy Diam;)

+ deGG N E,

+>" oo Ne QEc + Diam,) (4.9)

Ci_sar is equal to C,_saF since there is no grouping
or replica reallocation in SAF. In DCG, the grouping cost
C¢—pcc is much higher than C,sg 4 because finding bicon-
nected components requires that each node broadcast its ID
to every other node in the network and find biconnected com-
ponents independently after receiving all of the information
it can get. The term > ._-c(Ec + 2Ecdmax Diam,) is the
upper bound on the number of hops for broadcasting in DCG.
For each connected component ¢, each node first sends its ID
to its neighbor nodes. This entails E; that is, each edge in ¢
is used once. Then, each node N; receives d; messages from
its neighbor nodes, where d; is the degree of N;—the number
of neighbor nodes of N;. Therefore, N; should transfer these
messages to its neighbor nodes one-by-one. At the time each
node sends a single message to each neighbor, each edge in ¢
will be used twice; so 2 E.. is the cost in this case. Since all of
the nodes in ¢ should receive the message sent by each node,
the upper bound of the overall costis 2E dy,,qx Diam ., where
dinax 1s the maximum degree of the nodes in c. Hence, the
total cost Cy— pc for grouping is O (m4) .However, C;_sga
is only at most O(E.) = O (mz)

The replica allocation cost C,_sgr4 is also much smaller
than C,_pcg by up to a factor of O (m2) Although SRA,
DCG and SAF have the same upper bound on the accessing
cost, since the replicas are allocated within one hop neighbors
(hisonly 1 inmostcases)in SRA, C,—_gg 4 is almost the same
as the number of data items, i.e., O(n). Overall, C;_sga <<
C:_pcg, as m increases.

5 Simulation results
5.1 Simulation environments

For the experiments, we use the network simulator NS-3
v3.10 [14]. The network simulator NS-3 models the network

Table 2 Parameters used in the simulation

Parameter Value (default value)
Network area 450 x 450 m?
Number of nodes 40-70 (40)
Communication range 10-90 m (70)

Speed of nodes 0.1-9.0 m/s

Size of memory space 10-80 (10)

Number of data items 40-70 (40)

Query issuing rate 10s

Relocation period 64-1024 s (256)
Simulation time 6000 s

link problems (e.g., fading, multipath effects, congestion,
interference, and so on). The system parameters are deter-
mined based on the parameters that are adopted in [1] to
ensure a fair comparison. Note that some parameter values
are rescaled proportionately since we are using the NS-3 sim-
ulator. The number of nodes varies from 40 to 70. Each node
has memory space that can hold up to 70 data items. The
network area is set to 450 x 450m? and the length of the
communication range varies from 10 to 90 m.

The movement of the nodes follows the random way point
model [15], which is one of the most frequently used mov-
ing patterns in MANET simulations. In this model, each node
remains stationary for a pause time and then it selects a ran-
dom destination and moves to that destination. After reaching
the destination, it again stops for a pause time and repeats this
behavior. The maximum speed of a node randomly varies
from 0.1 to 9.0 m/s. In the simulator, a node issues a query
every 10 s. The replicas are periodically relocated at a spe-
cific relocation time [1]. The relocation period varies from 64
to 1024 s. The data access frequencies of node N; are deter-
mined based on the equation, p; = 0.5(1 + 0.01/), where i
is the suffix of thelID [1]. Over 6000 s we simulate and com-
pare the proposed scheme, SRA, with SAF and DCG. Table 2
summarizes the parameters of our simulation environment.
Note that the numbers in parentheses indicate default values
for the experiments. We evaluate these schemes using the
two performance metrics described below while varying the
relocation period, the number of nodes, the communication
range, and the memory space.

e Data accessibility This is the ratio of the number of suc-
cessful queries to the total number of issued queries.

e Communication cost This is the total hop count of data
transmission for grouping, replica allocation and access-
ing data items.

Note that when an experiment varyinga particular para-
meter (e.g., the relocation period, the number of nodes, the
communication range, or the memory space) is performed,

@ Springer



246

S.-K. Kim et al.

the other parameters are set to their default values given in
Table 2.

5.2 Experimental results
5.2.1 Effect of the relocation period

First, we examine the effect of the relocation period on each
of the three schemes (SRA, DCG, and SAF). Figure Sa,
b show the simulation results while varying the relocation
period from 64 to 1,024. In this simulation, other parameters
except the relocation period are set to their default values as
indicatedin Sect. 5.1.

Since SAF does not require grouping or reallocation, each
node may hold many duplicated data items. As a result,
SAF shows the lowest data accessibility as evidenced by
Fig. 5a. In Fig. 5a, SRA shows a similar performance to
DCG. Although SRA builds groups in a simple way in order
to reduce the communication cost, SRA achieves compara-
ble data accessibility to DCG. The results in Fig. 5a confirm
the effectiveness of SRA in that replica allocation based on
the estimated access frequencies provides high accessibility.
Note that how well the grouping is made is not so impor-
tant in this environment. As we can see in Fig. 5a, b, SRA
improves the data accessibility by an average of 35.2 % over
SAF.

Next, we examine the communication cost while varying
the relocation period. In boththe DCG and SRA schemes,
the communication cost decreases as the relocation period
increases because these schemes perform relocations more
infrequently. Figure 5b compares the communication costs
of the schemes. We expect the communication cost of SRA
to beslightly higher than that of SAF and significantly lower
than that of DCG. SRA reduces the communication cost by
an average of 219.0 % compared to DCG, while SRA costs
88.7 % more than SAF. The reason is that the nodes in SRA
only communicate with the neighbor nodes (i.e., the nodes
within a one-hop communication range) to build a group.
However, the nodes in DCG communicate with all of the
connected nodes (i.e., the nodes connected within onehop
and/or multiple hops).

As we can see in Fig. 5b, the difference in communica-
tion cost between SRA and DCG narrows tremendously as
the relocation period is reduced. This phenomenon proves
that DCG requires too much communication for grouping
compared with SRA.

5.2.2 Effect of the number of nodes
We evaluate the scalability of the schemes as the number of
nodes in the network increases. We vary the number of nodes

from 40 to 70 while theother simulation parameters are set
to the default values given in Table 2.
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Fig. 5 Effect of the relocation period duration

We expect data accessibility to increase as the number
of nodes increases. However, interestingly, as can be seen
in Fig. 6a, the data accessibility of all of the schemes does
not seem to increase or decrease noticeably. We perform an
in-depth analysis of this phenomenon. Since the network sim-
ulator N'S-3 models the network link problems, as the number
of nodes increases, such problems occur more frequently.
Consequently, a large amount of requests fail. The average
data accessibility of SRA is increased by 35.4 % over SAF
and shows comparable data accessibility to DCG.

Figure 6b shows the communication costs when the num-
ber of nodes increases. As expected, the communication cost
of DCG increases almost exponentially as the number of
nodes increases. SRA reduces the average communication
cost by 597.3 % over DCG, but increases the cost by 82.4 %
compared with SAF. Interestingly, the communication cost of
SRA seems to increase minimally. This is because most com-
munication regarding messages and data items is processed
within one hop in SRA. Such results demonstrate that SRA



A scalable mobility-based replica allocation scheme in a mobile ad-hoc network 247

0.9 1
0.8 -
0.7 1

0.6 A
0.5
0.4 4
0.3 - ~+-DCG
0.2 1 -=-SRA
0.1 -« SAF

Data accessibility

0 T T : )
40 50 60 70
Number of nodes

(a) Data accessibility

400,000 ~

350,000 - ~+-DCG S
-=-SRA i

-« SAF

300,000 -

250,000 -
200000 4+

150,000 - e

Communication cost (hop)

100,000 -

50,000 - v«

0 bm=cc-cocgcococooo Amccccco- A
40 50 60 70
Number of nodes
(b) Communication cost

Fig. 6 Effect of the number of nodes

is satisfactorily scalable and can be deployed in a real-world
environment.

5.2.3 Effect of the communication range

We compare the effect of the communication range of the
nodes for each scheme. We vary the communication range
from 10 to 90 while other simulation parameters are set to
the default values.

Figure 7a, b show the data accessibility and the com-
munication cost as a function of the communication range,
respectively. In Fig. 7a, as the communication range widens,
each scheme achieves higher data accessibility. As expected,
DCG and SRA outperform SAF. The average data accessi-
bility of SRA is 22.2 % higher than that of SAF. However,
when the communication range is very short, each scheme
shows similar data accessibility since the number of nodes
connected to each other is small. When the communication
range is very wide, DCG and SRA show almost the same data
accessibility, which is superior to that of SAF. SRA reduces
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Fig. 7 Effect of the length of the communication range

the average communication cost by 382.1 % over DCG and
increases it by 83.0 % over SAF. The results demonstrate the
effectiveness of the proposed scheme.

5.2.4 Effect of the memory space

We examine the effect of the memory space of each node for
each scheme. We vary the size of the memory space from 0
to 40 and other simulation parameters are set to the default
values. In this simulation, all nodes hold only one original
data item when the size of the memory space is zero.
Figure 8a, b show the data accessibility and the commu-
nication cost as the size of the memory space increases. As
shown in Fig. 8a, each scheme shows higher accessibility as
the memory size gets larger. It is evident that each node holds
more data items when its memory space is large. DCG and
SRA have similar data accessibilities since the data items are
evenly distributed among the group nodes and hence there
are not many duplicates among the replicas in the nodes of
each group. However, SAF is linearly affected by the mem-
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Fig. 8 Effect of the size of the memory space

ory size since each node allocates greedily according to its
own access frequency and there are many duplicates among
the data items in the nodes. SRA improves the average data
accessibility by 15.0% over SAF. Figure 8b shows that as
the memory size increases, the communication cost of SRA
and SAF increases. This is because the number of the allo-
cated replicas increases as the memory space increases. The
average communication cost of SRA is 190.0 and 86.2%
less than that of DCG and SAF, respectively. Interestingly,
the communication cost of DCG increases up to a memory
size of 25, but the cost decreases thereafter. The reason for
this is that each node already holds most of the allocated
data items. Therefore, the relocation does not significantly
affectthe communication cost.

A similar curve without a high peak is observed for SRA.
The effect is marginal in SRA because the replica relocations
occur less frequently than in DCG since DCG should relocate
replicas whenever the network topology changes. We per-
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forman in-depth analysis of this simulation result. In SRA,
about 45 % of the nodes serve as allocators in our simulation
environments. If the allocators are not changed frequently,
then the replicas held by the allocators donot change fre-
quently. In other words, the allocators act like the nodes in
SAF. Consequently, in SRA, replicas are relocated relatively
less frequently than in DCG. In SAF, a node needs to allo-
cate replicas to its memory space and the allocation does
not change because the data access frequencies of the nodes
donot change in our simulation. Thus, the communication
cost is proportional to the size of the memory space.

5.2.5 Comparison with mobility-based allocation

We compare SRA that use the round-robin allocation method
with the mobility-based replica allocation method, call it
M-SRA. Figure 9a, b show the data accessibility and the com-
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munication cost, respectively. For M-SRA, the parameter § is
set to 2.248 m/s which is the average speed of each node; the
average speed was obtained through extensive experiments.
We expect that both the data accessibility and the com-
munication cost of M-SRA would be higher than that of
SRA because the mobility is one of the most important fac-
tors in a MANET. However, interestingly, the performance
gap between SRA and M-SRA is marginal as we can see in
Fig. 9a, b. It proves that grouping scheme is very important
in the replica allocation in a MANET but the allocation of
replicas in a group is not so important in this environment.

6 Conclusions

Although grouping in the existing replica allocation scheme
is an effective way to achieve high data accessibility, it may
lead to a very high communication cost. To resolve this prob-
lem, we propose the neighborhood-based replica allocation
scheme with mobility-based grouping and role-based allo-
cation according to estimated frequencies. The analytical
evaluation and simulation results show that the proposed
scheme is quite effective in terms of the communication
cost, while achieving high data accessibility. Moreover, our
proposed scheme is scalable because it maintains a similar
performance in terms of communication cost as the num-
ber of nodes increases. We plan to analyze the proposed
scheme and other replica allocation schemes in more prac-
tical environments considering the energy of devices along
with various data item access patterns, more realistic mobil-
ity patterns and various data item sizes.
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