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Abstract Vehicular ad hoc networks (VANETS) are gain-
ing tremendous interest among researchers and industries.
Although the main reason for developing VANETS: is traffic
safety, many applications such as traffic status monitoring,
road traffic management, routing and distribution of data,
have emerged. VANETS exploit multi-hop communications
among vehicles to deliver data packets. However, with fast
mobility and intermittent link connectivity between vehicles,
efficient and reliable routing in VANETS is becoming a chal-
lenging task. In order to make routing protocols robust to
frequent communication disruptions and aware of unstable
traffic and network conditions, several new routing metrics
have been integrated with routing protocols. Such protocols
are called traffic aware routing (TAR) protocols as their rout-
ing decisions are influenced by traffic and network status. The
goal of this paper is to review the most recent traffic aware
routing protocols while emphasising on traffic and network
conditions awareness issues. In addition, this review inves-
tigated TAR protocols capabilities and limitations in terms
of routing process, routing metrics measurement, forwarding
mechanisms and recovery techniques. Moreover, challenges,
critical issues and open research problems were discussed in
the “Challenges and issues to consider” sections.
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1 Introduction

Vehicular ad hoc networks (VANETS) are special type of
mobile ad hoc networks (MANETSs). VANETSs facilitate
ubiquitous connectivity between vehicles through vehicle-
to-vehicle (V2V) communications and between vehicles and
fixed network infrastructures through vehicle-to-infrastruc-
ture (V2I) communications. Utilizing VANET technol-
ogy enables variety of applications for improving passen-
gers safety, alleviating traffic flow, reducing pollution and
enabling in-vehicle entertainment for passengers [1-3]. In
addition, vehicles could use the available network infrastruc-
tures in a city to access Internet [4].

Nowadays, VANETS are attracting researchers and engi-
neers, as well as automobile industries and governments, as
a promising solution to improve road safety and increase
passengers comfort. As VANET is an active research field,
many review and survey papers which highlight VANET
characteristics, applications and latest open research issues
have been published recently [5,6]. VANETSs have unique
and critical characteristics, such as: high vehicle mobility,
frequent link disruptions and highly dynamic topology [7].
However, with such characteristics, handling multi-hop com-
munications in VANETS introduces various challenges for
researchers.

Delivering data between source and destination in VANET
environment requires robust and efficient routing protocol
designed specially for this kind of networks. Routing pro-
tocols for multi-hop communications within VANET have
gained researchers attention during the last few years [8].
Vehicle movement in VANET is restricted to bidirectional
movements along roads and streets. Thus, routing strate-
gies that use geographical location information are practi-
cal and efficient for data delivery. Accordingly, geographic
routing was considered a more promising routing approach
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for VANETS, as it provides scalability and robustness against
frequent topology changes [9,10].

Geographical routing protocols usually employ global
positioning systems (GPS), digital road maps and location
services [11], in order to achieve efficient routing perfor-
mance. However, with the limited inter-vehicle link lifetime
and frequent network partitioning, caused by vehicle mobil-
ity, it is challenging task to design an efficient geograph-
ical routing protocol for VANET. Consequently, providing
vehicles with accurate network and traffic information is
important to deliver data packets to destination efficiently
[10].

Recently, many proposals for VANETSs geographical rout-
ing protocols that consider several routing metrics have been
introduced. Exploiting additional network or traffic condi-
tion metrics in routing, with the classical distance metric,
has shown remarkable performance improvements [3]. Such
routing protocols are called traffic aware routing (TAR) pro-
tocols as they are aware of traffic and network conditions.
Basically, the main metrics which can be used to enhance
routing decisions are vehicular density and inter-vehicle con-
nectivity. A review on traffic density estimation mechanisms
in VANET has been conducted in [12], which discusses their
limitations and critical issues.

Traffic aware routing is more efficient as it can adapt to
variable network and traffic status. In particular, as vehicles
are essential entities in VANET for delivering packets from
source to destination, TAR protocols make their routing deci-
sions based on the availability of vehicles and the reliability
of links between vehicles. Thus, forwarding packets through
roads with low density of vehicles or poor-quality commu-
nication links can be avoided. However, traffic aware rout-
ing is an emerging field of research in VANET with many
open research problems. For instance, traffic and network
status evaluation is considered a critical issue in TAR pro-
tocols, as the accuracy and updateness of such evaluation
affect the performance of TAR protocols. Therefore, this
review paper inspects the characteristics and limitations of
the most recent TAR protocols, and highlights some issues
for future research in the “Challenges and issues to consider”
sections.

2 Review objectives and structure

The most recent traffic aware routing protocols were investi-
gated in this review paper, which focuses on traffic awareness
critical issues and their effect on routing protocol perfor-
mance. To the best of our knowledge, this is the first review
paper which inspects traffic awareness issues in VANET rout-
ing protocols. The main objectives of this review paper are
summarized in the following points:
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1. To explore the most recent TAR protocols as well as their
routing process, routing metrics measurement, forward-
ing mechanisms and recovery techniques.

2. To point out the limitations and shortcomings of reviewed
protocols.

3. To summarize the critical issues that need to be consid-
ered, while using or developing TAR protocols, and high-
light points for further research and investigation.

A general introduction and background was introduced
in first section. Then, this section highlights the importance,
objectives and structure of this paper. Next, is the third sec-
tion which explains the concept of geographical routing in
VANET. Section four introduces the main concepts and clas-
sification of VANET TAR protocols. The first category of
TAR protocols, the full path TAR protocols, was investigated
in Sect. 5. Section 6 explores junction-based TAR protocols,
then hybrid TAR protocols were discussed in Sect. 7. There-
after, node-based TAR protocols were investigated in Sect. 8.
At Sects. 5.5, 6.5, 7.5 and 8.5 “Challenges and issues to con-
sider” were presented, which provide comparison tables and
discuss critical issues as well as open research problems.
Finally, Sect. 9 concludes this work.

3 Geographic routing concept in VANET

Vehicular ad hoc networks have highly dynamic topology, as
nodes move in high speeds, compared to MANET nodes.
In general, there are two categories of routing protocol,
topology-based and geographic routing, also called position-
based. In topology-based routing protocol, all nodes have to
store details about the network topology or part of it. Thus,
topology-based routing suffer from high maintenance cost
and relying on static end-to-end routes in highly dynamic
networks. In addition, there is a high possibility that the
used topology information is out of date due to nodes mobil-
ity [13]. In order to address the problem of topology-based
routing, geographical routing was introduced, whereas the
need for nodes to store topology information is eliminated as
nodes store information about their direct neighbours only. In
addition, geographical routing protocols exploit geographi-
cal positions of vehicles to route and deliver packets from
source to destination instead of IP addresses, which makes
them more adaptable to vehicles mobility. Therefore, geo-
graphical routing was identified as the most suitable mecha-
nism for packet delivery among VANET nodes [9].

Due to the development of location service systems [11],
more motivations are rising towards adopting geographic
routing in VANETSs. In addition, new generation vehicles
are equipped with GPS devices that provide vehicle position
information and digital maps, which are essential for geo-
graphic routing protocols. In order to be aware of neighbour
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Fig. 1 Local maximum and perimeter recovery

vehicles’ conditions, each vehicle maintains a neighbour
table to record neighbours information. Neighbour tables are
updated upon receiving neighbours’ information via hello or
beacon messages exchanged between neighbours.

The basic geographical routing protocol is Greedy Perime-
ter Stateless Routing (GPSR) protocol [14]. The concept of
GPSR, which is called greedy forwarding, is to send pack-
ets to the closest node to destination. However, greedy for-
warding may encounter the local maximum or local optimum
problem, where the current forwarder is closer to destination
than all its neighbours and the destination still not reachable
by one hop communication. Therefore, a recovery mecha-
nism is required in such a case.

The perimeter mode is the GPSR recovery mode, which
route packets based on the right hand rule. The rule states that
if source node received a packet from edge El, it sends the
packet to its next edge counterclockwise (i.e. to A), as shown
in Fig. 1. Afterwards, the forwarding mechanism will switch
to greedy forwarding if it is possible, otherwise it will con-
tinue in perimeter mode to deliver the packet to destination
node. However, GPSR protocol does not consider vehicu-
lar network characteristics and has low performance in high
mobility situations.

In order to overcome geographical routing shortcom-
ings, new metrics have been introduced in routing proto-
cols, which involve network and traffic status in routing deci-
sions. Accordingly, integrating geographic routing with traf-
fic awareness result in traffic aware routing protocols which
adapt to variable traffic conditions. Next section explains the
concept and classification of traffic aware routing protocols
in detail.

4 Traffic aware routing concept and classification

Although geographical routing protocols were identified as
the most efficient protocols for delivering packets in VANET

environment, simple geographical routing has no consider-
ation for VANET special characteristics. In VANET vehi-
cles’ motion is restricted to roads and parking areas, which
can be indoor or outdoor parking. Moreover, vehicular den-
sity affects inter-vehicular communication lifetime and high
vehicular density may result in high network load [15]. In
addition, buildings and other vehicles might become as obsta-
cles impeding the transmission process. Nevertheless, some
of these characteristics can be utilized to enhance the per-
formance of routing protocols. In other words, considering
traffic and network status as essential factors in making rout-
ing decisions, along with vehicles’ positions, will result in
routing packets through routes with good connectivity. Basi-
cally, this is the core idea of traffic aware routing protocols,
which depend on traffic conditions and vehicles positions to
deliver packets.

Traffic aware routing is a promising research field in
VANET routing as it adapts to variable network conditions.
For instance, empty or low vehicular density streets are
avoided in packet forwarding as they are considered discon-
nected. In addition, forwarding a packet for a node which
has no neighbours closer to destination can be eliminated
by choosing roads with high density and good inter-vehicle
communication quality [16]. Moreover, forwarding packets
through congested routes can be prevented by considering
data traffic load per street in routing decisions, which is called
network status awareness. In particular, traffic aware rout-
ing utilizes some traffic and network status measurements
such as: availability of vehicles in streets (i.e. vehicular den-
sity), link lifetime or quality of links between vehicles, vehi-
cles distribution and network communication load per street.
Therefore, traffic aware routing provides better performance
than other geographical routing as it makes routing decisions
based on traffic and network status.

4.1 TAR protocols main components

Every routing protocol apply a certain routing process, which
utilizes routing metrics measurement to make routing deci-
sions. Afterwards, packets are forwarded based on routing
decision and the adopted forwarding mechanism. In case of
network disconnection or routing failure a recovery tech-
nique is essential to overcome such problems. Thus, any traf-
fic aware routing protocol consists of four main components,
which are explained in the following subsections.

4.1.1 Routing process

The routing process defines how to use routing metrics to
calculate routes. In addition, it defines how often routes must
be recalculated or updated, to adapt to network conditions.
Moreover, it controls the initiation of routing metrics mea-
surement process.
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4.1.2 Routing metrics measurement process

Various routing metrics can be used as indicators for traffic
and network conditions. However, the performance of traffic
aware routing depends mainly on the utilized routing metrics
and the way of measuring these metrics. In particular, accu-
rate measuring of routing metrics will give more realistic
indications about traffic conditions and result in more effi-
cient routing. In addition, providing routing metrics on time
and with least network overhead, whenever they are required
for routing, is critical for efficient routing.

4.1.3 Forwarding mechanisms

In all routing protocols, packets need to be forwarded to
next-hop or next-junction based on a forwarding mechanism.
Greedy forwarding is the simplest mechanism, which sends
packets to the closest neighbour node to destination. How-
ever, greedy forwarding do not guarantee destination reach-
ability. Therefore, several forwarding mechanisms enhanced
packet forwarding by involving new parameters and metrics
(e.g. speed and direction [17]) in the next forwarder selec-
tion process. However, with all the available enhancement
of greedy forwarding, there is still a possibility for packet
forwarding problems to occur but with lower probability [9].

4.1.4 Recovery techniques

Although TAR protocols have better performance than other
protocols, disconnection and delivery failure problems can
still be encountered due to VANET dynamic nature. Thus,
in case there is no neighbour node closer to the destination,
an effective recovery technique is required. There are three
main recovery techniques utilized in geographical routing:

(i) One widely used technique is the right hand rule to tra-
verse graphs. The concept of the right hand rule is that
after receiving a packet from an edge, the node will
send the packet through the nextedge counter-clockwise
around itself as shown in Fig. 1. The routing protocol
will switch back to forwarding mode once the forward-
ing node is closer to destination than the node that ini-
tiated the recovery mode. However, as the constructed
graphin vehicular networks can change rapidly, the right
hand approach may lead to loops in forwarding [9].

(i) The second technique is the carry and forward, some-
times called store and forward. When local maximum is
encountered, the current node carries the packet until a
suitable next forwarder appears or it reaches the destina-
tion. However, this technique result in long delays [18].

(iii) The third technique is based on recalculating forward-
ing paths, which may result in high network overhead
and delay times [19].
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4.2 TAR routing strategies

Routing strategies describe the routing process framework.
Based on adopted routing strategy, traffic aware routing pro-
tocols can be classified into four categories: full path routing;
junction-based routing; hybrid routing and node-based rout-
ing. Figure 2 shows the distribution of reviewed protocols
based on publication year and routing strategy. The following
subsections describe the main characteristics of each strat-

egy.
4.2.1 Full path strategy

This strategy is based on defining a full path that a packet
should traverse in order to reach its destination. There are two
main mechanisms for selecting a full path between source and
destination, either by using Dijkstra algorithm (i.e. shortest
path algorithm) or by broadcasting packets towards destina-
tion to discover the best path. In order to use Dijkstra algo-
rithm the roads map is converted to a weighted graph, where
roads are the edges and junctions are graph vertices. Edges
weights are based on length or other metrics such as vehicular
density. After selecting the full path from the weighted graph,
the intermediate junctions’ positions, which a packet has to
go through, are inserted in each packet header before for-
warding. However, full path strategy has the following limi-
tations:

— Each packet has to carry the full list of intermediate junc-
tions or anchors positions [9].

— The path life time is inversely proportional to its length
specially in dynamic VANET environment [9].

— Routing decision is static, at least on packet level, as it
is done once for each packet and can not be adjusted
according to traffic conditions.

— Establishing and maintaining full path introduces high
overhead specially with frequent disconnections and path
recalculations.

— Applying Dijkstra algorithm on large city map might gen-
erate high computational complexity.

— Utilizing broadcasting to discover routes introduces extra
network overhead. Although controlled broadcast mech-
anisms such as opportunistic broadcasting [20] can be
used, in high density situation broadcasting might cause
network congestion and degrades network performance.

4.2.2 Junction-based or anchor-based strategy

Dynamic routing decision is adopted in this strategy. For each
packet, the next intersection is selected dynamically based
on routing metrics. Thus, an evaluation is carried out at each
junction for adjacent roads, in order to select the best road
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Fig. 2 Taxonomy of traffic
aware routing
TAR protocols
Full path TAR Junction-based Hybrid TAR Node-based
protocols TAR protocols protocols TAR protocols
2009 DAR-RH GyTAR
ACAR
2010
CMGR
2011 MHR-GS EGyTAR —
VR-RVD iCAR | JTAR
2013
2014
Publication |
Year

for packet forwarding. Usually the evaluation process (i.e
measurement process) at each junction is based on sending
information collector packets through roads, in order to col-
lect information about road network and traffic conditions.

Junction-based routing has less overhead compared to
full path routing [17], as packets only carry the position of
the destination and next-intersection. In addition, it adapts
more efficiently to variable VANET conditions as routing
decision is done sequentially at each junction. However,
the evaluation process may result in network overhead and
delay time. Moreover, keeping routing metrics measurement
results updated and always available for routing decisions is a
critical issue. In particular, to make the measurement results
always available and updated, the measurement process has
to be done so frequently. However, initiating many measure-
ment processes may result in high network overhead, which
may affect data packet delivery rate.

4.2.3 Hybrid strategy

The hybrid strategy tends to overcome the limitations of full
path strategy by allowing route adjustment on certain condi-
tions. Additionally, hybrid strategy considers making rout-
ing decisions at each junction unnecessary. Thus, it tends to

decrease the delay and network overhead caused by unnec-
essary routing decisions at each junction.

4.2.4 Node-based strategy

In this strategy each node selects one of its neighbours as a
next forwarder. The selected neighbour is the closest to desti-
nation and which satisfies the next-node selection conditions.
Although node-based strategy does not result in network
overhead, it does not take road conditions into consideration.
Consequently, routing decision is made based on neighbours
status, which is considered efficient for small scale routing
only. Thus, sending packets towards disconnected roads can
not be avoided in this strategy, which may cause delay and
packet loss.

5 Full path traffic aware routing protocols

This section discusses the most recent full path TAR
protocols in terms of routing process, routing metrics
measurement, forwarding mechanism and recovery tech-
niques. Afterwards, protocols limitations, challenges and
open research issues were highlighted in the challenges and
issues to consider section. Finally, Table 1 compares the
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characteristics and performance of the following reviewed
protocols. In addition, for each full path TAR protocol,
Table 1 shows to which protocol it was compared and what
was its evaluation in terms of network overhead, end-to-end
delay and packet delivery ratio.

5.1 Routing process of full path TAR protocols

First a connectivity aware routing was introduced in [21],
then the author introduced an enhanced adaptive connectivity
aware (ACAR) routing protocol in [22]. ACAR selects aroute
based on network connectivity and estimated transmission
quality of road segments. The author assumed that vehicles
installed a pre-loaded digital map, which not only describes
the land attributes such as road topology and traffic light
period but also is accompanied by traffic statistics such as
traffic density and average velocity at certain times of the
day.

ACAR computes the shortest and best path towards des-
tination based on the digital map and density statistical data,
then attaches path information to packets and transmits pack-
ets along selected path. Forwarded packets to destination
will collect information about vehicular density along the
path in its header. After a pre-defined number of packet
transmissions, the density information of road segments in
the route can be obtained at the destination. If the differ-
ence between measured and statistical density values for a
certain road segment exceeds a threshold, then a notifica-
tion is sent to the source about the updated density of that
road. Next, the source node re-computes a new route based
on the recently acquired and more accurate density data.
Although, ACAR use statistical density measurements, it also
adapts to any density variation caused by variable network
conditions.

A Density Aware Routing using Road Hierarchy (DAR-
RH) was proposed in [23], which takes advantage of roads
hierarchy information to transfer data from source to destina-
tion. The author classified roads to three different hierarchies
according to roads type and size. DAR-RH maintains two
routes; in case of failure of the primary route, an alternative
route is utilized at a higher hierarchy under sparse network
conditions. The two routes are defined by calculating two
shortest paths based on road hierarchy using Dijkstra algo-
rithm. Then, real time traffic density on the calculated routes
is measured. Afterwards, destination chooses the best con-
nected and minimum delay route based on measured density
and delay. However, the two calculated paths may not be the
best as they were selected based on distance only, then den-
sity was used to identify which one is the primary path of
them.

In order to keep routes updated, DAR-RH apply a time-
out period, after which the source will initiate a new route
calculation process. However, the calculation of the timeout
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period was not explained by the author. In addition, the route
maintenance process generates about 30 % of the total net-
work load, which may affect the performance of the routing
protocol. Moreover, as the two routes calculation is based
on distance, there is a high probability to select the same
routes again unless source or destination changes its posi-
tion. Thus, the route updating process does not consider road
traffic variations.

For connecting vehicles to the internet, a multi-hop rout-
ing protocol and gateway selection scheme (MHR-GS) was
proposed in [24], where the route with the highest link sta-
bility is selected. MHR-GS adopts the concept of proactive
routing, where routes are discovered and constructed before
it is actually required. Vehicle mobility parameters were uti-
lized to select routes with the longest lifetime to connect
to an IP network through gateways. In MHR-GS Gateway
advertisements (GA), which are broadcasted within a spe-
cific geographical area, are used to discover the most stable
routes towards a GW. Each GA message includes the gate-
way related information and the route stability parameter.
By receiving a GA a vehicle will have information about the
originator GW ID, the path to that GW and the traversed path
stability. Vehicles always keep a list of alternative routes as
they record the routes of received GA messages in a routing
table. The route with the highest stability is selected as the
current forwarding route.

A connectivity-aware with minimum-delay geographic
routing (CMGR) protocol was proposed in [25]. The main
concept of CMGR is to select routes with high connectiv-
ity in sparse situations; however, in dense situations CMGR
determines the routes with adequate connectivity and selects
the route with the minimum delay among them. The author
assumed the availability of Gateways (GWSs), arbitrarily dis-
tributed along roadsides, in order to connect to a fixed IPv6
network.

CMGR constructs full paths towards gateways by broad-
casting route discovery (RD) messages. Intermediate vehi-
cles attach their location then rebroadcast the RD message.
As a GW might receive several RDs from the same vehicle
via different routes, the GW will select the most efficient
route based on connectivity evaluation. Similarly, If the RD
is received by several GWs, each one sends back a route reply
(RR). Upon receiving RR messages at the source vehicle, the
most suitable route is selected based on connectivity evalua-
tion. The CMGR protocol continuously inspects the quality
of routes and the possibility of connecting to newly emerged
GWs, by broadcasting new RDs upon receiving a RR for the
second route.

As many vehicles select the highest quality roads (i.e.
roads with high vehicular density or connectivity), great
amount of data packets will be forwarded through these
favourable routes. As a result, higher congestion, delays and
drop ratios will occur on such routes. Therefore, in order to
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eliminate network bottlenecks and increase network through-
put, a load balancing mechanism is essential [26].

In [27], the VANET Load Balanced Routing (VLBR) pro-
tocol was proposed. The main aim of VLBR is to balance
network load on favourable routes by employing conges-
tion feedback, in order to switch to less congested routes. In
VLBR, the availability of a digital city map, which provides
vehicular densities for roads at certain times was assumed by
the author. First, city map is converted to a directed graph,
then the intersections sequences for the k-shortest full paths
towards the destination is calculated by the source vehicle.
Each road in the map has a weight based on its length and
vehicular density. Second, the intersections sequence of the
best path is placed in the header of the packet and the packet
is forwarded to the first intersection. Although, the k-shortest
path algorithm does not impose heavy computational com-
plexity, as stated by the author, applying such algorithm so
often generates extra computational load specially in VANET
dynamic environment.

The network load balancing of VLBR is done among the
k-shortest paths by sending a congestion warning packet to
the source vehicle. Upon receiving such a packet the source
will switch to the second best path for a certain time (i.e.
timer). The congestion warning is sent when the load status
for all nodes on that road reaches a congestion threshold.
After using the second best path for a certain time the source
node will resume using the first best path. However, as the
source has no information about the status of the first path,
it might switch back to the first path while it is still under
congestion. Accordingly, frequent path switching may hap-
pen, which cause high packet loss ratio and delay. In addi-
tion, VLBR considers load balancing among nodes on a sin-
gle path while selecting the next forwarder, which will be
explained in Sect. 5.3.

In [28] a VANET routing protocol based on real-time
road vehicle density (VR-RVD) was proposed. The aim of
this protocol is to establish routes with the highest vehicu-
lar density based on real-time density measurement. Routes
from source to destination are established using route request
(RREQs) and route reply (RREPs) messages. The source
node generates a RREQ and broadcast it to discover the route
and collect vehicular density information on its way to desti-
nation. Upon receiving the first RREQ, the destination node
waits for the other RREQs forwarded through other paths
for a certain duration. Afterwards, the different routes are
compared in terms of vehicle density, then the route with the
highest density is selected and an RREP is sent back to the
source. However, flooding the network with RREQ packets
to discover the best route might result in high network load,
specially when many nodes are issuing route discovery at
the same time. In addition, due to the dynamic environment
of VANET, route discovery is issued so frequently in order
to maintain broken routes. Thus, flooding the network with
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Fig. 3 Sub-graph construction in GeoSVR

route discovery packets is not efficient in VANET and might
degrade network performance severely.

The Geographic Stateless VANET Routing (GeoSVR)
protocol was proposed in [29], which introduces two main
algorithms, Optimal forwarding path (OFP) algorithm and
restricted forwarding algorithm (RFA). OFP aims at solving
the problems of local optimum and sparse connectivity. On
the other hand, RFA is to mitigate the impact of unreliable
wireless channel problems.

OFP calculates a path by assigning a weight for each road
on the map based on distance to destination and vehicle den-
sity. Next, the Dijkstra algorithm is applied to find the opti-
mum forwarding path (e.g. P1 in Fig. 3), which is the short-
est path with minimum weight. The optimum forwarding
path is inserted into the packet header then the packet is sent
towards destination. However, in large city maps the Dijk-
stra algorithm needs to traverse the whole weighted graph
to find a connected path, which result in high computational
complexity. Therefore, to reduce complexity and overhead,
GeoSVR subtract a connected sub-graph from the whole
weighted graph, which is defined according to source and
destination positions. In particular, the junctions which are
closer to source and destination are determined, then a rec-
tangle surrounding the sub-graph is constructed based on
these junctions, as shown in Fig. 3. Afterwards, the OFP
can be applied on the sub-graph instead of the whole city
map.

In [30] Traffic Aware Routing Algorithm (TARA), which
finds the minimum delay and hop routing path to route pack-
ets from source to destination, was introduced. TARA was
simulated using a data-set of two-year GPS tracking data
from over 4000 taxis in Shanghai. Obviously, using real
tracking data in simulation contributes towards more real-
istic results in evaluation process. TARA applies Dijkstra
algorithm on weighted city map to find the minimum cost
path. Road weighting was based on four parameters: road
length and average travel time of a packet to pass that road,
while considering the impact of vehicular density and veloc-
ity on packet transmission time. Afterwards, data packets
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are forwarded based on the calculated routing path, which is
a series of road intersections inserted in the packet header.
TARA sets a time threshold to update roads weights then
recalculates the minimum weight shortest path.

5.2 Routing metrics measurement

ACAR utilizes two routing metrics; connectivity and trans-
mission quality. The connectivity of a road segment is cal-
culated using road length and the number of vehicles on that
road (i.e. vehicular density). Afterwards, the transmission
quality is estimated based on road segment connectivity and
the calculated packet error ratio. The number of neighbours,
transmission range and number of lanes are used to calculate
packet error ratio. First ACAR depend on statistical vehicular
density obtained from maps, then start collecting real-time
density while forwarding data packets along selected path.
Thus, no special packets were used, such as tester or collector
packet, for collecting vehicular density information.

On the other hand, DAR-RH forwards test packets to col-
lect density information from every intermediate node along
the two shortest path calculated by the source. Each interme-
diate node checks the number of neighbours in its neighbour
list and specifies the number of neighbours which are ahead
of it, then attaches the number to the test packet. Upon receiv-
ing a test packet at the destination from one route only, and
if the density count is less than a threshold at any intermedi-
ate node, the destination waits for a test packet from another
route. Afterwards, destination node replies through selected
route and data packets forwarding can be resumed.

In MHR-GS route stability is measured while forwarding
GA in the specified geographical area. The stability parame-
ter is the estimated route expiration time, whereas the lifetime
of a route is the minimum lifetime link between two consec-
utive vehicles along that route. The the link expiration time
(LET) of two consecutive vehicles can be predicted using
vehicles motion parameters (i.e. current position, speed and
direction). Afterwards, the route expiration time (RET) can
be estimated to be the minimum LET along that route. Upon
receiving a GA message, a vehicle within the specified geo-
graphical area sets a timer before rebroadcasting the message.
In addition, it will calculate the LET for its link with previ-
ous forwarder, then update the LET field in the GA if it has
higher value than calculated LET. While waiting for timer,
if another GA message was received from the same gateway
with the same sequence number (i.e. re-broadcast by others),
the timer is cancelled and both messages are discarded. Oth-
erwise, the message is re-broadcasted once the timer expires
and the vehicle is selected as a relay, also neighbour vehi-
cles cancel their timers. The timer is computed based on the
stability parameters received via GA.

CMGR selects routes based on their connectivity. Node
local density (i.e. number of neighbors), average expected
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density changing rate and trip time are the metrics used to
evaluate each route connectivity. In addition, these metrics
are used to distinguish between dens and sparse situations.
The measurement of these metrics is carried out while for-
warding RD packets from source vehicle to GWs. The route
which has the highest density and least trip time is consid-
ered to have high connectivity. The average expected value
of vehicles density changing rate is calculated and attached
to the RD at each forwarder before rebroadcasting. The cal-
culation is carried out in two steps:

1. Each vehicle computes the expected value of density
changing rate in its vicinity over a number of beaconing
periods based on received beacons from its neighbours.

2. By exchanging expected values via beacons, the average
of all expected values from the vehicle’s neighbours can
be used to calculate the average expected value of density
changing rate.

In order to compute trip time for each of the received RDs,
the GW calculates the difference between generation and
reception time of individual RDs.

VLBR utilizes two main routing metrics for path selec-
tion: distance and pre-defined vehicular density from a dig-
ital map. However, the used vehicular density was based on
statistics, which is not accurate in VANET dynamic envi-
ronment [12]. In addition, network load was considered an
indication to switch between paths. In other words, network
load was not an input for the k-shortest path algorithm.
For each individual node, network load is measured based
on contention window size, which increases with each re-
transmission trial. In particular, a collision probability was
calculated based on current contention window size and
the previously calculated probability. Afterwards, each node
exchanges with neighbours the calculated collision probabil-
ities. Accordingly, a road is considered a heavy loaded area
if all its nodes have collision probability higher than a speci-
fied threshold. However, the author did not specify what is the
threshold value or how to calculate it. Moreover, no mecha-
nism was defined for measuring collision probability for all
nodes on heavy loaded road.

In a similar approach to CMGR, VR-RVD broadcasts
RREQ packets toward destination and records the minimum
node density on their ways. Vehicle density calculation is
done at each traversed node based on the received periodic
beacons from neighbor vehicles and a Road Information (RI)
table. Beacon messages include vehicle’s movement direc-
tion, total number of reverse cars (TRC), vehicle identifier
and position. Accordingly, a vehicle can get the number of
vehicles ahead of it, from the TRC number received via
reverse direction cars beacons. Each vehicle calculates its
TRC value based on the value of reverse cars field in RI
table, driving distance from road beginning and road length.
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A RI table is created by each vehicle upon road entry,
to store road vehicle density, number of reverse cars, road
ID and entrance time. The number of reverse cars recorded
in the RI table is increased by one upon receiving a beacon
from a vehicle moving in opposite direction. Thus, by using
received TRC (i.e. the received TRC from an opposite direc-
tion vehicle is the number of ahead vehicles) and the number
of reverse cars recorded value, vehicles on a certain road can
estimate the current road vehicular density.

In GeoSVR two routing metrics are used: distance to des-
tination and vehicular density. However, the author reckons
that a wider road implies a higher probability of high vehi-
cle density. Accordingly, the OFP algorithm uses road types
as measurement of vehicle density. Therefore, based on the
digital city map, GeoSVR assigns roads (i.e edges) weights
according to their length and width. However, there is no
guarantee for having high vehicular density in wide roads.

In order to find the minimum delay and hop routing path,
TARA makes use of four routing metrics. The first routing
metric is distance which can be obtained from the city digital
map. The second routing metric is the average packet trans-
mission delay which shows the delay of carrying the packet
by vehicles along that road. As the value of packet transmis-
sion delay is affected by vehicular density and velocity, these
two routing metrics were used in the calculation of such delay
value. However, the author used statistical data to predict
the future traffic patterns in order to calculate the impact of
vehicular density and velocity on packet transmission delay.
Consequently, statistical data may result in inaccurate results
as vehicular density and speed are highly dynamic metrics
and difficult to predict [12].

5.3 Forwarding mechanisms

ACAR selects the neighbour, which is closest to destination
and has the lowest transmission error rate, as a next forwarder.
This is achieved by keeping a record at each node for packet
error rates associated to each one of its neighbours. On the
other hand, DAR-RH adopts greedy unicast as a forwarding
mechanism to forward test, reply and data packets.

In MHR-GS data packets are forwarded based on the
selected path, which was defined in the received GA mes-
sages. On the other hand, GA packets are forwarded based
on the link lifetime and distance metrics. Thus, in case of
forwarding GA packets, the next forwarder is the neighbor
which makes the highest progress in packet delivery (i.e. the
furthest neighbor), and has the most stable link with the cur-
rent forwarder.

Similar to DAR-RH, CMGR applies greedy forwarding
along discovered routes to forward packets to and from GWs.
Moreover, TARA adopts geographic greedy forwarding for
data transmissions between two adjacent road intersections.
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Fig. 4 Restricted forwarding algorithm

Thus, DAR-RH, CMGR and TARA inherits the problems of
greedy forwarding.

VLBR has two forwarding mechanisms based on network
conditions. By comparing road’s density to a threshold, each
forwarding vehicle will either consider the road as sparse
or connected. If the road status is sparse, the vehicle will
forward packets to the neighbour that is closest to next inter-
section and moving towards it. And if the road is considered
connected (i.e. dense), then packets are forwarded to a neigh-
bour that is closest to next intersection and has less network
load compared to other neighbours. However, the author did
not provide the threshold value or how to calculate it. In addi-
tion, the balance between distance and network load on node,
while selecting next forwarder, was not clear.

In VR-RVD, once the source receives the RREP message,
it will send data packets to destination through the path pro-
vided in the RREP. On the other hand, GeoSVR applies a
restricted forwarding algorithm, which chooses a neighbour
in a specific range for forwarding packets along the calcu-
lated OFP. Thus, reducing packet loss due to distant neigh-
bours selection. Figure 4 describes the restricted forwarding
algorithm. ry is the wireless communication range and r; is
the restricted forwarding range which was calculated using
the free-space path loss and channel frequency of the wire-
less communication standard. Accordingly, node B can be
selected as a next forwarder but node A can not be consid-
ered as a potential forwarder.

5.4 Recovery techniques

ACAR adopts the carry-and-forward mechanism to over-
come network partitioning problems, where as packets are
carried until a suitable next forwarder is found.

DAR-RH utilizes the alternative route in case of primary
route failure and a new route calculation process is issued.
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However, DAR-RH did not define a mechanism to early
inform source node about route failures, which may result
in high packet loss ratio. Similarly, MHR-GS can switch to
an alternative route when a route fails or its life time expires.
However, upon selecting an alternative route an update mes-
sage must be sent to the gateway, which will update the inter-
mediate vehicles routing tables as well. Alternative routes are
always updated via receiving new GA messages.

In case of local maximum in sparse area CMGR apply the
concept of carry and forward to deliver packets. However,
when a vehicle carrying a packet reaches a junction, the aim
is to forward to a vehicle on the first priority out-going road if
one is detected. There are two options for forwarding based
on the carrying vehicle position:

1. The vehicle did not reach the junction center: if no first
priority vehicle is found, the vehicle will forward to any
vehicle present in the second priority road as shown in
Fig. 5a. However, it will not remove the packet from its
buffer after forwarding just in case any opportunity to
forward the packet to a first priority vehicle comes up.

2. The vehicle has passed the junction center: the vehicle
either continues to carry the packet if it has turned into
the first priority road, or looks for vehicles on a higher
priority road until it exits the junction, as shown in Fig. 5b.

VLBR adopts the carry and forward technique for for-
warding packets in sparse areas. In addition, when a road is
considered a heavy loaded area with a lot of re-transmissions,
VLBR switches to another less congested path. However,
VBLR does not apply any route re-calculation or mainte-
nance mechanism. In particular, VLBR does not define when
the k-shortest path algorithm need to be applied or a path re-
calculation is required.

In VR-RVD the author did not provide a recovery mech-
anism or a route maintenance technique. On the other hand,
GeoSVR has no recovery technique as the OFP algorithm

Fig. 5 Forwarding a carried
packet at junction in CMGR
protocol
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3 priority

avoids choosing sparse routes and the restricted forwarding
was intended to eliminate local maximum problem.

In a different approach, TARA utilizes the carry and for-
ward technique in sparse areas or disconnected routes. How-
ever, as a vehicle might get faraway from the calculated
route, an allowed area was defined around the planned path.
Accordingly, recovery is executed as follows:

— If the forwarding vehicle deviates from the planned path
but is still inside the allowed area, no correction.

— If the forwarding vehicle is outside the allowed area,
TARA calculates the shortest path towards the allowed
area.

5.5 Challenges and issues to consider

This section highlights and discusses the challenges and criti-
cal issues that need to be considered regarding the mechanism
and performance of aforementioned protocols. Moreover, in
order to improve the full path traffic aware routing proto-
cols various open research issues were introduced for further
investigation in the following points:

e Because of the VANET dynamic environment the main
issue is how to select the most stable routes (i.e. the
longest lifetime), and how to initiate route recalculation
only when it is necessary, in order to adapt to network
and traffic conditions and reduce routing overhead.

e Although exploiting route request or route discovery
broadcasting mechanisms will discover the best routes,
in terms of traffic and network status awareness, it has
the following shortcomings:

1. Generates high network overhead.

2. Consumes long time.

3. These mechanism are always tested in simulation
environment, where a limited number of vehicles are
initiating route discovery. However, in reality broad-
casting might be performed by a large number of
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vehicles specially in high density scenarios. There-
fore, further investigation is required to measure the
performance of these route discovery mechanisms in
a more realistic scenario. In addition, mechanisms for
mitigating broadcast storms and congestion control
are necessary to be integrated with such protocols.

e Asmany vehicles tend to select the highest quality routes

(i.e. routes with high density and good connectivity), such
routes will get congested and form network bottleneck.
Therefore, network load must be considered while select-
ing or constructing a route towards destination. Although
VLBR apply a load balancing mechanism, it still has the
following drawbacks:

1. Despite of being a load balancing protocol, VLBR
does not prevent network congestion on the used
routes. In particular, VLBR switches to the second
route when the status of all nodes on the first route
reach a congestion threshold. Thus, based on such
load balancing mechanism, some parts of the route
might be already congested and formed network bot-
tleneck.

2. Network load was not considered as a metric while
calculating paths. Thus, the source node has no infor-
mation about network load on paths while calculating
and classifying the k-shortest paths.

3. The source node will not get any feedback about the
status of the first path while using the second path.

4. The source node can not know the network load status
for a path without trying to use that path, which may
result in packet delay or loss.

e Finding a group of shortest paths then measuring routing
metrics on such routes might cause the following prob-
lems:

1. It may not result in using the optimum routes in terms
of traffic and network awareness. In other words,
there might be some other routes which are not among
the shortest but have better network and traffic con-
ditions.

2. When route recalculation is applied, the same group
of shortest paths might be selected again unless
source or destination node has moved to a different
road.

Thus, For route calculation or recalculation, applying
shortest path Dijkstra algorithm may not be efficient with-
out considering traffic and network status as inputs for the
algorithm.

For large city maps, the Dijkstra algorithm needs to tra-
verse the whole weighted graph (i.e. city map), which
result in high computational complexity. Therefore, to
reduce complexity and overhead it’s recommended to

apply the algorithm on a sub-graph of the city map, such
mechanism was utilized in GeoSVR.

For full path traffic aware routing protocols, which utilize
more than one routing metric, giving equal weighting
factors for all metrics might not be the optimum solution.
Therefore, further investigation need to be carried out to
specify the right weighting ratio for each routing metric
based on network and traffic conditions.

Many traffic aware routing protocols depend on measur-
ing vehicular density by collecting the number of neigh-
bours along a road. However, such a mechanism may
lead to wrong indication for high density on a road.
For instance, sometimes vehicles are more condensed
in some areas, such as areas near intersections or traffic
lights, than the rest of the road, which result in low and
high density areas. Therefore, vehicular spacial distribu-
tion must be considered along with vehicular density.
While calculating vehicular density direction of vehicles
should be taken into account. In particular, routes with
vehicles moving towards a destination in high density will
have less breakage probability than routes with the same
density but with vehicles moving away from destination,
as stated in [31].

Forwarding collector packets, which measure routing
metrics, along a path using greedy forwarding may result
in loosing such packets. Accordingly, the path might be
considered disconnected because of collector packet lose.
Thus, it is recommended to avoid using greedy forward-
ing to forward collector packets, in order to get more
accurate measurements for route conditions.

Some full path TAR protocols utilizes statistical density,
such as ACAR, VLBR and TARA. However, statisti-
cal density is not accurate because VANET is a highly
dynamic environment and predicting vehicular density is
difficult as stated in [12].

Periodic route discovery or proactive routing for full
paths (e.g. MHR-GS and CMGR) might result in high
network overhead. In particular, in all the reviewed pro-
tocols alimited number of vehicles was considered apply-
ing the route discovery mechanisms in VANET simula-
tion scenario. However, in reality most of vehicles need
to apply this mechanism to communicate with other vehi-
cles. Therefore, further research is required to study the
effect of having a large number of vehicles, employing
route discovery mechanisms, on the routing protocol and
network performance.

Frequent route recalculation might be unnecessary and
result in extra network overhead, which affects packet
delivery ratio. On the other hand, routes have to be
updated in order to adapt to network and traffic con-
ditions. Therefore, route recalculation can be based on
timer (i.e. route lifetime DAR-RH) or variations in traffic
and network status, to avoid unnecessary recalculation.
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e Many of the aforementioned protocols apply carry and
forward technique in order to overcome network discon-
nection problems. However, it must be considered that
the carrying vehicle might drive faraway from the right
route to destination. Thus, restrictions on packets carry-
ing (e.g. allowed area definition in TARA recovery tech-
nique), must be applied specially if the carrying vehicle
is approaching a junction or turning (e.g. CMGR).

e The accuracy of routing metrics measurement mecha-
nisms were not evaluated in the aforementioned proto-
cols. The measured metrics were used in the routing
process and the evaluation was for the routing perfor-
mance only. Therefore, in order to provide a more clear
view about the performance of the measuring mecha-
nism, such mechanisms must be tested independently and
the measured metrics can be compared to the given real
values. For instance, measured density can be compared
to the real density, which can be given as a simulation
parameter.

e Table | summarizes and compares the previously men-
tioned full path TAR protocols main characteristics. In
addition, by studying Table 1, the following points can
be concluded:

1. Non of the aforementioned full path TAR protocols
considers network load balancing except VLBR.

2. In ACAR, DAR-RH, VLBR, CMGR and MHR-GS,
the scope of traffic condition awareness was limited
on the calculated paths or specific geographical areas.

3. Considering protocol performance evaluation, non of
the previously mentioned protocols was compared
to a TAR protocol. In other words, the benchmark-
ing was against non TAR protocols. Thus, the per-
formance measurements can not be used to evaluate
the level of awareness in these protocols. Moreover,
TAR protocols will always have better performance
compared to other protocols as they consider traf-
fic conditions. Therefore, comparing improved TAR
protocols to exiting TAR protocols should be consid-
ered in future research work in order to analyse and
evaluate the performance more accurately.

6 Junction-based traffic aware routing protocols

The most recent junction-based TAR protocol are discussed
in this section, in terms of routing process, routing metrics
measurement, forwarding mechanisms and recovery tech-
niques. Thereafter, protocols’ critical issues, challenges and
open research problems were highlighted in the challenges
and issues to consider section. Afterwards, Table 2 summa-
rizes and compares the characteristics and performance of the
following reviewed protocols. In addition, for each junction-
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based TAR protocol, Table 2 shows to which protocol it was
compared and what was its evaluation in terms of network
overhead, end-to-end delay and packet delivery ratio.

6.1 Routing process of junction-based TAR protocols

In [32] junction-based geographical greedy traffic-aware
routing protocol (GyTAR) was introduced. GyTAR dynam-
ically chooses intermediate intersections that a packet has
to traverse to reach destination, considering both vehicular
density of roads and curvemetric distance towards destina-
tion. Thus, the highest score road is the highest density and
shortest route towards a destination vehicle.

The enhanced GyTAR (EGyTAR,) was introduced in [33]
which considered vehicle’s direction in calculating road vehi-
cle density. In particular, the calculated density is for vehicles
moving towards the destination only, which result in a more
accurate estimation for the quality of packet transmission
along roads. Accordingly, choosing a road with high vehicle
density moving in opposite direction and low density towards
destination, was avoided.

A connectivity-aware routing protocol (iICAR) for vehic-
ular ad hoc networks (VANETSs) was proposed in [34]. iCAR
takes into account real-time vehicular traffic density and
packet delivery delay for each road, in order to enable info-
tainment and interactive applications, as well as multi-hop
Internet access in urban environments. Upon reaching a
junction, adjacent roads are evaluated based on their rout-
ing metrics scores and progress towards destination. After-
wards, the road which leads to more progress towards des-
tination and have the highest density with least delay is
selected. Although, the routing overhead of iCAR is reduced
in high vehicular density, it is still higher than the overhead
of GyTAR and GPSR.

In [35] a vehicle density and network load aware routing
(VDLA) protocol was proposed. VDLA utilizes real-time
vehicular density and network traffic load collection mecha-
nism. Although, VDLA is a junction-based routing protocol,
the major routing decision is made before the packet reaches
the junction. Intermediate junctions are dynamically selected
based on three routing metrics: distance to destination, real-
time vehicle density and network traffic load measurements.
After evaluating each adjacent road, weights (i.e.scores) are
assigned to them by a junction node. Afterwards, the junction
node broadcast hello messages containing the adjacent road
segments weights as an extra field.

An enhanced VDLA protocol was proposed in [36], where
the accuracy of neighbour tables was increased to improve the
performance of geographic greedy forwarding. The author
defined two problems caused by traditional hello scheme
which has a fixed broadcast interval:
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— First, the entries of past neighbours are not deleted in
time when they move out of the transmission range.

— Second, some vehicles have become neighbours but they
are not recorded in the neighbour table as they are waiting
for their next hello packet to be sent.

These two kinds of nodes often located close to the transmis-
sion range boundary and are referred to as marginal nodes.
As greedy forwarding strategy chooses the farthest neigh-
boring node to be the next hop, the inaccurate information of
these nodes will directly affect the successful transmission
of packets. Thus, the enhanced VDLA calculates a life time
for each neighbour record in the neighbour table. In addition,
the intermediate vehicle, between two vehicles approaching
each others transmission range, will calculate the time when
both vehicles can communicate directly then sends this infor-
mation in a small packet without waiting for the next hello.
However, depending on lifetime estimation is critical, as it
can be affected by vehicles variable speed and driver behav-
iour. Moreover, the added enhancement produces extra rout-
ing protocol overhead which increases with vehicles higher
speed.

2D routing is usually considered in cities environment.
However, 2D routing might not be efficient for cities with
bridges and complex hierarchy of roads. Therefore, a 3D rout-
ing protocol named Link State aware Hierarchical Road rout-
ing (LSHR) was introduced in [37]. LSHR utilizes 3D coor-
dinates for vehicles positions aiming at reducing the num-
ber of hop count and transmission delay, while increasing
packet delivery ratio. As LSHR is a junction based protocol,
junction’s adjacent roads are weighted based on their rout-
ing metrics measurement and the road with the least weight
is selected to forward packets. Distance towards destination
and road connectivity are the two routing metrics used in
LSHR.

6.2 Routing metrics measurement

In GyTAR, each road is dissected into fixed location cells
with radius equal to transmission range, whereas the closest
car to the cell’s center is the group leader. Vehicle density is
measured locally within each cell by the group leader, then

Fig. 6 Generating and
forwarding a CDP packet
in GyTAR
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transferred through group leaders using a collector density
packet (CDP). The CDP is generated by a group leader leav-
ing the road as shown in Fig. 6. This CDP generation criteria
was used to restrict CDP generation and adapt to the variable
vehicular traffic (i.e. high density reduces vehicles speed as
well as CDP message generation and vice versa).

After CDP generation, it is sent backward to the first cell
leader in the targeted road on the basis of improved greedy
strategy, which is explained in Sect. 6.3. Afterwards, the CDP
will pass through cell leaders until it reaches the road’s end.
Once the CDP is received by a group leader, it is updated by
including the density of the corresponding cell (i.e. the num-
ber of Hello message responses received from group leader’s
neighbours), then forwards it to the next cell. The road vehi-
cle density measurement is achieved by delivering the CDP to
the opposite intersection, where the CDP packet is analyzed
to calculate the average vehicle density of cells. Finally, the
evaluated road can be given a score based on its vehicular
density and distance to destination.

EGyTAR adopts the same mechanism, as GyTAR, for
measuring vehicular density. However, EGyTAR only con-
siders vehicles moving towards destination (i.e. in-direction)
while measuring vehicular density. Although, high vehicular
density moving towards destination leads to higher delivery
ratio, vehicles moving in the opposite direction can be a good
option when in-direction density is low.

iCAR adopts the same mechanism of sending a collec-
tor packet (CP) as GyTAR. However, iCAR does not form
fixed cells, instead it forwards the CP along the street using
iCAR forwarding mechanism. The delivery of CP at the next
intersection indicates the instantaneous connectivity of the
road. While forwarding the CP, each forwarder counts the
number of vehicles located between itself and the vehicle
chosen as the next forwarder, then add it to the number of
vehicles recorded in CP. The CP generation time and the
number of traversed nodes are also recorded in CP. Before
sending the packet to the next hop, the forwarder calculates
the validity period and updates the lifetime field if calculated
value is lower. The validity period is to define the validity
of measured data of a given road segment. In other words,
it aims at predicting the time at which a disconnection may
occur. Once a CP is received at the center of the next road
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intersection, the closest vehicle to the center of the intersec-
tion, is responsible of generating the updated score. Then
the updated score with its validity time is announced across
the intersection using beacon messages, and sent back to the
location where the CP packet was created. In case of not
receiving back the CP, the road score is set to zero as it is
considered disconnected.

Similarly, VDLA routing metrics (i.e. Vehicular density
and network load) are measured using the collector packet
mechanism. Once a vehicle reaches a junction it initiates the
measurement process by sending a CP to each adjacent road.
To measure network traffic load, the author considered that
the number of packets stored in the buffer queue of a node
can be used to evaluate the node load status. The buffer queue
length and the number of neighbours of the initiator vehicle is
first included in the CP. In addition, the minimum neighbour
number (MNN) field, which is used to evaluate vehicle distri-
bution along road, is initialized by the value of the initiator’s
number of neighbours. Upon receiving the forwarded CP,
each node will add the number of its right side neighbours to
the number of neighbours in the CP, also the length of buffer
queue is added similarly. In addition, each forwarding node
will compare its number of neighbours with the MNN;; if the
MNN field has greater value, it will be updated with the num-
ber of neighbours of the current forwarder. Afterwards, the
updated packet will be forwarded till it reaches next junction.
After processing the CP packet at next junction, another CP
will be initiated and sent backward to the first junction in the
same described mechanism. Afterwards, the initiator vehi-
cle will get vehicle density and traffic load measurement for
all adjacent road segments. Thereby, road evaluation can be
carried out using the collected data, then scores can be given
to adjacent roads. However, if a vehicle has already received
a CP before it enters the junction, then it will start a timer
for one second then generates a new CP. Thereby, network
overhead caused by CP is reduced in dense situations.

The measurement mechanism of iCAR is also used in
LSHR. However, LSHR depends on greedy forwarding to
forward CPs. In particular, when a node at intersection
receives a data packet, if it does not have a sorting table it will
generate one. The sorting table includes the progressive dis-
tance towards destination through adjacent roads and their
communication delays. This table is generated by sending
collector packets towards adjacent intersections and record-
ing the sending time in the CP. The last node which receives
the CP will calculate the communication delay of the road,
then the result is broadcasted with the corresponding road ID
to neighbours. The communication delay for adjacent roads
is recorded and sorted in the sort table, which is also broad-
casted to other nodes in the junction area. Finally, each road
is given a score (i.e. weight) based on distance and connec-
tivity (i.e. communication delay), which are the two routing
metric used in LSHR.

6.3 Forwarding mechanisms

GyTAR and EGyTAR utilize improved greedy mechanism
to forward packets towards junctions. First, the forwarding
vehicle predicts the position of each neighbour using its cor-
responding motion information (velocity, direction, and posi-
tion), which was obtained by hello messages and saved in
the neighbour table. Then, the neighbour with the closest
predicted position to destination junction is selected as the
next-hop.

For next-hop selection in iCAR, the improved greedy for-
warding mechanism of GyTAR and EGYTAR is adopted to
forward packets between junctions. However, the selected
next-hop is not only the closest to destination, but also which
has the highest received signal strength indication (RSSI).

In VDLA and enhanced VDLA, the classical greedy for-
warding is used to forward packets between junctions. How-
ever, in these two protocols routing decisions can be done
before reaching a junction. In such a case, if the next road
segment lies on the same direction as the current one, the
packet will be forwarded directly in greedy mode; otherwise,
the packet will be forwarded to the junction node in order to
be transmitted towards a different direction.

LSHR calculates the virtual distance for all neighbour
nodes which are closer to the destination than current node.
Here, the virtual distance refers to the largest two-hop dis-
tance, which equals to the distance between the current node
and its neighbour node plus the distance between neighbour
node and its closest neighbour to destination. Finally, the
neighbour with the largest virtual distance is chosen as the
next hop.

6.4 Recovery techniques

The carry and forward technique was adopted in GyTAR,
EGyTAR, LSHR and iCAR. In such a technique, a vehicle
will carry the packet to next junction or until another vehicle
closer to destination junction enters or reaches its transmis-
sion range. However, for VDLA and enhanced VDLA no
recovery technique was proposed.

6.5 Challenges and issues to consider

Junction-based TAR protocols critical issues and challenges
are presented and discussed in this section. Moreover, a num-
ber of open research problems are highlighted for further
investigation and future work in the following points:

e Junction-based TAR protocols depend on weighting adja-
cent roads (i.e. giving scores to roads), to select the best
road for forwarding. Weighting is usually done using
weighting factors, such as o, ap and o3 in Eq. 1. In
order to give a weighting score for roads in the range
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[0, 1] the summation of weighting factors has to equal 1.
Consequently, choosing equal values for weighting fac-
tors (e.g. @1 = a2 = a3 = 0.33 )results in giving the
same effect and priority, for each of the utilized rout-
ing metrics (e.g. distance, density and connectivity), in
the routing decision. Nevertheless, there is no guarantee
that equal weighting factors will result in the best rout-
ing performance. In particular, giving higher weighting
factors to some routing metrics (e.g. distance) may result
in better routing performance. However, calculating the
optimum weighting factor for each routing metric in the
aforementioned protocols was not carried out. Although,
in GyTAR the author defined optimum weighting fac-
tors values, these values were derived based on excessive
simulations not mathematical analysis. Therefore, this
issue needs further research and investigation in order to
improve the performance of junction-based TAR proto-
cols.

RoadWeight = ay(Distance)

+ ax(Density) + az(Connectivity)
(H

Routing metrics measurement process introduces extra
network overhead, which results from generating and for-
warding collector packets. Therefore, this process need to
be done when it is necessary only. However, initiating the
measurement process when the measurement is requested
for routing decisions, such as in LSHR and VDLA, might
result in routing and delivery delays. Thus, measurement
results must be always updated and available at junctions
with the lowest network overhead. Therefore, adapting
the initiation of measurement process to network status,
such as iCAR, GyTAR and EGyTAR, results in avoiding
unnecessary network overhead produced by the measure-
ment process.

Assigning a validity time for the routing metrics mea-
surement result, as in iCAR, is important to prevent using
outdated measurements. In addition, calculating a valid-
ity time based on network conditions is more efficient
than fixed validity intervals, as it can adapt to variable
network conditions.

Road transmission delay was considered as an indicator
for network connectivity in some protocols (e.g. iCAR,
LSHR). However, transmission delay is not only caused
by network disconnections, it can result from network
load as well. Therefore, to measure real road connectivity
a different indication, such as inter-vehicle link life time,
can be used.

Forwarding a collector packet using greedy forward-
ing between junctions may result in loosing the packets
because of neighbours mobility. Subsequently, loosing a
collector packet gives a false indication of network dis-
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connection along that road. Therefore, the improved for-
warding mechanisms, such as the one used in iCAR and
GyTAR are preferable.

Accuracy in measuring routing metrics provides higher
awareness of road and network conditions, which makes
routing protocols more adaptive to VANET dynamic
environment. However, in all the aforementioned proto-
cols no evaluation was provided for the accuracy of rout-
ing metrics measurement process, except for the density
measurement evaluation in GyTAR. Therefore, evaluat-
ing measurement process accuracy is essential in future
research work as it gives an indication on the level of
awareness in TAR protocols.

Keeping neighbour tables updated is essential for accu-
rate routing metrics measurement. However, depending
on predicting neighbour positions is not always accurate.
On the other hand, increasing the frequency of beacons
or hello messages is not recommended specially in high
density situation. Therefore, utilizing beacon frequency
adaptation mechanisms can enhance TAR protocols per-
formance [38,39].

The previously mentioned junction-based TAR proto-
cols depend on carry and forward technique, in order to
deliver packets in case of network disconnection. How-
ever, it might not be efficient to continue in the same route.
Therefore, other solutions for recovery must be consid-
ered for future research work, such as stepping backward
to a previous junction and re-evaluating roads to update
routing decision.

A performance and characteristics comparison for the
previously reviewed junction-based TAR protocols is
provided in Table 2. Accordingly, the following points
can be concluded based on Table 2 inspection:

1. GyTAR and EGyTAR do not consider unidirectional
roads as the scope of result announcement will be
limited to one junction only. Obviously, routing mea-
surement is initiated at one road end and result is
announced at the other road end. Thus, in unidirec-
tional roads only one road end will have the measure-
ments. In addition, no mechanism was introduced for
sending back results to the initiation junction, such as
the one used in iCAR, VDLA and LSHR.

2. Three of the reviewed protocols performance was not
compared to TAR protocols, which does not give a
clear evaluation for the level of their traffic aware-
ness. Thus, comparing traffic aware routing proto-
cols to each other is necessary in order to get a more
significant evaluation.

3. Itis obvious that measurement results are announced
once in all reviewed protocols. Thus, if there was no
vehicles in the junction area at announcement time
or after announcement all vehicles left junction, then
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measurement results are lost. Therefore, this issue
need to be considered in future improvements of
junction-based TAR protocols.

4. The junction-based TAR protocols which consider
network load while making routing decisions are
VDLA and enhanced VDLA only. However, taking
network load into consideration is important to pre-
vent congestion and network performance degrada-
tions.

5. Network overhead was not measured in the evaluation
of some junction-based TAR protocols. However,
evaluating junction-based protocols performance in
terms of network overhead is necessary.

7 Hybrid traffic aware routing protocols

The most recent hybrid TAR protocols are explored in this
section, based on their routing process, routing metrics mea-
surement, forwarding mechanisms and recovery techniques.
Afterwards, challenges, critical issues to consider and future
research problems were discussed in the challenges and
issues to consider section. Finally, Table 3 presents a com-
parison between the reviewed hybrid protocols in terms of
characteristics and performance.

Table 3 Hybrid traffic aware routing protocols

7.1 Routing process of hybrid TAR protocols

In [8] a Hybrid Traffic-Aware Routing (HTAR) protocol was
proposed, which selects a vehicle, called Junc-Tracker, at
each junction to collect traffic information for adjacent roads.
First, HTAR apply Dijkstra algorithm to find the shortest
path, whereas road weights are assigned based on vehicular
traffic density and network traffic load metrics. Afterwards,
data packets are forwarded based on the calculated best path.
However, the forwarding path is dynamically adjusted at each
junction based on updated traffic information.

HTAR employs Dijkstra algorithm and needs traffic infor-
mation about all possible full paths between source and des-
tination. Therefore, the information obtained at each Junc-
Tracker will be periodically broadcasted within the junction
area and disseminated to other adjacent Junc-Tracker. As a
result, high extra network load will be generated, which may
degrade network performance.

A similar protocol called Junction-Based Traffic-Aware
Routing (JTAR) protocol was introduced in [10]. In order to
reduce the time required to collect traffic information and to
increase it’s accuracy, JTAR introduced the concept of col-
lector packet merge. In particular, when two collector pack-
ets meet at a certain node in the traversed road, they will
exchange traffic information about their unvisited part of the

Protocol

HTAR [8]

JTAR [10]

ASAR [40]

Routing metrics

Routing metrics measurement

Measurement announcement scope

Measurements availability

Network load balance

Awareness scope

Performance

Compared to other TAR protocols

Network overhead
End-to-end delay

Packet delivery ratio

Distance, vehicular
density and
network load

Periodically initiated
by Junc-tracker

Junc-tracker junction
area and to
adjacent
Junc-trackers

Periodically
announced

Yes

Current and adjacent
junctions

Yes (GyTAR, GSR)

Not measured
Not measured
Higher

Distance, vehicular
density and
network load

Periodically initiated
by Junc-tracker
and adopt
probe-merge

Junc-tracker junction
area and to
adjacent
Junc-trackers

Periodically
announced

Yes

Current and adjacent
junctions

Yes (GyTAR,
HTAR)

Not measured
Lower
Higher

Distance, vehicular
density, velocity
and transmission
delay

Fixed equipment
record vehicular
density and
velocity based on
vehicles mobility

To all fixed
equipment along
the path from
destination to
source

When requested by
destination node

No

Along the path from
source to
destination

No (GPSR, GSR)

Higher
Lower
Higher
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road, then return back to their original junction, as shown in
Fig. 7. In this case the collector packet do not have to traverse
the whole road. JTAR was compared to GyTAR and HTAR
and it gives higher delivery ratio than both, as well as lower
end-to-end delay. However, no measurement was provided
for routing protocol overhead.

On the other hand, the adaptive state aware routing
(ASAR) protocol, which was introduced in [40], utilizes fixed
equipments laid at each junction to collect real-time traffic
information. ASAR adaptively selects an optimal path based
on an estimated transmission delay model that takes into
account real-time vehicle density and average speed. When a
source node wants to send data, it will inform the destination
node through cellular network. Afterwards, the destination
node informs the fixed equipment in the closest junction to
update the estimated transmission delay. The fixed equipment
will broadcast update messages to its adjacent junctions peri-
odically by cellular network. The broadcast range depend on
the size of the city and the number of junctions.

For the purpose of obtaining global optimum path, when
a data packet reaches a junction it will be forwarded for the
fixed equipment. Subsequently, the fixed equipment will cal-
culate the optimum path towards the destination based on two
types of transmission delays: (1) the estimated transmission
delays for adjacent roads, which was done by this fixed equip-
ment; (2) the received estimated transmission delays from
other adjacent fixed equipment. Afterwards, the optimum
path will be adjusted at each junction, in order to adapted to
changes in network conditions. Although, ASAR achieved
higher packet delivery ratio and lower end-to-end delay than
GPSR and GSR, it’s generated network overhead was slightly
higher specially in high vehicular density or velocity.

7.2 Routing metrics measurement

HTAR and JTAR adopt the mechanism of collecting network
information by sending collector packets between adjacent
junctions. The Junc-Tracker vehicle is responsible for send-
ing, receiving and processing collector packets as well as
spreading data to neighbours and Junc-Trackers at adjacent
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junctions. The mechanism of dividing the road to cells then
collecting traffic information from cell headers , which was
used in GyTAR, is applied in both HTAR and JTAR.

Since Junc-tracker are responsible for generating and
processing collector packets, the author in HTAR proposed
an algorithm for selecting a Junc-tracker, which was adopted
in JTAR as well. The algorithm guarantees the uniqueness
of Junc-tracker at each junction, as well as the selection of
the longest life Junc-Tracker. In the Junc-Tracker selection
algorithm a node can be in one of four states: monitor, com-
pete, spread, and sleep. The node state is based on its current
location and status. The algorithm can be summarized in the
following points:

1. If anode is not in a junction, it is in sleep state.

2. When a node enters the junction it will change its state
from sleep to monitor and sets a timer 7j,.

3. During T,,, if the node did not receive any of the Junc-
Tracker periodic update messages, it will change to com-
pete state, otherwise it will remain in the monitor state
and resets the timer.

4. Upon entering the compete state, the node sets a timer 7.
When 7 expires, the node sends a declaration message to
become the new Junc-Tracker and enter the spread state.

5. Receiving a message from another Junc-Tracker while
being in the compete state will change the node status to
monitor.

6. If the Junc-Tracker is leaving the junction, it chooses
the successor with the longest time to live in junction to
inherit its up-to-date weighting information.

Vehicular density and network load are the two routing
metrics measured by the collector packets in HTAR and
JTAR. Network load is measured by observing channels,
whereas each node calculates the ratio of channel busy time
during each measurement period. Subsequently, the highest
value for channel load in a cell is attached to the collector
packet. Vehicular density is measured by collecting the num-
ber of neighbours for each traversed cell on road, then aver-
age vehicular density is calculated in the same mechanism
adopted in GyTAR [32]. However, JTAR apply the probe-
merge method to decrease delay time and overhead gener-
ated from information collection. The probe-merge method
can be applied when two collector packets, generated from
opposite road sides, meet at a certain node, as shown in
Fig. 7. Consequently, each collector packet can obtain infor-
mation about the other non-traversed part of the road from the
opposite direction collector packet. In this case, the collector
packet will be forwarded back after information exchange
without reaching the destined next junction.

On the other hand, ASAR depends on the fixed equipment
to collect information about its two routing metrics: vehicular
density and velocity. When vehicles leave or enter a section,
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they send their ID to the fixed equipment in the junction. By
cooperating with other fixed equipment at adjacent junctions,
the number of vehicles at each road and their average veloc-
ity can be calculated. In addition, the fixed equipment will
calculate the transmission delay for adjacent roads based on
vehicle density and average vehicular velocity. Afterwards,
the fixed equipment will exchange the calculated transmis-
sion delay with other fixed equipment at adjacent junctions.

7.3 Forwarding mechanisms

Between two consecutive junctions on the path, geographical
greedy forwarding is used to select forwarding nodes on the
road in HTAR, JTAR and ASAR. However, in ASAR , when
reaching a junction a packet has to be forwarded to the fixed
equipment. On the contrary, HTAR and JTAR do not restrict
packets to be forwarded to certain nodes at junctions.

7.4 Recovery techniques

In HTAR and JTAR, if a road node can not find a next for-
warding node it will carry the packet until a suitable next
hop becomes available. On the other hand, if a junction node
can not find any next forwarding node, it will re-compute the
routing path then look for a suitable next forwarder again.
Similarly, ASAR apply the concept of carry and forward
when a node can not find a suitable next forwarder. How-
ever, when a fixed node can not find a suitable next node
to forward the packet, it will keep storing the packet until a
suitable node becomes available.

7.5 Challenges and issues to consider

A discussion for hybrid TAR protocols challenges and critical
issues is provided in this section. In addition, some open
research problems have been highlighted in the following
points:

e In the aforementioned hybrid protocols, the full path is
recalculated at each junction to adapt to network changes.
Afterwards, the full path is attached to data packet header
before forwarding, which increases consumption of net-
work resources and might result in extra delay.

e Disseminating network information (i.e. collected at
Junc-Tracker or fixed equipment), results in extra net-
work overhead specially when large area is considered
for broadcast.

e Although hybrid traffic aware routing protocols select
the globally optimum next junction, this result in higher
network overhead compared to junction based protocols
(e.g. GyTAR), which selects the locally optimum next
junction. Therefore, solutions for reducing network over-
head must be considered in future research.

e In order to reduce the routing protocol network over-
head the recalculation of paths must be done only when
required (i.e. when network conditions change). How-
ever, this issue was not investigated in the aforementioned
protocols.

e Generating periodic collector packets is not efficient as it
increases network overhead. However, adapting collector
packet generation based on network and traffic conditions
might result in lower network overhead.

e A comparison for the performance and characteristics of
the previously reviewed hybrid TAR protocols is pro-
vided in Table 3. Accordingly, the following points can
be concluded:

1. Hybrid TAR protocols have more traffic awareness
scope compared to junction-based protocols.

2. In some of the reviewed hybrid protocols, the net-
work overhead was not measured. However, network
overhead is one of the critical issues in hybrid TAR
protocols.

8 Node-based traffic aware routing protocols

This section explores the most recent node-based traf-
fic aware routing protocols. In addition, critical issues,
challenges and open research problems were discussed
in the challenges and issues to consider section. Finally,
Table 4 compares the characteristics and performance of the
reviewed protocols.

8.1 Routing process of node-based TAR protocols

A Multi-Metric, Map-aware Routing (MMMR) protocol was
introduced in [3] for urban area VANETs. MMMR enhances
the packet forwarding mechanism in geographical routing
by utilizing four metrics in the process of selecting next for-
warding nodes: vehicle density, trajectory, distance to desti-
nation and available bandwidth. Map awareness is achieved
by taking into account the presence of buildings while select-
ing the next forwarding node. The trajectory of a node
describes its moving direction and speed. The available band-
width metric is used to eliminate data congestion prob-
lems.

Although the MMMR enhanced forwarding is more reli-
able and resultin higher delivery ratio, it has some drawbacks.
Based on simulation results of MMMR, it is clear that the
number of hops and end-to-end delay increased, specially
in low vehicular densities. However, if reliability and high
throughput is the main concern, then enhanced forwarding
mechanism of MMMR is sufficient.

In [41] a Link State aware Geographic Opportunistic rout-
ing protocol (LSGO) was introduced. The protocol aims at
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increasing packet delivery rate and improving data transmis-
sion reliability. First, LSGO selects a candidate nodes set
based on the vehicles geographic location and the links qual-
ity. If the network state is good, the link between any two
nodes is relatively stable, so the set of candidate nodes is
small. Second, a priority scheduling algorithm, which pri-
oritizes forwarder nodes based on timer scheduling method,
was utilized.

Opportunistic routing can enhance the reliability of a rout-
ing protocol by making full use of the additional backup
links with other neighbours. However, this might be at the
cost of creating extra routing overhead as it depend on mul-
ticast to a group of neighbours. This was clear in the simula-
tion results of LSGO as it has higher routing protocol over-
head compared to GyTAR. Nevertheless, LSGO provides
higher network throughput which drops in sparse situations
only.

8.2 Routing metrics measurement

In MMMR, to calculate the available bandwidth each node
estimates the percentage of idle time on the common wire-
less medium. Then, the estimated value is included in the
hello messages. Thereafter, the available bandwidth estima-
tor (ABE) algorithm [42], was used to estimate the available
bandwidth of a link based on the transmitter and receiver
estimated idle time. For density measurement, each node
measures its local density based on counting the number
of available neighbours. Next, density measurement results
are exchanged with neighbours, along with direction and
speed, via hello messages. In order to enhance the accuracy of
neighbouring tables, only neighbours currently in the trans-
mission range and their received power is above a certain
threshold are considered stable neighbours. The neighbour
power measurement was obtained from the periodic hello
messages.

LSGO measures link’s quality using the enhanced expected
transmission count (ETX) metric, which considers mobility
to adapt to network dynamicity. Depending on periodic hello
messages, LSGO calculates the ETX of a link. In particu-
lar, each node records the number of received hello packets
and divide it by the number of packets that should have been
received in a certain time interval. Thereby, the link ETX for
one-way transmission rate can be calculated.

8.3 Forwarding mechanisms

To send a packet using MMMR, the current node has to
find the optimal next forwarding node from its neighbors
list. Therefore, each neighbor is assigned a score based
on the four evaluation metrics. Then the node with the
highest score is selected as the next forwarder. However,
each neighbour considered in the evaluation process has
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to satisfy the following conditions: (1) Be within current
node transmission range; (2) In the line of site of cur-
rent forwarder; (3) Closer to destination than current for-
warder.

On the other hand, LSGO selects a candidate set of neigh-
bours after calculating the link ETX for each neighbour. The
set of neighbours contains the neighbours which are more
close to destination and have the potential of sending data to
the next hop in the required transmission rate. In other words,
it calculates the probability that source sends data to the next
hop successfully using that candidate set. Afterwards, the
current node will record the candidate nodes IDs and their
priority numbers in the packet header.

LSGO uses timer-based priority scheduling algorithm,
whereas priority is given based on distance to destination,
and the ETX value for the link between current node and
candidate node. The highest priority node sends the packet
directly when it is received, while the lower priority nodes
need to set a timer. However, if the timer expires and a higher-
priority node is not transmitting, the lower priority node can
send the packet.

8.4 Recovery techniques

In order to avoid routing loops caused by perimeter mode,
MMMR stores packets in a local buffer of the current relay-
ing node when there is no neighbour that satisfies all next
forwarder conditions. Then the carrying node periodically
looks for a neighbour that can satisfy the conditions to be
the next forwarding node. On the other hand, as LSGO
employ opportunistic routing, alternative links are always
available to forward packets unless network disconnections
occur. In this case, no recovery technique was proposed for
LSGO.

(0 (D
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Fig. 8 Node-based limited awareness scope
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Table 4 Node-based trafiic aware routing protocols

Protocol

MMMR [3]

LSGO [41]

Routing metrics

Routing metrics measurement

Measurement announcement scope
Network load balance

Awareness scope

Performance

Compared to other TAR protocols

Network overhead
End-to-end delay

Packet delivery ratio

Vehicular density, trajectory,
distance and available
bandwidth

Periodic based on hello
messages

One hop neighbours
Yes
Local (one hop)

No (AODV, GBSR [50], GPSR,
I-GPSR [51])

Low
Higher specially in low density
Higher

Distance and link state

Periodic based on hello
messages

No announcement
Yes
Local (one hop)

Yes (GyTAR, GpsrJ+ [52])

Higher
Higher than GpsrJ+
Higher

8.5 Challenges and issues to consider

In node-based traffic-aware routing there are a number of
critical issues that need to be considered in order to improve
the performance, which are highlighted in the following
points:

e In opportunistic routing, higher number of neighbours
gives more opportunity for packet forwarding, this is
true until reaching a certain density, above which the fre-
quency of collisions increases and result in packet drops
[3].

e Although, node-based traffic aware routing enhances the
forwarding mechanism, it has no awareness of network
status on street or network level. Thus, it may not select
the shortest or the best path. For instance, in Fig. 8 the
selected next forwarder is in a road which has network
disconnection. However, choosing the best forwarder was
not possible because the awareness scope of the current
node is limited.

e Based on Table 4, opportunistic routing usually results in
higher network overhead as it uses multi-casting.

9 Conclusion

This paper explains the concept of traffic aware routing and
reviews the most recent TAR protocols in VANET. The main
objective is to highlight critical issues related to traffic aware-
ness and their effect on packet routing. As traffic aware rout-
ing was introduced to overcome the shortcomings of geo-
graphical routing, this paper explains the concept of geo-
graphical routing and its main limitations. Afterwards, traf-
fic aware routing concepts and classification was explained

in detail. In particular, traffic aware routing was classified
into four categories: full path TAR protocols, junction-based
TAR protocols, hybrid TAR protocol and node-based TAR
protocols. For each category, the routing process, routing
metrics measurement, forwarding mechanisms and recov-
ery techniques were inspected. In addition, special effort has
been devoted to discuss critical issues, challenges and open
research problems for each category in the “Challenges and
issues to consider” sections.

Obviously, traffic aware routing protocols are more suit-
able for VANET environment as they adapt to network and
traffic variations. However, the main issue in such protocols
is how to get sufficient level of awareness with the least net-
work overhead, in order to get high packet delivery rate and
low end-to-end delay. Thus, the routing metrics measurement
process has to be improved. In addition, the way of utilizing
routing metrics measurement in routing packets needs more
enhancement. Moreover, packet forwarding mechanisms in
TAR protocols must be more aware of network and traf-
fic conditions. Finally, to improve routing protocols perfor-
mance more efficient recovery techniques, specially designed
for VANETSs and have consideration for traffic conditions, are
essential.
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