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Abstract With the deployment and application of Internet
of Things, middleware for sensor network has become an in-
creasingly important factor to facilitate the programmer task
and bridge the gap between the applications and the underly-
ing infrastructure. Most existing middleware for sensor net-
works lack attention for integrating services into a generic
architecture and present inflexibility that make them useless
in the context of industrial solutions of Internet of Things.
To solve this problem, we proposed a new middleware de-
ployment model and present layered and distributed archi-
tecture utilizing our “Ends to the Middle” approach. Actual
application of middleware demonstrates that our proposed
architecture is highly modular and efficient, offers good per-
formance in complex application scenarios of Internet of
Things.

Keywords Sensor networks · Middleware · Architecture ·
Gateway

1 Introduction

After more than ten years of development, sensor network
has been received extensive attention, and become one of
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the most competitive fields of applied technology [1], also
an important technology basis and means of IoT (Internet of
Things) related applications. However, deployment of sen-
sor network and application development is still a big chal-
lenge owing to those well known factors such as changing
network topology, diverse communication protocols, hetero-
geneous sensors and complex coding of node level. Appli-
cation developers not only need to pay attention to require-
ments of user, but also master many underlying technology
such as data acquisition, time synchronization, redundancy
control, topology management and security, which greatly
increased difficulties of application development, especially
those large-scale industrial application solutions of IoT re-
lated [2].

Sensor network middleware is a software platform lo-
cated between the application and the underlying sensor
network [3]. Middleware provide developer with a unified
view and development interface, shielding the underlying
complex structure of the sensor network, making applica-
tion development of sensor network become more simple
and efficient. With the rise of the concept of IoT, sensor net-
work middleware has become an important aspect of prac-
tical sensor network application, which restricts the process
and scale of sensor networks applied to industry solutions of
IoT related.

Although many researches have been done on sensor net-
work middleware, it seems that most of existing sensor net-
work middleware architecture is designed according to the
function of the sensor network itself, but not from the per-
spective of application development needs. These middle-
ware can be used in a specific application scenario or a small
application, but not those large-scale applications applied to
industry solutions of IoT related.

To solve this problem, we present new middleware ar-
chitecture during our implementation process of large-scale
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industry solutions of IoT related, which provides a centric
interface abstraction to fulfill the requirements of applica-
tion development.

The rest of the paper is organized as follows. In Sect. 2,
we present some related works and analyze their merit and
deficiency. Section 3 presents a design of our sensor network
architecture. Section 4 gives the implementation details and
a brief summary are discussed in Sect. 5.

2 Related works

Sensor network middleware is a development platform and
infrastructure designed for the characteristics of sensor net-
work. Its main role is to isolate the physical network from
upper layer applications, shield differences from various
manufacturers in communication protocols and data for-
mats, provide a unified data processing, network monitoring
and service dispatch interface for the application develop-
ment.

As existing middleware technologies have different char-
acteristics, many literatures give multiple classifications,
such as database-inspired, virtual machine, mobile agent,
event driven and so on [4]. These middleware classifications
specify the differences in middleware design, which reflects
different understandings of the researchers about roles and
tasks of sensor network middleware. Among these classifi-
cations, there is a thought through the deployment position
of middleware to distinguish; the middleware can be divided
into node-level, gateway-level and client-level [5]. By using
this kind of approach, we can see that most of current imple-
mentations of middleware belong to node-level middleware
such as Mate [6], TinyDB [7] and Agilla [8] etc., which try
to solve practical problems of application development in
the node-level by focusing on data collection, transmission,
energy saving and re-programming ability of nodes. How-
ever, the requirements of application developers have not
been given full consideration in node-level middleware, so
it is not conducive to the actual use, especially to those ap-
plications in large-scale industrial solutions of IoT related,
because: (i) Most node-level middleware rely on high capa-
bility of sensor node, such as requiring the node has a strong
computing, storage and communication capabilities, which
greatly enhance the manufacturing cost of sensor node and
hinder widespread deployment of sensor networks and ap-
plications; (ii) Although partly shield the underlying im-
plementation of the sensor node,node-level middleware still
have a API closely related with the node operating system
and specific coding rules, which can not completely isolated
application developers from sensor network, nor support the
application developers using a familiar development tools
and means to carry out large-scale sensor network applica-
tion development. (iii) Node-level middleware usually dis-
tribute data processing and event monitoring to each node

or a node set, but does not provide a unified services and de-
velop interface general enough to upper layer applications.
Sensor network can not be developed as a whole by using
node-level middleware. In a large industry-oriented applica-
tions of IoT related, it is hard to imagine a development of
distributed application with complex business logic by pro-
gramming for each individual node.

Relative to node-level types, middleware on the gateway
level tend to expose network functions and services as a
whole to the upper application. Garnet [9], GSN [10], Mi-
lan [11] are all belong to this type. Gateway-level middle-
ware has the advantage of providing more abstract and uni-
form interface for the upper layer application development,
but lack of support for fine-grained application development
and node-level programming. Moreover, most of the cur-
rent projects on gateway-level middleware are at an early
stage and present important nonnegligible drawbacks such
as weakness in architecture scalability, simple function and
lack of effective integration of nodes and gateway, which
make them useless in the context of new emerging applica-
tions of IoT related.

As can be seen from the above analysis, many exist-
ing middleware application can not meet the development
needs of IoT related applications. To solve this problem, we
proposed a generic middleware architecture which aims to
help application developers to build industrial applications
of IoT related exactly matches user requirements, this archi-
tecture take into account of advantages of both node-level
and gateway-level.

3 Architecture designment

Architecture has an important effect on middleware func-
tional model, which determines flexibility, scalability and
enforceability of middleware.

To carry out the design of middleware architecture, we
must first have a clear role description and definition of the
deployment model. As can be seen as following, our pro-
posed middleware architecture is different from node-level
and gateway-level middleware, it is a combination of the
two.

3.1 Deployment model of middleware

The term middleware itself means different things depend-
ing on the computing field it’s used for. In distributed sys-
tems, middleware is usually defined as software that lies
between the operating system and applications running on
each node of the system.

In fact, most of existing node-level sensor middleware is
designed according to this definition and located between
node operating system and applications. But, just as dis-
cussed above, this kind of middleware is not as useful as
it have been imagined to be.
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Fig. 1 Deployment model of
middleware

To fulfill the requirements of actual development, we be-
lieve that sensor network middleware applied to large-scale
networking and industrial applications of IoT related should
be located between “sensor network and business applica-
tions” instead of “sensor node operating system and appli-
cations”. Only in this way, details of the underlying network
and constraints of devices related can be effectively shielded
from application developers, which enable application de-
velopers to concentrate fully on realization of business logic
and handling of data and event.

Nevertheless, implementation of partial middleware func-
tionality on top of the node operating system is also neces-
sary in order to support fine-grained application develop-
ment and deployment requirements. In other words, sensor
network middleware should be able to provide not only the
services and unified application interface, but also means to
support reprogramming and task reallocation of the under-
lying network node.

Taking all these considerations above, a deployment
model of our proposed middleware is shown as Fig. 1.

The middleware consists of two parts, one is deployed on
node side and the other deployed on gateway side. As an in-
termediary between application system and underlying sen-
sor network, gateway side providing services abstract and
development interface for the application. Through control
and scheduling of gateway, node side implements the task
reallocation to support the application of fine-grained im-
plementation.

This deployment model is more practical to be used in
development of large-scale networking and industrial appli-
cations for the Internet of Things, with flexibility to facilitate
the programmer task in both scenarios of heterogeneous and
homogeneous.

3.2 Principles of architecture designment

Existing design principles of sensor middleware architec-
ture can be divided into two basic types, “Bottom-up” and
“Top-down”. In “Top-down” mode, middleware architecture
is designed from the application point of view. Functional
requirements of s sensor network middleware platform to

provide services is to determined according to the applica-
tion needs, which is realized by the underlying sensor net-
work nodes’ functions and services. Cougar, SINA, COS-
MOS can be classified into this mode. This kind of middle-
ware for sensor networks is mostly designed for specific ap-
plications, so the middleware should fully consider the needs
of specific applications.

Different from “Top-down” mode, “Bottom-up” middle-
ware is designed fully considering characteristics of sen-
sor node. Functions and modules of middleware are de-
termined by analysis of node configuration, mobility, data
types, communication protocols, node distribution, etc. In
general, middleware based on this approach are required to
provide publish and subscribe mechanisms to make services
available to specific applications. “Bottom-up” mode does
not target specific applications, and only concerned with
their own sensor network capabilities to offer. In some cases,
there are limits to this approach in fulfilling development
needs for the absence of specific applications considerations

Referring to different design methods and some spe-
cific middleware architecture design, considering the goals
and deployment model; we adopt an “Ends to the middle”
method to configure our middleware architecture for sensor
network, just as showed in Fig. 2.

First, based on a variety of application development re-
quirements, we give full consideration to the type of ser-
vice provided by the middleware and application develop-
ment support capabilities, then focus on solving the classifi-
cation of services, definitions, descriptions. Secondly, con-
sidering characteristics and the base capacity of underlying
sensor network, we achieve functional classification and ba-
sic module division and descriptions. At last, through com-
bination of upper services abstraction and functional defini-
tion, mapping between the two ultimately form our whole
middleware architecture.

3.3 Architecture designment

In accordance with the aforementioned design principles of
“Ends to the middle”, sensor network middleware architec-
ture design conduct primarily in three areas: abstraction of
application development requirements, capability classifica-
tion of underlying network and the definition of services and
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Fig. 2 “Ends to the middle”
middleware design process

Fig. 3 Sensor network middleware architecture

functions. To meet the requirements of large-scale network-
ing and application development of industry solutions based
on Internet of Things, the whole architecture should not only
take full account of the needs of business application devel-
opment, but also take into account the characteristics and
the basic capabilities of the sensor network itself, including
deployment model and roles of the middleware. Figure 3 be-
low presents an overview of our proposed middleware, and
a description of each part is provided

The whole middleware architecture consists of two sides
and four levels. To distinguish by deploying position, mid-
dleware is divided into two sides, gateway and node, which
are independent in location but closely linked essentially.

Gateway side shields details of the underlying network
and data processing, also provides a service abstraction in-
terface and application development interface to the upper
layer. Node side inherits design objectives of existing node-
level middleware, coordinate with the gateway side to real-
ize deployment of distributed application and fine-grained
functions on sensor devices. The relationship between node
side and gateway side is maintained by means of node re-
programming and task rescheduling, which is provided by a
service in our proposed middleware architecture.

From the vertical function partition perspective, the mid-
dleware as a whole is divided into four levels in gateway
side: the Underlying Communication Interface Layer, the
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Fig. 4 Implementation of
middleware gateway side

Common Service Layer, the Application Interface Layer and
the Upper Communication Interface Layer.

The bottom layer of our middleware is called the Under-
lying Communication Interface Layer. It is mainly responsi-
ble for underlying network communication protocol identi-
fication and message handling, and achieving reliable com-
munication between middleware and sensor networks.

The intermediate layer is called the Common Services
Layer, which realizes mapping and associations of sensor
ability and upper service, also implements coordination and
handling of calls among various services.

The Application Interface Layer is responsible for the
definition of service interface and application development
interfaces, and support service calls from upper layer and
application development.

The Upper Communication Interface Layer provides in-
formation transfer and data delivery to high-level applica-
tion through wireless communication networks (including
3G/4G/WIFI) and the IP network.

In this architecture given above, the Common Services
Layer is the most complex and critical, in which the specific
function module and the relationship between them deter-
mines the functional model of the middleware.

Role as a connecting link, the most basic and key fea-
ture of sensor network middleware is confined to the fol-
lowing three categories: sensor data processing and analy-
sis, sensor network management functions and communica-
tion functions. As shown in Fig. 3, we present the basic sen-
sor network middleware services and functional modules.
It should be stressed that the goal of our proposed middle-
ware architecture is not to design a large and comprehensive
framework to fulfill all application needs, but to consider the
actual requirements of sensor network applications devel-
opment and clarify relationships between different services
under various scenarios, so that we can flexibly combina-
tive and choice services needed from a unified point of view,

based on the requirements of each specific application, and
simplify development and deployment of applications based
on sensor network in a complex networking environment.

4 Implementation details

4.1 Gateway side implementation

There are two aspects need to be carefully considered dur-
ing the implementation of sensor network middleware. On
the one hand, component-based system design and imple-
mentation will help the sensor network middleware to adapt
to different application scenarios and business needs, which
will make middleware conducive to be the most widely used
in large-scale applications applied to industry solutions of
IoT related. At the same time, component-based middleware
implementation will provide a flexible basic framework to
support the integration of refined and improved features in
future. For this consideration, we adopt a component-based
framework to realize the proposed generic architecture. On
the other hand, taking into account the actual deployment
environment of sensor network, gateway is usually limited
in the computing and power capacity, also constrained by the
equipment specifications. Therefore, gateway side of sensor
network middleware should have a flexible embedded soft-
ware framework, which is suitable for running on small em-
bedded device with resource consumption.

Based on the two considerations above, we use a small
embedded system to realize our proposed middleware plat-
form as shown in Fig. 4, which integrates functional compo-
nents about data processing and network monitoring, includ-
ing the underlying network communication interface, and
the upper layer APIs.
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Fig. 5 Structure of node side
middleware

4.2 Node side implementation

The node side middleware lies between node’s operation
system and applications. Our implementation of node side
middleware consists of four levels, namely hardware, OS,
runtime environment and task/application layer. The struc-
ture of node side middleware is shown in Fig. 5.

The main function of the runtime environment is to pro-
vide ways and means of node-level programming, shield-
ing the underlying operating system and hardware, simpli-
fying application deployment on node side. This layer has
two main modules, Task rescheduling/Programming mod-
ule and Data Processing module. To better understand all
components of node side of our middleware, their functions
are explained below.

Task rescheduling/Programming module is mainly re-
sponsible for providing programming APIs of node-level
and rescheduling of tasks according to instructions from
gateway side. There are a lot of functional components cre-
ated in this module, including Message Receive (MR), Mes-
sage Cache (MC), Task Manager (TM), State Check (SC)
and Message Dispatch (MD). These components cooperate
to accomplish task scheduling and support different applica-
tions and tasks. MR component receives messages from the
gateway. These messages are divided into node-level mes-
sages and task-level messages according to the components
to be sent in next step. For node-level messages, AM compo-
nent usually deals with them to reschedule tasks. Received
messages are also divided into high priority messages and
general messages according to response time limitations of
processing. The high priority messages need to be handled
immediately. MC component stores messages received since
MCU in node hardware can not handle several messages si-

Fig. 6 Workflow of node side middleware

multaneously. TM component is in charge of messages dis-
patching and handling of node-level messages, while task-
level messages are forwarded to upper layer. When receiving
higher priority messages, it handles and forwards them by
interrupt mode. By checking the State Table, it operates cor-
responding tasks according to the message received. State
Table keeps state information of tasks and applications, such
as start, stop and sampling frequency.

Data processing module consists of data read, data cache
and data send. This module provides many APIs for upper
layer to invoke, and execute operations of transferring and
forwarding of sensing data and other application informa-
tion.
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Fig. 7 Workflow of task
operating

As requirements of applications are various, tasks must
cooperate with the components of M-MAT to accomplish
the work. The diagram shown in Fig. 6 indicates the cooper-
ation in entire system.

In task rescheduling/programming module, nodes receive
the messages from gateway and users, and then decide if
the messages are stored in cache according to the priority of
it. High priority messages are dealt with at once and gen-
eral messages are cached to wait to be handled. If the mes-
sages belong to node-level, Task Manager(TM) treats with
the messages received directly, such as start the application
tasks by requirement of messages. Application-level mes-
sages will be forwarded to the relevant application tasks.

By default, some basic application tasks, such as Locat-
ing Application, are started when system boots on node de-
vices. If there is no received messages that application tasks
need to be reconfigure or modified, they collect and send
sensed data to gateway and users in the light of default sam-
pling frequency. WSNs node may also work in sleep state,
which there is no any application task run in node. When
receiving the messages that node need to start, stop or re-
configure some tasks, application tasks may adjust them-
selves according to the requirement. Meanwhile, task man-
ager can do some operation based on the relative messages.
The workflow is shown in Fig. 7.

5 Conclusion

With the deployment and actual application of Internet of
things, sensor network middleware has become an increas-
ingly important factor that determines the cost and efficiency
of application development. To alleviate the develop diffi-
culties and enable a fast and flexible deployment of IoT re-
lated industrial application, we present a middleware archi-
tecture which adopt a design principle of “Ends to the mid-

dle”. Our proposed architecture considers the actual require-
ments of sensor network applications development and clar-
ifies relationships between different services under various
scenarios. We implement the architecture in java language.
The actual application of our proposed middleware platform
demonstrate that the implementation is highly modular and
efficient, offers good performance even under high loads in
different scenarios.
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