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Abstract The H.264/AVC standard introduces enhanced er-
ror robustness capabilities enabling resilient and reliable
transmission of compressed video signals over wireless
lossy packet networks. Those robustness capabilities are
achieved by integrating some new error resilience tools
that are essential for a proper delivery of real-time video
services. Those tools include the Intra Refreshing (IR),
Arbitrary Slice Ordering (ASO), Sequence Picture Parame-
ter Sets (PPS), Redundant Slices (RS) tools and Flexible
Macroblock Ordering (FMO). This paper presents an error
resilient algorithm in wireless H.264/AVC streaming. The
proposed method merges Reference Frame Selection (RFS),
Intra Redundancy Slice and Adaptive Intra Refreshment
techniques in order to prevent temporal error propagation in
error-phone wireless video streaming. The coding standards
only specify the decoding process and the bitstream syntax
to allow considerable flexibility for the designers to optimize
the encoder for coding performance improvement and com-
plexity reduction. Performance evaluations demonstrate that
the proposed encoding algorithm outperforms the conven-
tional H.264/AVC standard. Both subjective and objective
visual quality comparative study has been also carried out
in order to validate the proposed approach. The proposed
method can be used and integrated into H264/AVC without
violating the standard.
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1 Introduction

Today’s multimedia technology heralds an exciting era that
will enormously impact daily life. On the other hand, the
rapid growth of wireless communications and networking
protocols will ultimately bring video to our lives anytime,
anywhere, and on any device. Until this goal is achieved,
wireless video delivery faces numerous challenges, among
them highly dynamic network topology, high error rates,
limited and unpredictably varying bit rates, and scarcity of
battery power. Most emerging and future mobile client de-
vices will significantly differ from those used for speech
communications only; handheld devices will be equipped
with color display and a camera, and have sufficient process-
ing power to allows presentation, recording, and encod-
ing/decoding of video sequences. In addition, emerging and
future wireless systems will provide sufficient bit rates to
support video communication applications. Nevertheless,
bit rates will always be scarce in wireless transmission envi-
ronments due to physical bandwidth and power limitations;
thus, efficient video compression is required [1–4].

In the last decade video compression technologies have
evolved in the series of MPEG-1, MPEG-2, MPEG-4 and
H.264 [5]. Given a bandwidth of several hundred of kilobits
per second, the recent codecs, such as H.264, can efficiently
transmit quality video.

A video stream comprises Intra (I)-frames, Predicted
(P)-frames, and interpolated-Bidirectional (B)-frames. Ac-
cording to H.264/AVC, I- , P- and B-frames have been
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extended with new coding features, which lead to a signifi-
cant increase in coding efficiency. For example, H.264/AVC
allows using more than one prior coded frame as a reference
for P- and B-frames. Furthermore, in H.264/AVC, P- frames
and B-frames can use prediction for subsequent frames. The
H.264/AVC syntax permits the use of B-frames or P-frames
as reference frames with the feature called stored B- or P-
frames. These new features are described in detail in [1].
Moreover an H.264/AVC coded video sequence is typically
partitioned into small intervals called GOP (Group Of Pic-
tures).

In recent years several techniques for streaming wireless
video have been devised [6–25]. A TCP friendly rate con-
trol which is equation based over wired networks have been
proposed in [6, 7]. Several research techniques have been
reported to improve the performance of TCP friendly rate
control over wireless networks. These methods either hide
end-hosts from packet loss caused by wireless channel er-
ror, or provide end hosts the ability to distinguish between
packet caused by congestion, and that caused by wireless
channel error [8]. One other approach that has been shown
to improve wireless video quality by efficiently utilizing
transmission energy is joint source coding and transmis-
sion power to different regions of a sequence based on their
relative importance. For example, less power may be used
to transmit packets in a static background region in order
to allocate more power to regions of the sequence that are
more difficult to conceal. Several research works on the
region based rate control have been reported [9–13]. The
Lagrange multiplier rate approach is employed for rate con-
trol in region-based coding [9]. Although the complexity of
Lagrange multiplier was reduced it is still major concern in
real time wireless video. Other methods [10–12] adopted a
heuristic scheme to decide the quantization parameters for
different region in a frame. These approaches lack a quan-
titative method to perform bit allocation among different
regions. This may cause improper quantization parameters
which imposes unreasonable bits used for different regions.
Another region-based approach [13] adopts the most effec-
tive criteria as quantitative factors to directly control bit
allocations among different regions and employs the priority
concept to further adjust bit allocation under different chan-
nel conditions. Moreover recent research shows that video
traffic under time varying channels may be modeled as mul-
tifractal cascade accounting for the multiscaling property
of the traffic [14, 15]. A rate-distortion optimized packet
scheduling algorithm has been proposed in [16], for stream-
ing media by generating a number of nested sub streams,
with more important streams embedding less important ones
in a progressive manner. On the other hand, several works
on H.264 Flexible Macroblock Ordering (FMO) techniques
have been reported [17–22]. FMO is a very powerful tool
for error resilience. For instance, slice groups can be con-
structed in such a way that, if one slice group is not available

at the decoder, each lost Macroblock (MB) may be sur-
rounded by macroblocks of other slice groups (above, below,
right, and left). In that case, the missing Macroblock (MB)
can be reconstructed in a very effective way using inter-
polation based on surrounding (available) sample values
[17, 18]. In [19] the authors evaluated the H.264 codec
specifically concerning the error resilience features avail-
able. Their analysis was centered on the types of error in
wireless ad-hoc networks, which were modeled as random
and burst packet losses. They suggest tuning the encoder
according to the expected packet loss rates inside the net-
work to increase the overall PSNR of the sequence. The
authors also demonstrate that the chessboard like pattern
FMO type achieves good PSNR recovery for different error
bursts sizes. Another approach [20] tackles the problem of
burst error in wireless video transmission using FMO. They
propose an interleaving method where texture coefficients
are sampled and grouped into several interleaved groups so
that burst error cannot damage all groups from one block.
Other method proposed an Explicit Spiral-Interleaved FMO
technique, which improves video transmission qualities, un-
der lossy transmission channels [21]. In [22] the authors
present a three dimensional (3D) Flexible Macroblock Or-
dering (FMO) technique. The proposed 3D macroblocks
allocation method results with PSNR gain of about 1–2 dB
for broadcast video application for 10% packet loss.

H.264/AVC Redundant slices feature, is an error robust-
ness feature allowing the encoder to send an extra represen-
tation of a picture region (typically at lower fidelity) that can
be used if the primary representation is corrupted or lost.
Redundant slices tool allow the insertion of primary slices
and one or more additional secondary slices belongs to the
original picture in the same bit stream. If a primary slice
is affected by errors, it can be replaced by an error-free re-
dundant one; otherwise the redundant slices are discarded.
Moreover, messages to the decoder interleaved in the code
stream containing supplemental enhancement information
may contain further information about the bit stream, which
can be utilized by an error concealment scheme. Coding
of redundant slices may use different quantization para-
meters, different reference pictures, and different motion
vectors than those used in the encoding of the primary slice.
However, the parameters for encoding the redundant slices
should be selected in such a way that there is no visual
discrepancy between the primary and redundant slice repre-
sentations [5]. Although redundant slices technique is part of
the H.264/AVC standard, only few publications present ac-
tual results evaluating this powerful error resilience feature.
In [23] the authors demonstrate how H.264/AVC redun-
dant slices can be used to generate the Wyner-Ziv coding,
and present simulation results to demonstrate the advan-
tages of this method over traditional methods such as FEC.
The Wyner-Ziv bit stream is decoded in order to recover
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the redundant video descriptions, which are used in lieu of
portions lost from the original video signal due to channel
errors. Another approach [24] employs redundant slices to
protect important video frames, such as Intra-coded frames,
by restricting the redundant slices to be identical copies of
the primary slices. Alternatively [25] proposes H264/AVC
standard features such as redundant slices and FMO to pro-
tect video packets, and demonstrate the advantage over FEC.

Another approach [26] represents an error resilient Packet
Scheduling (PS) scheme based on the Reference Frame Se-
lection (RFS) without feedback channel. The authors used
the Gilbert channel model and as a result the case of burst
packet loss is considered. The authors claim that by applying
the delayed packet scheduling scheme in a GOP according
to different delay requirements, the probability of simul-
taneous losses between different prediction chains can be
reduced.

The paper is organized as follows. In Sect. 2 we ana-
lyze the effects of temporal error propagation imposed by
the variable wireless channel conditions. Specifically exten-
sive simulations have been carried out for different encoding
schemes in order to verify the impact of the motion com-
pensation reference frame in temporal error propagation
under different packet loss rates. In Sect. 3 the preprocess-
ing steps of the proposed approach is detailed. The proposed
method merges Reference Frame Selection (RFS), Intra Re-
dundancy Slice and Adaptive Intra Refreshment techniques
in order to prevent temporal error propagation in error-phone
wireless video streaming. Section 4 includes the perfor-
mance evaluation of the proposed very efficient method.
Both subjective and objective visual quality comparative
study has been also carried out in order to validate the
proposed approach. Moreover the coding efficiency of the
different encoding schemes is analyzed. Section 5 concludes
the paper with final observations.

2 Problem definition

Encoded video data consists of frames with different level
of importance in terms of frame types Intra (I), Predicted
(P) and Bidirectional (B). In addition there is a complex de-
pendency relationship across the different video frames, and
lost packets have impact on the video quality. Since mobility
is expected of the wireless client, there is typically signifi-
cant packet loss. If the packet loss occurs on an I-frame, it
would affect all the P- and B-frames in a GOP that are pre-
dicted from the I-frame. In the case of P-frames packets loss
the decoding distortion would continue to propagate until an
I-frame is found. On the hand packet loss of B-frame limits
the loss to that particular frame and does not result in error
propagation.

The original H.264/AVC standard includes 3 profiles
(baseline, main and extended), each having a different set

of functionalities. The baseline profile is our main focus for
this research, since it was designed primarily for low-cost
applications which do not have a great amount of com-
putational power. This profile is mainly used in mobile
applications. For the baseline profile only I- and P-slices
can be used and therefore only I- and P-macroblocks are
supported. We consider only I- and P-frames in a GOP.
Assume that N is the distance between two successive I-
frames, defining a Group Of Pictures (GOP) and NGOP is
the total number of GOPs in the video sequence.

Figure 1 depicts three different encoding schemes for real
time, low latency, applications with N = 8. Figure 1(a) de-
picts the conventional coding where the very first frame is
Intra (I-) coded and each subsequent frame is inter-coded
with the previous coded frame as its motion compensation
reference. The number of I- and P-frames in a GOP can be
defined as follows

Inumber = 1,

Pnumber = N − 1

The Total Number (TN) of I- and P-frames in the video se-
quence can be computed as follows

TN = NGOP + NGOP ∗ (N − 1)

Figure 1(b) and (c) depicts encoding patterns using differ-
ent motion compensation reference frame through reference
frame selection. Specifically, in Fig. 1(b), P1 has a de-
pendency to the preceding I0,P2 has a dependency to the

Fig. 1 Three different encoding schemes for H.264/AVC with N = 8.
Arrows indicate motion compensation predictions relationships
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preceding I0,P3 has a dependency to the preceding P1,P4

has a dependency to the preceding P2, and for the final frame
in a GOP, P8 has a dependency to the preceding P6. Further-
more, in Fig. 1(c), each of P1, P2, P3 and P4 frames have
a dependency to the preceding I0. P5 has a dependency to
the preceding P1 and for the final frame in a GOP, P8 has a
dependency to the preceding P4.

We adopt a modified version of the Decoded Frame Rate
Metric [27, 28] in order to assess the effect of the temporal
error propagation imposed by streaming H.264/AVC over
error prone channels. The main modification is the use of
the packet loss rate instead of frame loss for the different
encoding schemes (Fig. 1). The extended successfully De-
coded Frame Rate Metric (DFRM) can be defined as follows

DFRM = Fdec

NGOP + NGOP ∗ (N − 1)
, 0 ≤ DFRM ≤ 1

where Fdec is the summation of the successfully decoded
I- and P-frames in the video sequence. DFRM = 1 implies
no quality degradation and DFRM = 0 implies the most
unpleasant case. It should be noted that I-frame in a GOP
is successfully decoded if all the packets that belong to
an I-frame received intact. On the other hand, P-frame is
successfully decoded if the preceding motion compensation
reference frame (I- or P-) has been successfully received.

Based on the probability theory, we compute for each
frame (i.e., I- and P-) the probability to be successfully de-
coded, considering a p packet loss rate. We denote the CI

and Cp as the average number of packets in an I- and P-
frame respectively [27].

Hence the number of the correctly decoded I- and P-
frames in a GOP can be computed as follows for the three
coding schemes (Fig. 1).

For the encoding scheme depicted in Fig. 1(a)

S(I0) = (1 − p)CI ,

S(P1) = (1 − p)CI ∗ (1 − p)Cp = S(I0) ∗ (1 − p)Cp ,

S(P2) = (1 − p)CI ∗ (1 − p)Cp ∗ (1 − p)Cp

= S(P1) ∗ (1 − p)Cp ,

S(P3) = S(P2) ∗ (1 − p)Cp ,

...

S(P8) = S(P7) ∗ (1 − p)Cp

For the encoding scheme depicted in Fig. 1(b)

S(I0) = (1 − p)CI ,

S(P1) = (1 − p)CI ∗ (1 − p)Cp = S(I0) ∗ (1 − p)Cp ,

S(P2) = (1 − p)CI ∗ (1 − p)Cp ,

S(P3) = (1 − p)CI ∗ (1 − p)Cp ∗ (1 − p)Cp

= S(P1) ∗ (1 − p)Cp ,

S(P4) = S(P2) ∗ (1 − p)Cp ,

...

S(P8) = S(P6) ∗ (1 − p)Cp

For the encoding scheme depicted in Fig. 1(c)

S(I0) = (1 − p)CI ,

S(P1) = (1 − p)CI ∗ (1 − p)Cp = S(I0) ∗ (1 − p)Cp ,

S(P2) = S(I0) ∗ (1 − p)Cp ,

S(P3) = S(I0) ∗ (1 − p)Cp ,

S(P4) = S(P0) ∗ (1 − p)Cp ,

...

S(P8) = S(P4) ∗ (1 − p)Cp

Consequently, the summation of the successfully decoded I-
and P-frames for the entire video sequence is computed as
follows

Fdec = {S(I0) + S(P1) + S(P2) + · · ·S(PN−1)} ∗ NGOP

We simulate the scenario of the H.264-based video trans-
mission for different encoding schemes and different packet
loss rates. Simulations were done using the H.264 Test
Model [36]. The test video sequence are in QCIF format
(176 × 144 pixels/frame) and encoded at target frame rate
15 frames/s, the number of frames to be encoded/decoded
is 150 frames. Frames were partitioned into slices and the
slices are organized in packets for transmission where each
slice is packed in one packet. We consider that a QCIF frame
is constructed with nine slice groups and each of the nine
slice groups consist of eleven Macroblocks (MBs). Assume
that the maximum transmitting packet size is 1000 bytes.
The packet loss situation is simulated according to the
channel conditions specified in [26, 27]. Specifically we
examined the packet loss rates from 5% up to 30% with
step 5%. The simulations were carried out on the QCIF
Foreman video trace at 144 kbps channel throughput under
different packet loss rates obtained for error burst ranging
from 5% to 30% frame loss (i.e. loss of 5 MBs to 30 MBs for
a QCIF frame). We examine the effect of the error location
by moving the starting point of the error by one Macroblock
(MB) at time. This way we cover all missing slices pos-
sibilities due to an error burst with given length. Figure 2
depicts the percentage of the successfully Decoded Frame
Rate Metric (DFRM) for the three encoding schemes (Fig. 1)
under different packet loss rates.



Efficient error resilient algorithm for H.264/AVC: mobility management in wireless video streaming 69

Fig. 2 Decoded Packet Rate
Metric as a function of Packet
Loss Rate

It can be observed that there is a significant increase in
the successfully Decoded Frame Rate Metric (DFRM) for
the encoding schemes (Fig. 1(b)–(c)) compared to the con-
ventional encoding scheme (Fig. 1(a)) for different packet
loss rates. Hence, it should be emphasized that the most im-
portant property to prevent temporal error propagation is the
motion compensation reference frame.

3 Proposed method

The H.264/AVC standard introduces enhanced error robust-
ness capabilities enabling resilient and reliable transmission
of compressed video signals over wireless lossy packet
networks. Those robustness capabilities are achieved by in-
tegrating some new error resilience tools that are essential
for a proper delivery of real-time video services. Those tools
include the Intra Refreshing (IR), Arbitrary Slice Ordering
(ASO), Sequence Picture Parameter Sets (PPS), Redundant
Slices (RS) tools and Flexible Macroblock Ordering (FMO).
The transmission of compressed video streams over error-
prone networks requires an encoder equipped with error
resilient tools.

In order to prevent temporal error propagation imposed
by wireless video streaming, we propose the use of differ-
ently encoded H.264/AVC sequence. The proposed method
merges the proposed encoding pattern with frames protec-
tion. Frames protection employs Redundant Slices (RS) to
protect important video frames, such as Intra-coded frames,
by restricting the redundant slices to be identical copies of
the primary slices. Moreover in order to further protect Pre-
dicted (P-) frames from temporal error propagation we use
adaptive Intra Macroblocks Refreshment (IMR).

The coding standards only specify the decoding process
and the bitstream syntax to allow considerable flexibil-
ity for the designers to optimize the encoder for coding

performance improvement and complexity reduction. The
corresponding encoding pattern is obtained by encoding the
original uncompressed video data as follows

I0P1(1)Pi (k) · · ·PN−2(k)PN−1(k)

subject to

2 ≤ i ≤ N − 1,

1 ≤ k ≤ N − 1

k denotes the Reference Frame Selection (RFS). Pi (k)-
frames are coded using motion estimation and each one
has a dependency only to the preceding kth-frame. Effec-
tively this results that loss packet of P-frame does not affect
the next frame to be decoded. A Pi (k)-frame is not a full
frame. Instead, it is a Predictive video frame. This means
that a Pi (k)-frame only stores the data that has changed from
the preceding kth-frame. Figure 3 depicts the proposed en-
coding pattern using motion compensation reference frame
through reference frame selection (k). Arrows indicate mo-
tion compensation prediction relationships. For instance, for
reference frame selection (RFS) k = 2 (short term motion
compensation reference), P1 has a dependency to the pre-
ceding I0,P2 has a dependency to the preceding I0,P3 has a
dependency to the preceding P1,P4 has a dependency to the
preceding P2, and for the final frame in a GOP, P14 has a de-
pendency to the preceding P12. Similarly for reference frame
selection (RFS) k = 4 (long term motion compensation ref-
erence), each of P1, P2, P3 and P4 frames have a dependency
to the preceding I0. P5 has a dependency to the preceding
P1,P6 has a dependency to the preceding P2 and for the final
frame in a GOP, P14 has a dependency to the preceding P10.
Note that for k = 1 motion compensation reference frame
implies the conventional H.264/AVC I-P structure.
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Fig. 3 Encoding pattern for GOP Length (N = 15) for different ref-
erence frame selection (k). Conventional H.264/AVC I-P structure,
k = 1 (a). Short term motion compensation reference, k = 2 (b). Mid-
dle term motion compensation reference, k = 3 (c). Long term motion
compensation reference, k = 4 (d)

In order to minimize the effect of I-frame packets loss
we proposed the use of Redundancy Slice (RS) for Intra
(I-) frames. If a packet loss occurs on I-frame, it would
affect all successive P-frames in a GOP that are predicted
from the I-frame. Redundancy slices allow the encoder to in-
clude an additional representation of a slice with the original
primary coded slice in the same bit stream. The parame-
ters used for encoding the redundant slices may differ from
those used for the primary slices, but they should be se-
lected in such a way that there is no visual discrepancy
between the two representations [5]. In order to highly pro-
tect the most important information in the Intra frame, some
specific slices are dedicated for Region of Interest (ROI).
Whenever any of the primary intra frames coded slices can-
not correctly decoded the decoder can replace the primary
slice with its corresponding redundant representation. The
H.264/AVC standard states that redundant representation
(RS in the figure) should follow the corresponding primary
frame as depicted in Fig. 4.

Moreover in order to further prevent temporal error
propagation we use adaptive Intra Macroblocks Refreshing
(IMR) technique for the predicted frames Pi (k). Specif-

Fig. 4 Intra Frame with Redundant Slice Feature Transmission

Fig. 5 Intra Macroblocks Refreshment (IMR) technique

ically, only macroblocks with high activity (i.e., Mac-
roblocks that are significantly different from those in the
same position of the previous frame) are refreshed and coded
as Intra Macroblocks (Fig. 5). In the H.264/AVC standard
Intra Refreshing (IR) technique rate may be applied at the
frame level or Macroblock (MB) level. At the frame level,
the IR rate specifies the percentage of MBs to be Intra-coded
within the frame. At the MB level, the IR rate defines a
statistical probability that a particular MB is to be Intra-
coded. Figure 5 depicts P- frame Macroblocks, which are
significantly different from those in the same position of the
previous frame, are Intra Coded.

4 Performance evaluation

The proposed approach is evaluated and compared to
H.264/AVC conventional scheme in terms of video qual-
ity and the ability to prevent temporal error propagation.
We simulate the scenario of the H.264-based video trans-
mission for different erroneous environments. Simulations
were done using the H.264 Test Model (H.264/AVC Soft-
ware Coordination, software version: JM 13.0) [36]. All
test sequences are in QCIF format (176 × 144 pixels/frame)
and encoded at target frame rate 15 frames/s, the number
of frames to be encoded/decoded is 150 frames. The first
frame in a GOP (Group of Pictures) is Intra (I-) frame
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Fig. 6 The PSNR as a function
of bit rate for various encoding
schemes for the QCIF video
traces (a) Suzie, (b) Coastguard,
(c) Foreman and (d) Stefan

and the remaining consecutive frames are Predicted (P-)
coded. Frames were partitioned into slices and the slices
are organized in packets for transmission where each slice
is packed in one packet. We consider that a QCIF frame
is constructed with nine slice groups and each of the nine
slice groups consist of eleven Macroblocks (MBs). The
simulations were carried out on the following QCIF video
traces: Suzie, Coastguard, Foreman and Stefan at 144 kbps
channel throughput under different packet loss rates. The
compression efficiency of the proposed encoding schemes
is compared with the conversional encoding scheme for all
the QCIF video traces. The encoding is performed using the
H.264 reference encoder [36], at Variable Bit Rate (VBR)
mode with constant frame rate 15 frames per second (fps).
In the VBR mode the quantization parameters are main-
tained constant for the encoding process. Hence the video
quality is almost sustained steady but the derived encod-
ing bit rate fluctuates around a mean value. The impact of
the encoding efficiency of the proposed encoding patterns is
depicted in Fig. 6 for all the video traces (a) Suzie, (b) Coast-
guard (c) Foreman and (d) Stefan. Specifically Fig. 6 shows

the PSNR values as a function of the bit rate. From Fig. 6,
it is clearly observed that there is only a minimal bit rate
overhead for the short term motion compensation reference
(k = 2) and higher bit rate overhead for long term motion
compensation reference (k = 4).

Video Communications are often afflicted by various
forms of losses, such as burst packet loss or uniform packet
loss. An understanding of the effect of packet loss on the
reconstructed video quality, and developing accurate mod-
els for predicting the distortion for different loss events, is
clearly very important for designing, analysing, and oper-
ating video communications systems over lossy networks.
An important question is whether the expected distortion
depends only on the average packet loss rate, or whether it
also depends on the specific pattern of the loss. For exam-
ple, does packet loss burst length matter, or is the resulting
distortion equivalent to an equal number of isolated losses?
Specifically in [29] the length of a burst loss was shown to
have an important effect on the resulting distortions where
longer burst length generally led to larger distortions. [30]
provides a model that explains why a loss pattern, such as
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Fig. 6 (Continued)

a burst loss, generally produces a larger distortion that an
equal number of isolated losses. The packet loss situation is
simulated according to the channel conditions specified in
[26] and [27]. The average Y-PSNR (dB) values for the dif-
ferent packet loss rates obtained for error burst ranging from
0% to 30% frame loss (i.e. loss of 0 MBs to 30 MBs for a
QCIF frame) are presented in Table 1.

It should be noted that as showed in Fig. 2, when packet
loss rate is no higher than 10%, the encoding scheme with
short term motion compensation reference {Fig. 1(b)} per-
forms better than the encoding scheme with long term
motion compensation reference {Fig. 1(c)}. On the other
hand, if packet loss rate is higher than 10%, the encoding
scheme depicted at Fig. 1(c) performs better than the encod-
ing scheme depicted at Fig. 1(b). This is due to the mismatch
between the short term and long term motion compensation
reference which implies dissimilar performance for different
packet loss rates.

Table 1 depicts the average Y-PSNR (dB) for the Suzie,
Coastguard, Foreman and Stefan at 144 kbps channel
throughput under the following packet loss rates, 0%, 5%,

15%, 20% and 30%. Packet Scheduling (PS) Approach rep-
resents an error resilient packet scheduling scheme based
on the reference frame selection without back-channel [26],
Reference Frame Selection (RFS) represents short (k = 2),
middle (k = 3), long (k = 4) term motion compensation
references. Frames Protection (FP) represents the Redun-
dancy Slice (RS) for Intra (I-) frames and adaptive Intra
Macroblocks Refreshing (IMR) technique for the Predicted
{Pi (k)} frames.

The largest Y-PSNR value in each column is shown in
bold font. From the results shown in Table 1 the follow ob-
servations can be derived. Applying Frames Protection (FP)
can improve error resilient for all the video traces and packet
loss rates. All the cases with Frames Protection (FP) out-
perform the conventional H.264 coding standard and the
Packet Scheduling (PS) approach. For instance, for packet
loss rates 0% to 5% the short term motion compensation ref-
erences (k = 2) with Frames Protection (FP) outperforms all
the other FP representations, the short, middle, long terms
motion compensation references without FP, the Packet
Scheduling (PS) approach and the conventional H.264/AVC
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Table 1 Average Y-PSNR (dB) of Coastguard (a), Suzie (b), Ste-
fan (c), and Foreman (d) at 144 Kbps under different packet loss rates

Coding pattern 0% 5% 15% 20% 30%

(a)

Conventional 27.12 26.24 25.08 24.11 22.88

PS Approach 26.81 26.41 25.42 25.16 23.72

RFS (k = 2) 26.93 26.43 25.48 25.19 23.79

RFS (k = 3) 26.88 26.44 25.51 25.22 23.81

RFS (k = 4) 26.85 26.46 25.53 25.24 23.83

RFS (k = 2) FP 27.32 27.28 26.35 26.06 24.65

RFS (k = 3) FP 27.21 27.19 26.76 26.26 24.85

RFS (k = 4) FP 27.18 27.16 26.43 26.41 25.25

(b)

Conventional 27.11 26.26 25.17 24.16 23.01

PS Approach 26.71 26.37 25.41 25.17 23.78

RFS (k = 2) 26.98 26.39 25.45 25.21 23.84

RFS (k = 3) 26.88 26.43 25.49 25.25 23.88

RFS (k = 4) 26.77 26.45 25.51 25.27 23.9

RFS (k = 2) FP 27.47 27.39 26.88 26.28 24.91

RFS (k = 3) FP 27.39 27.22 26.96 26.48 25.11

RFS (k = 4) FP 27.28 27.19 26.92 26.78 25.41

(c)

Conventional 27.13 26.25 25.09 24.12 22.89

PS Approach 26.68 26.71 26.27 25.85 24.51

RFS (k = 2) 26.83 26.76 26.31 25.93 24.61

RFS (k = 3) 26.77 26.79 26.61 26.23 24.91

RFS (k = 4) 26.71 26.84 26.91 26.53 25.21

RFS (k = 2) FP 27.29 27.24 27.01 26.63 25.31

RFS (k = 3) FP 27.18 27.14 27.09 26.83 25.51

RFS (k = 4) FP 27.14 27.08 27.03 26.98 25.64

(d)

Conventional 27.14 26.29 25.2 24.19 23.04

PS Approach 26.62 26.61 26.12 25.74 24.31

RFS (k = 2) 26.78 26.65 26.15 25.86 24.45

RFS (k = 3) 26.71 26.69 26.45 26.16 24.75

RFS (k = 4) 26.68 26.74 26.75 26.46 25.05

RFS (k = 2) FP 27.28 27.22 26.95 26.66 25.25

RFS (k = 3) FP 27.21 27.15 27.08 26.76 25.35

RFS (k = 4) FP 27.17 27.01 27.02 26.88 25.75

coding. On the other hand, for packet loss rates 20% to
30% the long term motion compensation references (k = 4)
with Frames Protection (FP) outperforms all the other FP
representations, the short, middle, long terms motion com-
pensation references without FP, the Packet Scheduling (PS)
approach and the conventional H.264/AVC coding. These
results verify the effectiveness of the proposed approach
compared to conventional H.264/AVC standard under dif-
ferent packet loss rates.

It should be noted that the Reference Frame Selection
(RFS) mode can be applied both with and without feedback
channel (channel which gives loss-packet report). The refer-
ence frame selection with feedback channel uses reference
frame based on the feedback acknowledgement.

There are four possible modes defined in the reference
frame mode [5]

1. Neither: no back-channel data is returned from the de-
coder to the encoder.

2. ACK: the decoder returns only acknowledgment mes-
sages. In this mode, the encoder uses only an acknowl-
edged segment as a reference for inter- frame encoding.

3. NACK: the decoder returns only non-acknowledgment
messages. Whenever NACK is received for a frame, the
new reference frame is selected from amongst the frames
coded before the NACK frame.

4. ACK + NACK: the decoder returns both acknowledge-
ment and non acknowledgment messages. In the ACK +
NACK mode, the encoder switches between two kinds
of modes according to the upstream messages from the
decoder.

Moreover RFS usually is adapted as an interactive error-
resilience tool that depends on feedback channel. Generally
the content of the feedback information may be, e.g. an
ACK/NACK or a Channel Quality Indicator (CQI). On the
other hand, the ACK/NACK feedback has to be avoided in
many applications such as multicast or broadcast [26].

Channel Quality Indicator (CQI) is a measurement of
the communication quality of wireless channels. CQI can
be a value (or values) representing a measure of chan-
nel quality for a given channel. Typically, a high value of
CQI is indicative of a channel with high quality and vice
versa [31]. A CQI for a channel can be computed by mak-
ing use of performance metric, such as a signal-to-noise
ratio (SNR), signal-to-interference plus noise ratio (SINR),
signal-to-noise plus distortion ratio (SNDR), and so forth
of the channel. SNR determines several important attributes
like packet loss that affects the network performance [32].

Specifically, based on a network monitoring system (i.e.,
packet loss range) we can further study the proposed en-
coding schemes. Assume that a network monitoring systems
provides that the average packet loss range at the transmis-
sion network is for instance 0–5% then it can be predicted
that the end user will experience acceptable video quality
with short term motion compensation references (k = 2)
with Frames Protection (FP). On the other hand, assume
that a network monitoring systems provides that the average
packet loss range at the transmission network is for instance
up 20% then it can be predicted that the end user will ex-
perience acceptable video quality with long term motion
compensation references (k = 4) with Frames Protection
(FP).
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It should be emphasized that in H.264/AVC standard the
relation between the frames is content dependent and de-
fined by the motion estimation algorithm [5]. In order to
validate the efficiency of the proposed technique with the
three different encoding patterns (short, middle, and long
motion completion reference) extensive simulation were de-
rived. Specifically four different QCIF video sequences,
Suzie, Coastguard, Foreman and Stefan are used to eval-
uate the performance of the proposed scheme. These four
sequences are chosen for their different texture complexity
and motion activity. Suzie and Foreman are active sequences
which include a moving background and a fair amount of

motion of the foreground object. On contrary, Stefan and
Coastguard sequences have rapid foreground motion with a
fair amount of motion of the background object. From Ta-
ble 1 and Fig. 6 it can be observed that for all the video
sequences with different amount of spatiotemporal dynam-
ics of the content the proposed encoding patterns outperform
the conventional structure under different packet loss rates
with minimal bit rate overhead.

The Structural SIMilarity (SSIM) index is a method for
measuring the similarity between two images. The SSIM
index is a full reference metric, in other words, the mea-
suring of image quality based on an initial uncompressed or

Fig. 7 Error burst with 5%
frame loss for Coastguard (1)
and Suzie (2) video traces for
the conventional H.264/AVC
coding (1, 2)a, long term motion
compensation references (k = 4)
with FP (1, 2)b and short term
motion compensation references
(k = 2) with FP (1, 2)c

Fig. 8 Error burst with 30%
frame loss for Foreman (1) and
Stefan (2) video traces for the
conventional H.264/AVC coding
(1, 2)a, short term motion
compensation references (k = 2)
with FP (1, 2)b and long term
motion compensation references
(k = 4) with FP (1, 2)c



Efficient error resilient algorithm for H.264/AVC: mobility management in wireless video streaming 75

distortion-free image as reference. SSIM is designed to im-
prove on traditional methods like PSNR and MSE, which
have proved to be inconsistent with human eye perception.
SSIM is also commonly used as a method of testing the qual-
ity of various lossy video compression methods. The SSIM
emphasizes that the Human Visual System (HVS) is highly
adapted to extract structural information from visual scenes.
Therefore, a measurement of structural similarity (or differ-
ence) should provide a good approximation to perceptual
image quality. The SSIM index is defined as a product of lu-
minance, contrast and structural comparison functions. The
SSIM index is a decimal value between 0 and 1. A value
of 0 would mean zero correlation with the original image,
and 1 means the exact same image. Through this index,
image and video compression methods can be effectively
compared [33–35].

The four QCIF video traces affected by burst error, 5%
frame loss for the Coastguard and Suzie video traces and
30% frame loss for the Foreman and Stefan video traces.
Figures 7 and 8 demonstrate the visual effect and the SSIM
value. It can be seen that for different burst error the pro-
posed approach outperforms the conventional H.264/AVC
standard since it achieves better visual quality.

5 Conclusions

Error resilient is a key technique that enables robust stream-
ing of stored video content over wireless lossy networks. It
is particularly useful when content has been produced in-
dependently of the transmission network conditions. In this
paper, we analyzed the constraints of temporal error prop-
agation in error-prone video communications. In order to
overcome the constraints we proposed the use of error re-
silient algorithms in H.264/AVC wireless streaming. The
proposed method merges Reference Frame Selection (RFS),
Intra Redundancy Slice and Adaptive Intra Refreshment
techniques. Both subjective and objective visual quality
comparative study demonstrates that the proposed encoding
algorithm outperforms the conventional H.264/AVC stan-
dard. Moreover the coding efficiency of the proposed tech-
nique is evaluated. These results verify the effectiveness of
the proposed approach. Future work will include the im-
pact of the proposed encoding algorithm in the decoding
efficiency, delay and random bit errors. It should be em-
phasized that if adaptive switching and VCR-like interactive
functions were carried out the error resiliency performance
of the proposed encoding pattern could be better enhanced.
This is also a prospective research direction.
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