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Abstract

Logical abductivism is the epistemic view about logic according to which logical
theories are justified by abduction (or Inference to the Best Explanation), that is on
how well they explain the relevant evidence, so that the correct logical theory turns
out to be the one that explains it best. Arguably, this view should be equally applied to
both deductive and non-deductive logics, abduction included. But while there seems
to be nothing wrong in principle in using abduction to determine the correct logical
theories of deduction and induction, things might be more complicated regarding
logical theories of abduction. We may wonder whether allowing for an abductive
justification of a theory of abduction is an epistemically legitimate move, since here
circularity casts its shadow and makes the situation darker. This is the issue to which
this work is devoted. I will defend that, to be effective, an abductive justification for a
theory of abduction calls for a justification of abduction in advance, which we do not
yet have.

Keywords Abduction - Inference to the best explanation - Logical abductivism -
Circularity - Suasive and explanatory arguments

1 Introduction

Over the past few years, logical epistemology has been gaining much attention. There
has been considerable discussion on many epistemic issues about logic,' and one of
them in particular has attracted the interest of philosophers: its methodology. Several
reasons can be found behind this specific renewed interest, but arguably the most

1 Some examples are the properties traditionally associated to logic, such as apriority, generality, necessity,
and formality. But beyond the discussion around these issues—as well as the one relevant to this work,
namely, the methodology of logic—, the recent focus on the epistemology of logic is evidenced by two
major debates that have emerged in the literature: the one on the normative status of logic and the one on
logical monism/pluralism. On the former, see e.g. Russell (2020) and Oza (2020). As for the latter, see e.g.
Ferrari and Orlandelli (2019), Stei (2020) and French (2021). For some significant investigations into the
relationship between logical pluralism and the normativity of logic, see e.g. Ferrari and Moruzzi (2020)
and Steinberger (2019).
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relevant is the large number of logical theories available today. For as far as different
logics are designed to serve distinct purposes, no epistemic issue emerges. But when
incompatible logics aim to model the same matter, the question arises as to which one
to choose. And this is exactly what happens with what most philosophers consider the
raison d’étre (or canonical application) of logic: validity (valid reasoning). To better
understand this point and to lay the ground for the discussion, let me put on the table
and make explicit some important basic assumptions.

The word “logic” is ambiguous and appropriate disambiguation is needed to start
the investigation. A large proportion of philosophically minded logicians think of it as
“a theory about what follows from what and why”,? and I do the same in this paper.
Following Priest (2014), this way of understanding logic corresponds to (or at least is
part of) logica docens—i.e., “the logic thatis taught” (Priest, 2014, p. 212)—, and must
be distinguished from what it is a theory of, i.e. logica ens, that is “what is actually
valid: what really follows from what” (Priest, 2014, p. 212, italics in original). Thus, in
line with this, the aim of logicians is to develop a’ logical theory (or logic) capable of
accounting for logica ens, that is modeling valid* reasoning, discriminating between
valid and invalid (forms of) inferences and explaining why it is so. Such a theory, call
it Ty, aspires to be correct (or, with some flexibility, true) in the following sense: Ty, is
correct if and only if (henceforth, iff) every inference that is 7 -valid is also actually
valid—or “genuinely valid”, following Field (2015). It is worth noting that in this
context correctness should not be confused with soundness, although they are related.
They are two distinct notions for the following reasons: first, correctness depends
on the match between 77 -validity and genuine validity, whereas soundness depends
on that between T -validity and T -provability; second, correctness is a property of
logical theories, whereas soundness is a property of formal logical (or proof) systems.
A logical theory—in the use of this term here—is not just a logical system, i.e. a
mathematical structure consisting of a formal syntactic apparatus in parallel with a
formal semantics. Although they usually include one, logical theories are more than
a logical system: they “are not conceived of as simply sets of valid rules of inference
or theorems, but rather are a cluster of definitions, laws and representation rules that
provide the underlying semantics and syntax of the theory, as well as specifying how

2 This is Graham Priest’s characterization of logic, as it appears in many of his writings, e.g. Priest (20064,
p. 196), Priest (2021, p. 3207), and Priest (2014, p. 212). I am very sympathetic with it, mainly because of its
completeness and generality. It is complete because (1) it identifies the logical consequence relation as the
main matter of logic (“what follows from what”), (2) it defines logic as a theory, abstracting it from its own
practice (i.e. logic is not, in this sense, a discipline), and (3) it makes explicit the explanatory import it has
qua theory (“and why”). It is general because, while excluding those views of logic that are not centered on
logical consequence, it includes different options as to what exactly are the relata of such relation (whether
propositions, sentences, assertions, etc.). These are the reasons why I find this characterization suitable to
represent the view of logic held by most.

3 Here, T will not get into the debate between logical pluralism and logical monism, about whether there
is only One True Logic or many. Although it is important, I will keep this issue aside since it does not play
an essential role in the issue we are about to discuss.

4 Given our general discussion targeting both deductive and non-deductive logics, it should be noted that the
notion of validity that is meant here is the most general one, covering both deductive validity and inductive
strength.

@ Springer



Synthese (2024) 203:188 Page3of23 188

the theory connects to the phenomenon” (Martin, 2021, p. 23).5 Further, a second
and more demanding property for a logical theory that logicians may also aspire to is
comprehensiveness, that is the parallel notion to completeness: 77, is comprehensive
iff every inference that is genuinely valid is also 7 -valid. Whether the development
of a comprehensive logical theory should be considered as one of the essential aims
of logic (as a discipline) can be a source of dispute. Instead, I take correctness as a
necessary property a logical theory must have to do what it is designed to do—i.e. to
account for validity.®

As an example, consider classical propositional logic (CPL) and the propositional
fragment of the Logic of Paradox (LP).” As sentential logics, their scope is quite
limited, but nonetheless one may wonder which of these two logical theories is more
correct than the other. Several inferences turn out to be both LP-valid and CPL-valid,
for example Contraposition: « — 8 bt =8 - ~aanda — B8 Fp - —
—o. Suppose we know that this inference is genuinely valid. Then, while this makes
both CPL and LP correct with respect to it, Contraposition does not tell us much
about their general correctness, and on whether we should prefer one over the other.
However, other inferences are not evaluated in the same way by the two theories,
and they can help tipping the scale in favor or against them—differences can make
a difference! Likely, a paraconsistent logician will point out that LP’s non-explosive
feature—i.e., o, —a ¥ p B—Hfits evidence better than CPL. For cognitive agents do
hold contradictory beliefs sometimes, but nonetheless they reject triviality, and this
may count as evidence that Explosion is genuinely invalid. Therefore, while LP would
be correct with respect to it, CPL would not, since ¢, —& Fcpp. S. On the other hand,
Disjunctive Syllogism—i.e., @ V 8, —a F B-is LP-invalid and CPL-valid, and most
logicians take it to be a genuinely valid inference. Therefore, this would make CPL
correct and LP incorrect with respect to it. How then should we choose between these
two logical theories?

Logical abductivism gives us the following answer: by abductive reasoning, that is
Inference to the Best Explanation (IBE).® This view about logic is finding favor with
an increasing number of philosophers and logicians in recent times—e.g., Williamson
(2013, 2017), Priest (2006a, 2014, 2016), Maddy (2014), and Russell (2014, 2015)—
, namely the majority of those who endorse the broader epistemological view known

5 See also Hjortland (2019, §2) and Haack (1976, p. 223) for a clear characterization of logical theories,
although in the latter the term used is “formal systems”.

6 This somehow traces the priority of soundness over completeness, as made explicit by e.g. Dummett
(1973, p. 290).

7 Priest (1979, $1II).

8 To be fair, it should be noted that this is not the only way to define logical abductivism. Some—e.g.,
‘Woods, in his still unpublished Logical Abductivism—prefer a broader characterization along the lines of the
following: logical abductivism is the view that we select our logical theories by abductive methods. Then,
they not only include IBE among these methods, but also reflective equilibrium and other possible ones. The
debate is in its early stages, and it is still not clear whether, for example, reflective equilibrium is abductive
in nature, whether it is something other than IBE—something that Woods (2019) tries to disprove—, let
alone whether it is the correct means of justification for logical theories. Net of this, the best choice is to
proceed by assuming the narrower and more widely accepted definition of logical abductivism given above.
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as anti-exceptionalism about logic.® More precisely, logical abductivism claims that
logical theories are justified on the basis of IBE, that is on how well they explain
the relevant evidence, so that the correct logical theory turns out to be the one that
explains it best. What exactly counts as evidence, apart from some genuinely valid
inferences, needs to be better clarified (see Sect. 2), and the state of the art on IBE
and its justificatory power are still contentious. Nevertheless, logical abductivism is
a rather clear and well-defined view and has recently been one of the most discussed
topics in logical epistemology.

There is one issue, however, that could pose a problem for logical abductivism,
or at least rings alarm bells: circularity. Such a potential problem is mentioned in
Martin (2021, p. 2), and discussed in Douven (2022, Chap. 6) and Priest (2021),
among others. To see that, let us assume the usual'” taxonomy of inferences, according
to which there are three exclusive and exhaustive types: deductive, inductive and
abductive inferences. Thus, logical theories can be classified accordingly, so that there
are theories of deduction, induction and abduction. Now, logical abductivism has been
primarily discussed with respect to logical theories of deduction, but arguably the very
same view also applies to logical theories of the other domains, by virtue of a kind of
uniformity principle: it would be rather ad hoc, and therefore undesirable, if logical
theories of different types required a different source of justification. But here the
issue arises. While there seems to be nothing wrong in principle in using abduction
to determine the correct logical theories of deduction and induction,!! things might
be more complicated regarding logical theories of abduction. For we may ask: is it
an epistemically legitimate move to allow for an abductive justification of a theory
of abduction? Here, circularity seems to cast its shadow, making the situation darker.
This is the issue to which this work is devoted.

The present paper is structured as follows. In Sect. 2 I will briefly review abduction
and quickly address a few important points related to it, as well as to logical abduc-
tivism. In Sect. 3 I will examine and systematize the way circularity affects arguments

9 Rooted in Quine (1976), anti-exceptionalism about logic (AEL) claims that “logic does not require
its own epistemology, for its methods are continuous with those of science” (Read, 2019, p. 1). Such a
characterization is rather vague and can be better specified (see e.g. Martin and Hjortland (2022) who propose
an effective systematization of AEL based on the rejection of at least some of the features traditionally
ascribed to logic). As a matter of fact, AEL is a collection of epistemic theses about logic, so that it results
in a family of different perspectives rather than a unique theory, depending on which of these theses are
endorsed. Logical abductivism is one of them, so that it counts as a distinct but related position to AEL. In
particular, logical abductivists are anti-exceptionalists, but some versions of AEL can do without logical
abductivism. See e.g. Martin and Hjortland (2022) on the mutual relationship between these two positions.

10 Such a logical tripartition is not straightforward. To mention a few different accounts, Lipton (2017)
takes induction to be equivalent to non-deduction, so that abduction turns out to be one particular inductive
inference. Instead, Harman (1965) claims that enumerative induction, that is routinely classified as an
inductive inference, would instead be nothing more than IBE. Finally, bayesians hold that no explanatory
considerations are involved in IBE, which makes it an inductive inference as for Lipton (2017), but for a
different reason.

' This too can be challenged, however. For it can be argued that, even if IBE is necessary in justifying
logical theories, it is not sufficient. That is, other inferential deductive or inductive moves are necessary in
addition to IBE. Therefore, if this is true, we may doubt that a legitimate inferential justification of logical
theories of deduction or induction can be accomplished. Be that as it may, here I take logical abductivism
to hold that abduction is both necessary and sufficient for the justification of logical theories, and leave the
discussion on whether this is so for future investigation.
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depending on their pragmatic function—i.e., in which cases circularity is vicious.
Finally, in Sect. 4 I will analyze the circularity involved in the abductive justification
of a theory of abduction.

2 Abduction

In this section, I will briefly review abduction and mention some possible theories of
this type of reasoning. Note that “[p]recise statements of what abduction amounts to
are rare in the literature on abduction” (Douven, 2021, §2), likely because it is a rather
controversial form of inference, although ubiquitous in our everyday life, and crucially
in scientific practice.'> However, we can establish some firm points. Abduction—in
the way this notion is used in current literature—is equivalent to Inference to the
Best Explanation. It is non-deductive, since the necessity-condition of truth preserva-
tion from premises to conclusion is dismissed, non-monotonic and ampliative. In this
regard, abduction is like induction, but it differs from this in appealing to explanatory
considerations.!® More precisely, IBE is an inference Ej, ..., E, Fpg Hpess Whose
premises state some evidence (or data) for which the conclusion, Hp,s;, is supposed
to provide the best explanation. A quite often quoted instance of IBE is the following
argument: (E) there are wolf paw-shaped tracks in the snow, therefore (Hpes:) a wolf
has recently passed this way. Now, Hjp,s; is not the only available explanation of E.
Other competing hypotheses, call them H;, can accommodate the data: e.g., (H;) one
of my prankster friends might have walked by on purpose leaving those tracks to fool
me, since he knows I am afraid of wolves. However, Hp; explains E better than all
H;, H; included—i.e., Hp,g; is the best explanation of E. As such, evidence E justifies
the hypothesis Hp,g; through IBE.

IBE allows not only a simple hypothesis (i.e., a single proposition), but a whole
theory to be inferred as a conclusion. This might appear suspicious, since in general
theories are not single propositions, but sets of (even infinitely many) related proposi-
tions. However, such worry should not concern us here, and following Priest (2021, p.
3210) we can take such a conclusion “to be of the form ‘T is true’ (in whatever sense
of ‘true’ is deemed relevant).” For convenience, from now on I will be writing just
Eq, ..., E, Fe T, where T is the theory that best explains Ey, ..., E,. Thus, we can
express logical abductivism as the view that E, ..., E, g T, where Ty is the best
logical theory. Assuming the above tripartition of inferences, 77, can be a theory of
deduction (7y.q.), induction (7;,4.), or abduction (7izg). Again, while there is nothing

12 In this regard, a relevant and fun fact is that on the same day this sentence was written, the Euclid
spacecraft was launched into orbit with the purpose of gathering evidence of dark matter and dark energy.
Crucially, their existence has never been empirically proven, but has been postulated by IBE: that is,
physicists and astronomers consider the existence of dark matter and dark energy to be the hypothesis
that best explains a large number of astronomical observations that have been made so far. Based on such
instance of IBE, a huge collective effort has been made and large amounts of funding have been dedicated
to this ESA project. This fact alone proves the relevance that IBE has in science.

13 This is what explanationists claim. On the contrary, bayesians argue that no explanatory consideration
plays an inferential role and serves as a guide for drawing conclusions, thus rejecting the legitimacy of IBE
and holding that bayesian confirmation theory is all we need.
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wrong in principle with E1, ..., E,, Fg Tgeq. and Eq, ..., E, Fpg Ting., we want to
further investigate whether E1, ..., E,, Fg Tigg is legitimate.14

Before we move on, there are still three issues that I want to address very briefly
as they are of some relevance to our discussion. The first one is about the notion of
explanation. A theory of abduction is not, in general, independent of what explanation
is taken to be. For depending on how we account for latter, we may get different results
as to which the theory that best explains the evidence is. This is hardly deniable, but
the details of any specific model of explanation are not important here. This is because
we do not have to evaluate any specific Tigg. Rather, due to the level of abstraction
of the issue we want to examine, we will talk about different theories of abduction in
general, without needing to refer to any of them in particular, and thus without having
to presuppose any theory of explanation. Second, one might wonder whether there
are actually different theories of abduction from which to choose the best one. In fact,
there are. I will not discuss them here, but at least two different theories are outlined in
Priest (2021, §5) and developed in Priest (2006a, Chaps. 7, 8).1 Finally, it is essential
for logical abductivism to make clear what exactly the evidence from which to infer
the correct logical theory is. This issue has been little explored so far. Among the
few works that I know which discuss it, Hjortland (2019), Martin (2021) and his still
unpublished Reflective Equilibrium in Logic are the most recent ones. Here, we take
logical evidence to be whatever serves as a constraint for a logical theory.'® An analogy
with theories from the empirical sciences can help provide clarity. Before anything
else, physical and biological theories, for example, must face the “tribunal of sense
experience” (Quine, 1982, p. xii): they must be adequate to empirical data, whether
measurements or observations in general. Similarly, logical theories must be adequate
to ‘something’, which is exactly what we call logical evidence. But while the notion of
empirical evidence is rather clear, what counts as logical evidence seems to be much
more elusive. In this regard, we can ask and leave open the following question: what
is the tribunal that logical theories must face of? Nonetheless, we do have some good
candidates for logical evidence that come directly from the practice of this discipline.
As already mentioned, a first type of data that a logical theory should accommodate
are some strong intuitions that experienced logicians may have about the validity of
particular inferences—i.e., of some specific instances of certain inference schemas.

14 1t should be noted that the premises E1, ..., Ej, are meant to be different for 7y,4. , T;pq., and Tigg—i.e.,
the logical evidence for theories of distinct logical domains is different. For instance, in the case of Tigg, the
data include judgments about some good and bad IBEs, which play no role in justifying 7.4, and T;,q..

15 According to the first one, the best hypothesis, or theory, is the one with the highest weighted average
of the scores it gets for each relevant criterion of evaluation (e.g., simplicity, power, etc.). More precisely,
as such, this is not a single theory, but rather a family of many possible theories. For once the set of criteria
is established, we can change the specific weights of each of them—representing their relative importance
in assessing the goodness of the theory—resulting in a different theory of abduction each time. As for the
second one, the best theory is the one with the highest conditional probability given the way it performs on
every relevant criterion.

16 For the sake of completeness, it should be noted that this characterization does not fit with some con-
ceptions of logical evidence that can be traced throughout history. For instance, some logical rationalists
considered our intuitions about logical propositions to provide defeasible evidence for logical truths, with
no further reference to logical theories (Bealer, 1998; Chudnoff, 2011). Thus, it seems to be a prima facie
viable move also to accept that logical evidence is evidence for particular logical truths, while denying that
it serves as a constraint on logical theories. Thanks to one of the reviewers for pointing this out.
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This might be the case, for example, of some widely accepted mathematical proofs
that instantiate reductio ad absurdum. Based on them, a logician may regard reductio
as genuinely valid, and try to develop a logical theory 77, such that reductio is Ty -
valid. But even if experts’ intuition can play an important role in justifying logical
theories, it is not the only source of logical evidence, and must be considered along
with others, so much so that intuition may prove fallible: upon broader evaluation,
what it suggests as valid may not turn out to be so. A second type of evidence comes
from paradoxes, or more precisely from the way a logical theory manages to handle
them. Because of their counter-intuitive, and often contradictory, conclusions, these
seemingly sound arguments are usually taken to be problems to be solved. Loosely
speaking, paradoxes represent negative evidence—with the important exception of
dialetheism, for which some paradoxes would count as positive evidence—, that is
‘phenomena’ that a logical theory should make disappear by preventing them from
emerging as its own consequences, or more generally should somehow accommodate.
Some well-known examples are the logical paradoxes,!’ such as the Liar paradox and
its many revenge forms, but also Curry’s and the Sorites paradoxes. Further, a third
and last example of logical evidence is represented by some features exhibited by
natural languages and ordinary reasoning. This is the case, for example, of semantic
closure, of the absence of a layered hierarchical structure in natural languages, and of
intuitive judgements about the meaningfulness of certain natural-language sentences,
that have been taken as evidence in favor of dialetheism, and thus of a logical theory
that meets the dialetheic requirements.

To conclude, even if the issue of logical evidence is far from settled, no doubt
logicians have relied on some sort of logical evidence in developing, testing and
evaluating logical theories, so that what may be controversial is not whether there
is logical evidence, but what this evidence is. Thus, the existence of some premises
E1, ..., E, based on which a logical theory can be justified through IBE—as dictated
by logical abductivism—can be safely assumed.

3 Circularity and its forms

Circularity is a specific feature of some arguments, and it comes in two distinct forms:
premise-circularity and rule-circularity.'® Premise-circular, or question-begging,
arguments are such that their conclusion also appears (sometimes covertly) as one
of their premises. They are considered bad arguments, but in a sense that needs to be
clarified. For P I P is deductively valid, so that logical consequence is not guilty of
any crime here. In other words, begging the question is not a logical fallacy. What
is wrong with premise-circular arguments is that they fail “to increase the degree of
reasonable confidence which one has in the truth of the conclusion” (Sanford, 1972,
p. 198). The rationale here is that often we are required to do more than just arguing
validly: “[t]he question then is not the formal validity of the argument [...], but how the
argument is supposed to be used in context to fulfill a purpose of discourse” (Walton,

17 See Priest (2006b, Chaps. 1, 2).
18 This distinction dates back to Braithwaite (1953).
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1994, p. 112). In particular, a crucial function of arguments is the suasive (or justi-
ficatory, or doubt-reducing) function,'® which is at play in any process of inferential
justification. In a suasive argument, the truth of the conclusion is not yet established,
and the purpose is precisely to justify it on the basis of more certain premises via
reliable inferential moves. As an example, consider a middle school student who has
never before wondered whether prime numbers are infinite. When the math teacher
asks him what he thinks of that mathematical statement, he will likely answer he has
no idea. Then, the teacher presents him with Euclid’s proof—i.e. a deductive argu-
ment. Presumably, the student will readily accept all the premises, as they are quite
intuitive, and after carefully going through each of its steps, become convinced that
prime numbers are truly infinite. So, in this context Euclid’s proof played a suasive
role: it was intended to serve as a means of justification for the mathematical state-
ment at stake. But then, premise-circular arguments cannot do that. For the degree of
certainty inherited by the conclusion by means of an argument is at best equal to the
degree of certainty of the most dubious premise. So, in case we have the very same
sentence both as premise and as conclusion, the argument is not doubt-reducing. In
this respect, premise-circular arguments are useless in contributing to the justificatory
goal of discourse, and can be labeled as ‘pragmatic fallacies’.?? Premise-circularity
is therefore vicious in suasive arguments, in the sense that it makes it impossible to
realise the function for which such arguments are intended.

The same may be true for rule-circular arguments, but not always. A rule-circular
argument is one that makes use of a rule of inference, call it R, to infer something
about R itself.?! Consider the following example, where MP is for modus ponens:

(P1) MP is arule of inference that has been employed by many logicians.
(P2) If many logicians have employed an inference rule, then it is intuitive.
(C1) Therefore, MP is intuitive.

This argument is an instance of MP where the conclusion tells us something about
MP, which makes it a rule-circular, or more precisely an MP-circular, argument. As
should be clear, several R-circular arguments are then possible, depending on what
their conclusion states about R. For instance, as conclusion we may have “R is an
intuitive inference rule”, or “R is a primitive rule of system S”. In such cases, if the
argument is suasive, rule-circularity is not vicious. The reason is that, to fulfill the
doubt-reducing function, the argument must only rely on rules of inference that have
been already justified, and hence known to be reliable.?”> Provided R is, there is no

19 This pragmatic characterization of arguments can be found e.g. in Dummett (1973), who distinguishes
two kinds of arguments, suasive and explanatory arguments: “suasive argument is one the purpose of which
is to persuade someone of the truth of its conclusion by deriving it from already-accepted premises, while an
explanatory argument is one the purpose of which is to explain the already-accepted truth of its conclusion
by deriving it from premises the truth of which may not be acknowledged in advance” (Haack, 1982, pp.
218-219).

20 For a different view on this subject, cf. Bergmann (2004).

21 Carter (2017, p. 138) further distinguish between narrow and wide rule-circularity, but such a distinction
is not relevant for the present work.

22 What it means for an inference rule to be reliable is a question as important to elucidate as it is difficult.
Reliability is often made to coincide with truth-tracking, but this issue deserves to be discussed separately,
which we cannot do here.
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problem in using it to justify some of its other features, as long as these do not affect
its reliability—i.e., do not imply anything contravening the reliability of R. For, if this
were the case, the reliability condition of R might subsequently fall through. Since,
arguably, R’s being intuitive or primitive has no consequence on its reliability, suasive
R-circular arguments for “R is an intuitive inference rule” or “R is a primitive rule of
system S” are not vicious. On the contrary, when, for example, the justifiedness of R
is what the argument aims to establish, R-circularity becomes vicious: any attempt to
justify R which makes use of R fails to do what it is intended to do.?

Regarding this last point, however, some philosophers think differently.”* Among
those who belong to this group, Psillos (1999, Chap. 4) is the one who has defended
more extensively that R-circular arguments are not vicious even when they aim to
justify the reliability of R. His defence of rule-circularity is specifically designed
to validate his abductive argument for abduction, but it is very general and can be
reconstructed as follows. The problem with this kind of suasive rule-circular arguments
is that one has to assume the reliability of the rule invoked in the argument in order
to draw it as a conclusion. But then, the proponent of the argument must prove the
conclusion before accepting and using that rule, which is something she cannot do
unless she first accepts the reliability of the rule. To this objection, Psillos (1999,
p. 80) replies “by denying that any assumptions about the reliability of a rule are
present, either explicitly or implicitly, when an instance of this rule is used”, and that
“[n]or should the reliability of the rule be established before one is able to use it in a
justifiable way.” The reason is that the need for a proof of reliability depends on the
epistemological perspective one adopts, and among those available, externalism (about
justification) is one option. This account “sever the alleged link between being justified
in using a reliable rule of inference and knowing, or having reasons to believe, that
this rule is reliable” (Psillos, 1999, p. 80). This means that, according to externalism,
all that matters is whether the rule is reliable, and not whether we have a proof of that.
If this condition is met, even in the case we do not know it, the rule-circular argument
can serve its purpose and provide a justification for the reliability of the rule.

I find this answer unconvincing. First, there are well-known reasons why one might
not want to endorse externalism.” But apart from that, suppose it is a fact that the
rule at stake is reliable, but we cannot know it. Thus, rule-circularity would not be
vicious. But that would be completely irrelevant, since we could not know that either.
The crucial point here is that circularity is an epistemic problem, which has to do with
whether we can, or cannot, use some inferential moves to change our doxastic state.
In other words, it is an ‘internal’ issue. As such, an externalist move may well be
legitimate, but it basically deems rule-circularity as insignificant, or as not an issue at
all, which I do not. Therefore, contra Psillos (1999), I restore the link between being
justified in using a reliable rule of inference and having reasons to believe that this
rule is reliable, and my whole discussion will be conducted in this internalist spirit.

23 For a more extended discussion on this kind of vicious circularity see e.g. Vogel (2008). To mention
some relevant philosophers who endorse this view, see Dummett (1973, pp. 295-296) and Priest (2021, p.
3212).

24 See e.g. Braithwaite (1953), van Cleve (1984), Papineau (1993), and Psillos (1999).

25 1 will resist entering the huge discussion between externalism and internalism about justification. See
Pappas and Littlejohn (2023) for a general overview.
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Moreover, in further developing his defence, Psillos (1999) seems to concede some
point to the internalist concerns about his externalist strategy, and says that, even if the
proponent of a R-circular argument for the reliability of R does not have to assume
that R is reliable in advance, it is essential for her not to have any evidence that R is
unreliable:

If one knew that a rule of inference was unreliable, one would be foolish to use it.
This does not imply that one should first be able to prove that the rule is reliable
before one uses it. All that is required is that one should have no reason to doubt
the reliability of the rule—that there is nothing currently available which can
make one distrust the rule.

Psillos (1999 p. 83)

According to Psillos, this is exactly the case for IBE: there would be no doubt about
its reliability. Now, I take his condition of not using inference rules that are known to
be unreliable as entirely acceptable. After all, it would be a mark of irrationality to use
e.g. modus morons while knowing that it is not reliable. But as should be clear from
what has already been said, like the internalists I regard this condition as necessary
but not sufficient. In addition to this, I take his belief about the reliability of IBE at
least controversial, if not plainly wrong. The extensive debate on abduction has also
involved philosophers who have actually questioned the reliability of this mode of
inference, for example Van Fraassen (1985, 1989). In fact, this is precisely the reason
why we need a justification for it, and why some attempts to provide one have already
been made.?0

The moral is that in suasive arguments, rule-circularity is not always vicious, but can
be depending on their conclusion. For later convenience, we can represent R-circular
arguments in general as in (1), and the vicious R-circular argument that aims to prove
that R is reliable, as in (2)%7:

(1) Py, ..., P, Fg Ris such and such
2) P,..., P, Fgp R

This concludes our discussion on circularity in suasive arguments. Though, the suasive
function is not the only one arguments can have.

In addition to suasive arguments, there are explanatory arguments. In this case, the
truth of the conclusion is already accepted, so that the purpose is not suasive, but rather
explanatory: the argument is intended to provide an explanation of why the conclusion
is true. Consider the following example. Suppose that I am an astronomer and you are
a chemist, and that I show you the light spectrum of GN-z11, a very distant galaxy.
You are able to recognize the main absorption lines, since their relative distances are
exactly as predicted by chemistry, but you notice that the whole spectrum of GN-z11
is red-shifted. And while acknowledging that it is so, you do not understand why and
ask me for an explanation. Thus, I reply:

26 For example, Boyd (1984) and Douven (2002), among others.

27 Here, -k means that the derivation of the conclusion from the premises involves at least one step in
which the rule R is employed.
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(P3) Our universe is expanding, which makes all of its objects receding from us,
especially those that are very distant like GN-z11.

(P4) According to the Doppler effect, if a light source is receding from an observer,
she will detect its spectrum red-shifted.

(C2) Therefore, the light spectrum of GN-z11 is red-shifted.

In offering this argument, I have not tried to persuade you that the light spectrum of
GN-z11 is red-shifted; you are already convinced of that. Instead, I have provided you
with an explanation of the fact noted, that is the conclusion of the argument. Thus,
this argument served an explanatory purpose. Moreover, note that you may also not
know the premises. Suppose for example that you know P4, but not P3. Then, you
can take my explanation as a guide to infer P3 via IBE, that is P4, C> kg P3, and
thus convince yourself that Pj is true. Otherwise, you might know both premises, but
before receiving my explanation you did not realise how they could be combined to
provide the explanation you were looking for.

For the record, I believe that such a pragmatic classification of arguments into
suasive and explanatory is exhaustive.?® But even if it were not, this would not have
much impact on our discussion. Instead, what is important is whether circularity,
and especially rule-circularity, is vicious in the case of explanatory arguments, i.e.
if it makes it impossible to realise the function for which explanatory arguments are
intended. So, the question is: do premise-circularity and rule-circularity conflict with
the purpose of explanatory arguments?

As for premise-circularity, we can rephrase the question as follows: is it possible for
the same sentence to be both the explanandum and part of the explanans? This specific
issue is not really relevant for us, but I believe that the answer is negative. For I take it as
a plausible principle that explanation is a strictly asymmetric process: if x explains y,

28 The reason is that, as noted by Haack (1982, p. 220), “the distinction between explanatory and suasive
arguments is relative to the beliefs of the parties concerned” about the conclusion, and specifically to the
doxastic state of the one to whom the argument is intended. Therefore, there are two options: either she
believes the conclusion or not. Consequently, either the argument plays an explanatory or a suasive function.
However, the matter might not be so simple for at least two reasons. First, beliefs are not just two-state
entities (i.e., believe and not believe), but can have a whole range of values depending on how firmly one
believes. Thus, arguments may have different functions than just explain and persuade, for example in case
of intermediate degrees of belief in the conclusion. This is what Psillos (1999) seems to suggest. With the
words of Douven (2022, p. 161): “Psillos makes it clear that the point of philosophical argumentation is not
always to convince an opponent of one’s position. Sometimes the point is, more modestly, to assure and
reassure oneself that the position that one endorses, or is inclined to endorse, is correct.” Therefore, in this
case arguments would not be attempts to convince the opponent to accept their conclusion. Rather, they
could be thought of as justifying the conclusion “from within the perspective of someone who is already
sympathetic toward” it. But whether this function is distinct from the suasive one is disputable. For one
can take this alleged different use of arguments as an attempt to better convince oneself, and therefore
still suasive. However, as observed by one of the reviewers, it is hard to deny that this case does differ, in
some way, from the attempt to persuade someone through an argument who does not accept its conclusion.
Whether the rationale behind this difference justifies the identification of an additional function of arguments
remains a possible option. Essentially, this amounts to the second potential difficulty I mentioned: that is,
the doxastic state about the conclusion of the one who receives the argument might not be all that matters
for a comprehensive pragmatic classification of arguments, and other criteria may be relevant as to what the
function of the argument is. But as interesting as this discussion is, I must stop here and leave it for another
occasion.
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then it is not the case that y explains x, for every x and y.?° But asymmetric relations
are necessarily irreflexive. Hence, it is never the case that x explains itself. More
generally, the explanandum cannot be also part of the explanans: i.e., it is not allowed
to explain P by resorting, among other sentences, to P itself. Thus, premise-circular
explanatory arguments turn out to be always vicious. An extensive investigation of the
concept of explanation would be required for a better and more conclusive answer, but
since this is not a significant case for our issue, we can leave it aside and move on.

On the contrary, the explanatory function of arguments is more welcoming towards
rule-circularity. To see that, consider this example. Suppose we both know that most
people find MP intuitive, but I wonder why it is so and ask you for an explanation.
Then, you offer me the following argument:

(P5) An inference rule becomes intuitive for someone if they use it often and
successfully.

(Pe) Statistical studies have shown that most people use MP very often and
successfully.

(C3) Therefore, most people find MP intuitive.

Arguably, this argument counts as a good explanation for C3 (perhaps not particularly
insightful, but still successful), and it is just an instance of MP. Therefore, Ps, Ps F
C3 is an example of a non-viciously rule-circular explanatory argument. That is, at
least some instances of Pp,..., P, Fr R is such and such that are explanatory
are not vicious. What might appear more contentious, instead, is whether R-circular
explanatory arguments for the reliability of R are vicious. But, again, the answer is
negative. Consider the following example:

(P7) If an inference rule has no counterexamples, then it is valid.
(Pg) MP has no counterexamples.
(C4) Therefore, MP is valid.

Provided the one to whom this argument is addressed agrees (based on a different
justification) that MP is valid, P;, Pg = C4 fulfills its explanatory function entirely: if
we know that MP is valid, there is no problem in explaining why this is so by using MP.
Thus, in general: for any explanatory instance of Py, ..., P, =g R is such and such,
using R to explain why R is such and such is legitimate, since the explanation pro-
cess can be carried out untouched by rule-circularity. To put it in an analogy, using R
to explain why and how R works is “no more suspect than using observation to study
the structure and function of the eye” (Lipton, 2017, p. 12), once we are persuaded

29 The asymmetry of explanation is not only plausible, it is quite a standard principle in the literature on
explanation. It is widely accepted that most kinds of explanation are asymmetric, e.g. causal explanation.
For a recent paper on this topic see e.g. Khalifa et al. (2021). Nonetheless, as one of the reviewers pointed
out, throughout the history of philosophy, some self-explanatory phenomena have been proposed—e.g.,
existence of God or some irreducible metaphysical facts, like autonomous facts in Dasgupta (2016)—,
which would represent a violation of Irreflexivity, and with it, Asymmetry. An in-depth analysis of such
cases goes beyond the scope of this paper, but arguably the kinds of explanans/explanandum that are relevant
to the issue we are addressing (i.e., logical evidence and theories) do not fall within the domain of (alleged)
self-explanatory phenomena. In other words, even if the explanation were not irreflexive in general, it is a
plausible assumption that it is when restricted to the class of explanans/explananda that we are dealing with
here.
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Table 1 Viciousness of circular arguments depending on their pragmatic function

Arguments Premise-circular Rule-circular
with conclusion with conclusion not
affecting R’s affecting R’s
reliability reliability

Suasive vicious vicious not vicious

Explanatory vicious not vicious not vicious

Here, “vicious/not vicious” have to be read as “always vicious/not vicious”

that eyesight is reliable. Therefore, rule-circularity is not vicious in explanatory argu-
ments, and this results in an interesting asymmetry between suasive and explanatory
arguments with respect to it.

However, a new problem arises in this regard. Haack (1982, §I, b—c) shows that
even if rule-circular explanatory arguments are not viciously circular, they can be
defective in a different and important way. For “if the validity of modus ponens could
be explained by means of an argument which used modus ponens, then, presumably,
the validity of modus morons [...] could be explained by means of an argument which
used modus morons” (Haack, 1982, p. 221). That is, both reliable and unreliable infer-
ence rules may be used to explain their own reliability. In this sense, rule-circular
explanatory arguments are “indiscriminating” (ibid.), and until a justification is pro-
vided for the inference rules involved in them, we lack sufficient guidance as to which
explanation we should consider correct. This is why Haack says that “explanation
presupposes justification” (ibid.). We will return to this point in the next section, but
for now this concludes our systematic analysis of circularity and whether or not it is
vicious depending on the pragmatic purposes of the arguments. We can then summarise
the main results of this section as in Table 1.

3.1 The case of soundness proofs

An important example of argument whose function has been discussed in the literature
is the standard soundness proof for a deductive logical system, say S. In this short
section, I briefly discuss this case since we will need it to address an important analogy
in Sect. 4.

Presumably, in such a metalogical argument one (or more) of the inference rules of
S, say R, is used to prove that S is sound. But for S to be sound means that all of the
inferences provable in S are valid—according to the agreed semantics—, R included.
Therefore, R is employed to prove its own validity, which makes the soundness proof
R-circular.

Some philosophers—e.g., Dummett (1973) and Priest (2021)—judge this circular-
ity as not vicious, essentially because soundness arguments would have an explanatory
function, and not a suasive one. According to this interpretation, an R-circular sound-
ness proof does not have any persuasive purpose about the validity of R. Rather, it
counts as an explanation of why R is valid, provided we agree in advance that it is so.
As such, it would not be viciously circular.
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As long as we keep in mind the above warning of Haack (1976), I completely
agree. I only find that the issue is slightly more complicated in the following way: a
soundness argument is suasive, but allows an ‘explanatory reading’ with respect to the
inferences of § that it employs. Let me try to provide some clarity. I believe that proofs
of soundness are suasive in nature. For they aim to establish a result that is not known
prior to them. We may conjecture that S is sound, but cannot know it before we prove
it. Therefore, an argument for the soundness of S seems to provide a justification—i.e.,
to play a suasive function—for the validity of all the inferences that are provable in S.
However, this may be true with respect to some of the inferences of S, but not to all
of them, and precisely not to those that are used in the soundness proof. As for them,
the function of the proof is not suasive, but explanatory, since we already accepted
their validity. Then, in light of the systematization we have developed, we can classify
soundness proofs as arguments with form Py, ..., P, Fr R is such and such that are
explanatory at least with respect to R—even if suasive with respect to other inferences
of S. Therefore, under this explanatory reading, metalogical arguments for soundness
are rule-circular but not vicious.>

4 Logical abductivism on abductive logic

Let us come, then, to our problem: is there anything epistemically wrong with an
abductive justification of a theory of abduction?

A first important clarification step is made by Priest (2021, §6). The issue we are
facing might seem analogous to that which arises when trying to justify induction
by induction itself. But this is not quite the case. For it is one thing to use IBE to
justify IBE, quite another to use IBE to justify a theory of IBE, Tizg. As an example of
the first case, consider the following attempt of justification: evidence that scientific
theories are successful is best explained by the hypothesis that IBE is a reliable form of
inference, which therefore turns out to be likely true by virtue of IBE itself. Following
Sect. 3, we can represent it as E, ..., E, g IBE, agree on its suasive function, and
conclude that it is viciously circular on the basis of the above.>! But this is not the issue
we are interested in here. Instead, we want to know whether the circularity involved
in an abductive justification of a theory of abduction—to which logical abductivism
is committed—is vicious.

To begin with, note that Ey, ..., E,, b T is an instance of Py, ..., P, Fg
R is such and such, where Eq, ..., E, are Py, ..., P,, IBE is R, and the conclu-
sion Tigg can be rephrased as “Tigg is the correct theory of IBE”, which instantiates
“R is such and such”. Therefore, without much surprise, E1, ..., E,;, Fpg Tg 1S
certainly rule-circular, or better IBE-circular. The question, then, is whether this IBE-
circularity is vicious or not, which in turn depends on whether the function of the

30 of course, the situation is reversed in case the proof of soundness is intended to convince someone about
the validity of all the rules of the system, including those used in the proof. This would result in the suasive
vicious kind of argument described above.

31 Onthe problem of the justification of IBE see e.g. Boyd (1984), Enoch and Schechter (2008), and Carter
and Pritchard (2017).
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argument is explanatory or suasive, and in the latter case, on what the impact that the
conclusion of the argument has on the reliability of IBE is.
Priest (2021) argues that Eq, ..., E, g Tigg 18 not vicious:

A deductive explanatory argument for deductive inferences—as found, for exam-
ple, in standard soundness arguments in metalogic—does not beg the question;
neither does an inductive explanatory argument of induction. What we are deal-
ing with concerning abduction is finding the best theory which explains how and
why it works. In the same way, then, using abduction to determine what follows
from what abductively begs no questions.

Priest (2021, pp. 3212-3213)

The way I understand this passage is that E1, ..., E, Fpg Tigg allows an explanatory
reading in the same way as soundness arguments, and therefore it is not vicious. More
precisely, Eq, ..., E, Fg Tigg 1s for all intents and purposes a suasive argument: it
aims to establish which, among some competing theories of abduction, is the correct
one, which is something we can not know, according to logical abductivism, prior to
this IBE. After all, there is a very general and interesting reason why this is not an
explanatory argument: IBEs can never be used in the explanatory way. This should
be clear if we recall what an IBE is: an inference in which we infer the hypothesis,
or theory, that best explains the evidence in the premises. Therefore, while the logical
direction goes from the premises to the conclusion, the explanatory direction goes
from the conclusion to the premises: that is, the conclusion of an IBE is the explanans,
whereas the premises represent the explanandum. However, in the explanatory argu-
ments the explanatory ‘dynamics’ is exactly the opposite. In them, it is the conclusion
that requires the explanation that is provided by the premises—i.e., the explanatory
direction goes from the premises to the conclusion. So, if IBEs could be used explana-
torily, it would result that both the premises explain the conclusion and vice versa.
But, as already mentioned, explanation is asymmetric. Therefore, IBEs are unable to
perform the explanatory function as it is described in Sect. 3, which further supports
that E1, ..., E,, Fe Tige 1S a suasive argument. However, it is not vicious. The reason
for this is that, in justifying Tizg, IBE does not play any suasive role with respect to IBE
itself, but only an explanatory one. For Tigg is not intended to provide any justification
for IBE, but only an explanation. Tigz would only explain why and how IBE is reliable,
since we already accept, in this view, that IBE is so.

Now, I fully agree with that, but what I contend is that such an explanatory reading
puts an end to the matter. More specifically, I argue that this explanatory reading
of Ey, ..., E, Fpe Tigs is incomplete by virtue of what Haack (1982) has pointed
out about Dummett’s explanatory interpretation of soundness proofs for deductive
systems: explanation presupposes justification.

Consider the following example given by Douven (2022):

Suppose that some scientific community relied not on abduction but on a rule that
we may dub “Inference to the Worst Explanation” (IWE), a rule that sanctions
inferring to the worst explanation of the available data. We may safely assume
that the use of this rule would lead mostly to the adoption of very unsuccessful
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theories. Nevertheless, the said community might justify its use of IWE by dint
of the following reasoning: “Scientific theories tend to be hugely unsuccessful.
These theories were arrived at by application of IWE. That IWE is a reliable rule
of inference—that is, it usually leads from true premises to true conclusions—is
surely the worst explanation of the fact that our theories are so unsuccessful.
Hence, by application of IWE, we may conclude that IWE is a reliable rule of
inference.”

Douven (2022, p. 160)

Like IBEs, IWEs also cannot serve an explanatory function, and for the same reason
discussed above: explanation is asymmetric. Therefore, we cannot use the argument
proposed by the community imagined by Douven as being explanatory. Nonetheless,
we can take a cue from his example to devise another one that may serve our case.

Suppose that some logicians from the same community are logical abductivists, but
in their own way: they believe that logical theories are justified on the basis of IWE,
that is on how bad they explain the relevant evidence, so that the correct logical theory
turns out to be the one that explains it worst. Then, they use IWE to select the correct
(i.e., worst) logical theory of IWE, that is: E1, ..., E, Fwg Tiwe. This argument is
(i) rule-circular, (ii) suasive and (iii) not vicious, just as Ey, ..., E, Fpg Tipg is, and
for the very same reasons: (i) it is rule-circular because it employs IWE to infer
something about IWE itself, (ii) it is suasive because it is intended to justify Tiwg—
besides the fact that it cannot be explanatory—, and (iii) it is not vicious because, in
justifying Tiwg, IWE does not play any suasive function with respect to IWE itself,
but only an explanatory one, since the whole community, logicians included, already
believe that IWE is reliable. Thus, this suggests that logical abductivists who rely on
IWE and those who rely on IBE are not in significantly different situations from an
epistemic perspective. In other words, in the absence of a justification for IBE, we are
not justified in assuming that logical abductivism based on IBE is significantly better
than the way the logicians from Douven’s community justify their logical theories: if
Eq, ..., E, b T is legitimate, so it seems to be Eq, ..., E;, Fwe Tiwe.

Following Psillos (1999), one can reply that there are reasons to disbelieve the
reliability of IWE, since it “would lead mostly to the adoption of very unsuccessful
theories” (my italics). Therefore, E1, ..., E, Fwe Tiwe turns out to be defective, as it
does not meet the condition of employing only inference rules that we have not reasons
to disbelieve. But then, as previously mentioned, there are reasons to doubt also IBE.
Plausibly less, but still there—e.g., some false theories have often been justified by
means of IBE. Thus, what this situation calls for is a justification for IBE, which we
do not yet have, in order for logical abductivism to be a plausible (i.e., non-defective
and effective) view of the justification of logical theories.
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4.1 Changing epistemological perspective: the case of knowledge-first
epistemology

As we clarified in Sect. 3, the discussion conducted and the conclusions it led to
adhere to an internalist approach to justification, which, clearly, is not the only avail-
able epistemological perspective and is open to challenge. Among the alternatives,
one epistemology that may be particularly relevant to consider in relation to the cen-
tral issue of this paper is the knowledge-first epistemology proposed by Williamson
(2000).3? In this section, we carry out a preliminary investigation of how the problem
of the lack of justification for IBE, and thus of logical abductivism on abductive logic,
might be framed within this view. This analysis is not intended to be exhaustive and is
instead positioned as an initial step towards a more in-depth future examination that
would extend the present work. We will begin by describing the most salient aspects
of this alternative epistemological perspective.

Knowledge-first epistemology overturns the common assumption that belief is
conceptually prior to knowledge. According to Williamson (2000, §1.3), there is no
possible conceptual analysis of knowledge, that is, knowledge cannot be reduced to
more basic notions. One might think that, since for p to be known, it is necessary
that p be true and believed, such an analysis must then be possible. But acknowledg-
ing some necessary feature for a concept—e.g., being true and believed—does not
contradict the impossibility of its analysis. Indeed, the general warning is that “the
existence of conceptual connections is a bad reason to postulate an analysis of a con-
cept to explain them” (Williamson, 2000, p. 33). Thus, knowledge-first epistemology
takes knowledge—to be understood as propositional knowledge—to be the “unex-
plained explainer” (Williamson, 2000, p. 10), that is the starting point to elucidate the
other epistemic concepts, such as belief, justification, and evidence, and therefore the
conceptually prior notion on which to develop epistemology. Nonetheless, a modest
positive characterization of knowledge can be given, even though one that is not an
analysis of it in the traditional sense. Williamson (2000, Chap. 1) takes knowing to be
the most general®® factive®* stative®> propositional attitude, and therefore, a mental
state of a subject. Consequently, the knowledge of a subject S is just the body of propo-
sitions which § knows—i.e., the collection of true propositions that are the contents
of §’s attitudes of knowing. Believing, on the other hand, is a different (non-factive)
propositional attitude, which is nevertheless related to knowing in the following way:
if S knows that p then S believes that p.

32 The relevance of knowledge-first epistemology to the content of this paper was appropriately suggested
by one of the reviewers.

33 In a few words, “the most general” means that the factive stative propositional attitude of knowing
applies if any factive stative propositional attitude applies at all.

34 Here “factive” means that the propositional attitude of the subject S towards p is not to be understood
merely as a relation between S and p, but it also depends on whether p is true. Therefore, the attitude of
knowing has also a non-mental component—i.e., truth. More clearly: “[a] propositional attitude is factive
if and only if, necessarily, one has it only to truths” (Williamson, 2000, p. 34).

35 According to Williamson (2000, §1.4), not all factive attitudes are mental states (e.g., forgetting, which
is a process, and therefore not a state). He then refers to those factive attitudes that constitute a mental state
as stative.
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A further key feature of knowing is that it is not luminous. This means that it is
not the case that whenever S knows (or fails to know) that p, S is in a position to
know that she herself knows (or fails to know) that p.3® To put it in different words,
knowing can be often a transparent attitude, meaning that we can have cognitive
access to it, but not always: “[o]ne can know something without being in a position to
know that one knows it” (Williamson, 2000, p. 114)—and the schema can be iterated
indefinitely to higher-order knowledge (e.g., to know that one knows that one himself
knows something). For ease of discussion, let’s agree to say that S knows (or fails
to know) that p opaquely—i.e., non-transparently—whenever S knows (or fails to
know) that p without being in a position to know that she knows (or fails to know)
that p. A straightforward and not surprising consequence of opaque knowledge, but
one worth emphasizing, is that it cannot be identified. For suppose by reductio that S
can identify her opaque piece of knowledge. Therefore, there is something, call it p,
such that (1) S knows that p, (2) S cannot know that she knows that p, and (3) S can
identify that it is precisely p that she knows and that she cannot know that she knows.
But (3) entails that S can know that she knows that p, which contradicts (2).

Moving forward, knowledge-first epistemology equates evidence with knowledge:
“one’s total evidence is simply one’s total knowledge” (Williamson, 2000, p. 9). This
allows for the understanding of justification in terms of knowledge, the latter being
“what justifies” instead of “what gets justified” (ibid.). More precisely, knowledge
becomes the only source of justification for beliefs: “knowledge, and only knowledge,
justifies belief” (Williamson, 2000, p. 185). A belief would be justified just in case it
receives support from—to be understood as being subject to an increase in its prob-
ability by—the evidence, i.e., knowledge. As Williamson (2000, p. 9) makes clear:
“justification is primarily a status which knowledge can confer on beliefs [...] without
themselves amounting to knowledge. Knowledge itself enjoys the status of justifi-
cation only as a limiting case [...].” Moreover, within this perspective, any piece of
knowledge, such as the proposition p, can be questioned just by removing p from one’s
existing knowledge base and assessing it relative to the remaining knowledge—that
is, one’s independent evidence. Therefore, “one can lose as well as gain knowledge”
(Williamson, 2000, p. 10).

Clearly, knowledge-first epistemology is not exhausted by the brief description we
have just provided. Nonetheless, the features we have outlined should be sufficient
to begin sketching an answer to the following question: what conclusions can be
drawn regarding how this alternative epistemology might frame the issue of logical
abductivism that we have pointed out in this paper? What we have argued for in Sect.
4 is the need to have a justification for IBE in order for logical abductivism to actually
accomplish what it aspires to do. However, for a knowledge-first epistemologist there
might be no need for that. To see why, take p to be “IBE is reliable”. Arguably,
for logical abductivism on abductive logic to be interpreted as a non-defective (i.e.
discriminating) explanatory argument we need one of the following two options: either
we know that p or we justifiably believe it—i.e., either p is knowledge oritis a justified
belief. For in both cases the explanatory reading of E1, ..., E;, Fpg Tipg would turn out

36 This essentially amounts to denying the epistemic principle most commonly known as the KK-principle:
Kp - KKp.
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to be discriminating, since if p is knowledge, then is true, and if p is a justified belief,
then is at least likely true. The crucial point is that for knowledge-first epistemology,
both these options seem to be available. Let’s proceed by examining the two cases
separately.

Suppose that, for some subject S, p is knowledge. Then, we have two further
options: either S knows that p transparently or opaquely. Now, recall that knowing
is a mental state and that arguably we do not have access to mental states other than
our own. That means that we cannot rule out that there actually is some subject who
knows that p transparently. However, based on the extensive debate on the topic, I
would be inclined to consider this scenario as quite marginal, and therefore to dismiss
it. For even the most staunch defenders of the reliability of IBE would probably not be
willing to claim they know that p and know that they know that p.3” On the contrary, I
find the second sub-case to be more plausible: it is possible that some subject S knows
that IBE is reliable without being in a position to know that she knows that. This
just means that p is an instance of opaque knowledge, whose existence is guaranteed
by knowledge-first epistemology. Even though this scenario does not correspond to
the kind of attitude I personally experience with respect to p—as will be clarified
shortly—I find it relevant®® in this context and therefore not to be rejected.

Now, to the second case. Is it possible that, for some subject S, S justifiably believes
that p? As previously observed, we do not have a satisfactory justification for IBE,
which would lead us to answer the question negatively. For the lack of a justification for
IBE excludes that there is some subject S who knows that p is a justified belief. That
is, it excludes that p is a transparently justified belief for S. If we were working within
an epistemology in which knowing is luminous, the matter would end here. However,
this is not true for knowledge-first epistemology. For since knowledge justifies beliefs
and lacks luminosity, it follows that we are not always in a position to know what
our evidence is, and consequently that we may have justified beliefs without being
in a position to know that such beliefs are justified. In other words, knowledge-first
epistemology allows for opaquely justified beliefs: that our beliefs are justified can
sometimes be an opaque matter for us. And this might be precisely the case for p.
After all, this position seems very close to—if not exactly the same of—the externalist
stance of Psillos (1999) that we discussed in Sect. 3.

To sum up, knowledge-first epistemology seems to save the day in the following
sense. Since it is possible that we know that p opaquely, or that our believing in p is
opaquely justified, it is possible for p to be true, or at least likely true, and therefore for
the explanatory interpretation of E1, ..., E, Fg Tigg to be discriminating, although
unbeknownst to us. Moreover, the lack of a justification for p would no longer consti-
tute a problem, since the pursuit of such a justification would be an impossible*® and
therefore futile endeavor.

An attempt to challenge the conclusions of this line of thought can be made in the
following way. I will discuss it very briefly, leaving a more detailed analysis for another

37 However, if I am mistaken and this situation is precisely where some advocates of IBE find themselves,
this means there is an additional way in which this first case occurs, that is exactly what I am arguing for.

38 What I mean by “relevant” here is “representative of the situation in which a significant portion of the
experts on the topic may find themselves.”

39 Since this is an opaque scenario where we are not in a position to know.
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occasion. Consider not-p, i.e., “IBE is not reliable”. For reasons of symmetry, if it is
possible that we know that p opaquely, or that our believing that p is opaquely justified,
then it is equally possible that we know that not-p opaquely, or that our believing that
not- p is opaquely justified. Of course, p and not- p are contradictories, so that it is not
possible to know or believe both. In other words, knowing that p and knowing that
not- p are also mutually exclusive, and the same is for believing. Therefore, it will also
not be possible for both p and not- p to be opaquely known, and for both p and not-p to
be opaquely justified beliefs. But then, which of these competing possibilities should
we accept? Recall that, as emphasized earlier, opaque knowledge cannot be identified,
and the same goes for opaquely justified belief. Thus, this lead us to conclude that the
question just posed is simply an insoluble dilemma—which is perhaps a less palatable
conclusion than we might have hoped.

To conclude, one last observation. Note that knowing or justifiably believing either
that p or that not-p do not exhaust the epistemic space. We may instead fail to know
either that p or that not-p, as well as fail to justifiably believe either that p or that
not- p, both transparently and opaquely. Moreover, it is precisely within this range of
possibilities that I think the most plausible ones are found. For instance, if I were to
describe my own epistemic state regarding p, I would say that I fail to know that p
transparently: I fail to know that IBE is reliable and I know that I fail to know that
IBE is reliable. Again, knowing something and failing to know it are incompatible: for
any subject, it is not possible to do both. Therefore, we should consider these cases in
relation to those previously examined and draw the appropriate conclusions. But that
is material for another story.

4.2 The‘real problem of circularity’ of logical abductivism on abductive logic

This work was mainly motivated by Priest (2021). Here, the problem of circularity of
logical abductivism when applied to non-deductive inferences is also discussed, but
it goes beyond what is done in the present paper. Let me provide some explanation to
clarify how these two works relate each other.

After addressing some preliminary issues and introducing the matter at hand, Priest
(2021) argues that the kind of circularity involved in an abductive justification for Tjpg
is not vicious (§6). This is essentially what we have done, only through a more in-
depth analysis, which has allowed us to highlight an additional important fact: logical
abductivism requires in advance a justification of abduction to be effective. But while
we stop our investigation here, Priest (2021) goes further and shows that, even if
circularity is not a problem from a pragmatic point of view, it could nonetheless lead
to a different and very intriguing problematic situation.

Most logicians agree that logic (77) is normative. Arguably, this is equally true
for Tgeq., Ting. and Tigg. Thus, we should submit to the authority of Tizg and follow
its dictates: i.e., we should reason abductively in the way Tigg prescribes. But for a
logical abductivist, this means that she has to comply with Tz also in the justification
of the correct logical theory of abduction, i.e. Ey, ..., E;, Fpg Tipg. But what if this
results in a different theory of abduction, say T};.? More clearly, what if 7,5 turns out
to be better (and therefore more likely true) than 7Tizz when running IBE according
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to Tipe? Well, one might take this as a good reason to consider T}, actually better
than Tigg, and therefore to consider this theory, i.e. iy, as the correct one. But then,
what if Tigg turns out to be better than 7. when applying 75.? In this case, “[w]e
will be forced into a game of rational ping pong” (Priest, 2021, §7), which is clearly
a dead-end situation that does not seem to be permissible. This is what Priest (2021)
calls ‘the real problem of circularity’ in the case of logical abductivism when applied
to abductive logic.

While bringing out such an interesting problem, as well as helping to clarify and
examine it, Priest (2021) does not offer a solution. And certainly, the present paper is
not the place to try to address it. I just wanted to mention it to show that the investigation
on circularity in the specific case of logical abductivism applied to abductive logic is
not yet exhausted, and deserves further efforts in the future.

5 Conclusion

This paper presents three results, one main and two auxiliary. The main result is that
logical abductivism on abductive logic-i.e., E1, ..., Ej, Fpg Tige-is rule-circular but not
vicious. However, it is still in need of a justification for IBE to be a plausible epistemic
view. To support this conclusion, I systematically analyzed circularity, showing in
which pragmatic situations it is vicious, and in which it is not. The results of this
analysis are shown in Table 1. Finally, based on the asymmetry of explanation, I
argued that IBEs can serve a suasive function, but not an explanatory one.

As we have mentioned, however, the need to find a justification for IBE seems to
depend significantly on the general epistemological perspective we adopt. As we began
to explore in Sect. 3, and especially in Sect. 4.1, a change in such a perspective can
have several consequences, including a significant impact on the legitimacy of logical
abductivism. This should not be too surprising. For logical abductivism is itself an
epistemological view, albeit one limited to the justification of logical theories, so that
it connects to other epistemic notions and depends on the way they are conceived.
Prima facie, this might be taken as evidence supporting a top-down approach to the
epistemology of logic. That is: only after we have clarified which general epistemo-
logical theory is correct, or at least most adequate—and this includes understanding
fundamental epistemic notions such as knowledge, belief, and justification—can we
proceed with the investigation into the epistemology of logic. But whether this is really
the case requires a separate investigation.
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