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Abstract
Technologies that deploy data science methods are liable to result in epistemic harms
involving the diminution of individuals with respect to their standing as knowers or
their credibility as sources of testimony. Not all harms of this kind are unjust but when
they are we ought to try to prevent or correct them. Epistemically unjust harms will
typically intersect with other more familiar and well-studied kinds of harm that result
from the design, development, and use of data science technologies. However, we
argue that epistemic injustices can be distinguished conceptually from more familiar
kinds of harm.We argue that epistemic harms are morally relevant even in cases where
those who suffer them are unharmed in other ways. Via a series of examples from the
criminal justice system, workplace hierarchies, and educational contexts we explain
the kinds of epistemic injustice that can result from common uses of data science
technologies.

Keyword Data science · Epistemic injustice · Epistemic opacity · Artificial
intelligence · Big data

1 Introducing data ethics and epistemic harms

Data ethics is the lively interdisciplinary enterprise that engages critically with nor-
mative aspects of software-intensive, data-driven technologies.In this paper, when we
refer to ‘data science technologies’ we use the terms to encompass machine learning,
statistical modelling, artificial intelligence, and similar techniques. Data science tech-
nologies have become pervasive features of contemporary life and they have obvious
moral and political significance insofar as they often justify important governmental
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and commercial decisions.1 On amore personal level, data science provides the ability
to monitor and sometimes intervene into the most intimate and important aspects of
our lives. Education, sexual relationships, family life, medical care, mobility, commer-
cial activity, and political agency are all vulnerable to interventions from technologies
that draw on data science techniques.2

Our focus in this paper is on a less familiar kind of harm that these technologies
can cause, namely the harm to individual human persons as knowers, interpreters, and
sources of testimony. We argue that this is a neglected, but morally significant kind
of harm that can result from the design, development and deployment of complex
and opaque data-driven technologies such as machine learning, deep neural networks,
and big data analysis. We argue that some of the characteristics of these technologies
make them harmful to epistemic aspects of our personhood in morally and politically
relevant ways. Some of these epistemic harms are unjust and when they are we are
obliged to correct or prevent them.

The furtive nature of data collection in contemporary life when combined with our
inability to understand or review the operations of the systems that use these data, leave
manyof uswith a sense that these technologies aremorally suspect. These technologies
exacerbate inequality in potentially worrying ways given that data and the techniques
for processing them are not accessible to everyone (Boyd & Crawford, 2012; O’Neil,
2017). Corporations and governments collect vast troves of information and have
access to proprietary techniques for processing those data. Worries range from effects
on privacy and autonomy to questions of distributive justice and social bias. Additional
consequences of these technologies include the added difficulty they impose when
one attempts to respond to governmental or corporate actions. In many contexts where
data science technologies are deployed, we find ourselves with limited recourse or
are silenced in ways that strike us as morally wrong and politically oppressive. All
of these are legitimate concerns. Another unsettling aspect of these technologies is
the inchoate feeling that we are diminished as knowers, interpreters, and sources of
testimony. As we will show, understanding how uses of these technologies can count
as instances of epistemic injustice can help us to articulate the vague impression that
we are sometimes wrongly diminished by these technologies even in cases where they
otherwise seem to be working for the good.

One of the distinctive features of data science techniques is that they typically
involve levels and kinds of epistemic opacity that make it difficult to question their
results or to understand their operation (Alvarado, 2020, 2021a, 2021b). For reasons
we will explain below, this characteristic means that data science is liable to result
in epistemically unjust harms. When used in important decision-making contexts,
this technology can introduce significant epistemic disadvantages. This changes the

1 In some cases, decision makers have no choice but to rely on computational models and simulations as
means of determining the best course of action. For a discussion of why this is the case see Boschetti et al.
(2012).
2 Some of these issues predate the computational context. For an account of the development of data-
tracking and large-scale record keeping that connects the pre-computational era to present concerns see
Colin Koopman (2019). For a conceptual analysis of the development of statistical methods in general, see
also Desrosières (1998). In their edited volume Life by Algorithms, Catherine Besteman and Hugh Guterson
provide an overview of the morally significant effects of what they call ‘roboprocesses’ on contemporary
life (Besteman & Gusterson, 2019).
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character of the relationships between commercial and governmental decision mak-
ers and those who are subject to their decisions. For example, epistemic opacity can
make it difficult for a prisoner to appeal an automatically generated decision on their
parole, it can leave a borrower unable to understand a decision with respect to their
credit-worthiness, and it can make it hard for an employee to understand the ways
their work is evaluated. When uses of data science technology result in unjust epis-
temic disadvantages or illegitimate diminutions of epistemic status they are morally
blameworthy.

Data science technologies influence how people perceive and judge others and
in particular they can shape how individuals are ranked with respect to their epis-
temic capacities. We will show how these technologies can systematically empower
administrative and corporate decision makers in unjust ways and can intrude on the
personal lives of individuals in ways that alter our relationships and make it difficult
for us to find, redress and correct errors. The ways in which we judge the cognitive
and hermeneutical worth of one another involves morally and politically significant
questions (Bratu & Haenel, 2021). These judgments are inextricably tangled up with
power and social position. It matters to our standing as persons that we are capable of
knowing, what we are capable of knowing, and what others think we know.3 How we
navigate (or are allowed to navigate) the social and political worlds we inhabit is partly
dependent on judgments with respect to our epistemic capacities. These judgments
are constitutive of what we call one’s epistemic standing. In this paper we assume that
one’s epistemic standing has implications for how one relates to others in communi-
ties, within institutional hierarchies, in commercial transactions, in legal proceedings,
sexual relationships, friendships, or family life. Our approach to these topics is shaped
by the assumption that one’s dignity as a person is constituted to a significant extent by
one’s capacity to understand, to reason, to interpret, and to experience. Thus, on our
view the introduction of obstacles to understanding, to interpreting, or to experiencing
can be harmful to us and in some cases these harms will be morally blameworthy.

Using real examples and imagined scenarios, wewill explain howdata science tech-
nologies can serve to create and amplify conditions in which people suffer epistemic
harms and epistemic injustice. We will explain and defend the concept of epistemic
injustice in more detail below. For now, we simply note that an epistemic injustice
takes place when one’s standing as a knower or one’s credibility as a source of testi-
mony is incorrectly reduced in virtue of one’s marginal or subordinate social position.
One of our tasks in this paper is to explain why the illegitimate diminution of one’s
testimony and perspective that can result from the effects of data science technologies
sometimes counts as a form of injustice regardless of the distribution of other material
or social goods.

By highlighting some of the ways that data science is liable to epistemically unjust
consequences we hope to add some new considerations to the ongoing work of data
ethicists. Data ethicists have engaged with data science technologies in roughly four
ways. They have critically examined practices around the acquisition or curation of

3 There are formal features of judgments with respect to the collective aspects of knowledge, for example,
common knowledge, that epistemic logicians have shown are foundational for inclusion in certain kinds of
norm-governed social behavior. Participation in some norms seems to require that one is judged capable of
sharing in common knowledge (see Rendsvig, 2021).
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data (Benjamin, 2019; Jo & Gebru, 2020), they have exposed and criticized ways
that these technologies are abused or wrongly deployed (O’Neil, 2017; Noble, 2018),
they have revealed their susceptibility to various kinds of error in the “data analysis
pipeline” (Horner & Symons, 2020; Suresh & Guttag, 2019), or they have zoomed
out from the technology itself to explore important political considerations such as the
social power dynamics surrounding the design, development, and use of data science
technologies (Amoore, 2020; Kalluri, 2020). Special attention has been devoted to the
harmful consequences of socially biased data in machine learning contexts (Mehrabi
et al., 2021). For the most part, recent discussions in data ethics have focused on
practices that might ensure that the technology works correctly and on ensuring that it
is not misused in ways that cause harm to individuals (Buolamwini & Gebru, 2018).
Data ethicists have been guided by the goal of ameliorating the impact of mismanaged
uses of data and avoiding the socially biased uses of the technology (O’Neil, 2017;
Butterworth, 2018; Noble, 2018; Benjamin, 2019).4

There is no doubt that data science technologies can deliver significant enhancement
of our epistemic capacities and as such are an undeniable benefit to their users. And
yet, as data ethics scholars have noted, in practice, these enhancements are being
distributed and deployed unequally. There are a variety of kinds of injustice that can
result from inequitable access to these technologies. However, in the pages below we
conceptually distinguishing epistemically unjust actions from those that result in some
harm with respect to the distribution of material goods or social status. It is certainly
the case that epistemic injustice typically occurs in social contexts where illegitimate
social biases are prevalent, where individual autonomy is not respected, or where other
harms co-occur. Nevertheless, it is important to distinguish these other harms from
epistemic harms.5

2 Epistemic injustice

In this sectionweprovide anoverviewof the concept of epistemic injustice as originally
conceived by Miranda Fricker (Fricker, 2007; Kidd et al., 2017). In the first part of

4 Notable exceptions are philosophers of technology who do not draw a conceptual line between social
contexts and the technical artifacts that emerge from or are deployed within it (See Latour 1988, written
under the pseudonym of J. Johnson; Simondon, 2017; Slater, 1980). For these philosophers, the ethical
aspect of technological development is not addressed by exploring the relationship between societal harm
and technological use, but rather by exploring the values and interests of society that bring these technologies
into being. Hence, scholars that follow this approach, such as Amoore (2020), claim that “the algorithm
already presents itself as an ethicopolitical arrangement of values, assumptions, and propositions about the
world and cannot/should not be analyzed on its own”. Similarly, Green states that “Data scientists must
recognize themselves as political actors engaged in normative constructions of society and, as befits political
work, evaluate their work according to its downstreammaterial impacts on people’s lives” (2020).While we
agree that treating technology in isolation from its societal context is limited, in this paper we also defend
conceptual distinctions that allow us to identify harms particular to a specific technology independently of
the settings in which they were developed or deployed. See our discussion of Jeroen van den Hoven’s (2000)
taxonomy of the kinds of moral wrong-doing associated with different kinds of technologies in Section Five
of this paper.
5 See Keyes et al., 2019 for a thorough assessment of how an algorithm that is Fair, Accountable, Trans-
parent, and used for good can nevertheless have ethically worrisome implications. Keyes (2020) also offers
valuable insight as to how the data sciences can influence discourse about ‘knowers.’.
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this section, we defend her conceptual framework as capturing a distinct kind of harm
done to persons in their capacity as knowers.6 Our approach takes epistemic injustice
to be a discriminatory injustice, which is sometimes, but not always, accompanied
by distributive harms.7 We begin by focusing on how and when such harms occur to
individuals in communities that were already vulnerable to other kinds of harm and
injustice in virtue of their social position. However, we also argue that, under this
discriminatory (rather than distributive) framework, the category of epistemic harm
has a broader application and can be applied to individuals at many different social
levels, from prison inmates to university faculty.We provide a set of examples showing
how data science methods can cause both hermeneutical and testimonial epistemic
injustices. The primary reason that these methods are liable to being harmful, we
argue, is due to their opacity and their inability to permit corrective recourse.

We follow the example of the early discussions of epistemic injustice by considering
people who aremost vulnerable to governmental, institutional, or corporate authorities
that deploy data science. Our first examples focus on prison inmates and members of
oppressed racial minorities. As our discussion proceeds, we consider situations in
which relatively privileged persons can be subject to epistemic injustice. Thus, while
harms to persons belonging tominority andmarginal communities serve as our starting
point, we will argue that epistemically unjust harms can potentially befall anyone who
is in a subordinate relationship to the kinds of entities or persons capable of effectively
deploying data science technologies.

Although there is a substantial literature on the concept of epistemic injustice, it
exhibits disagreement about the nature of epistemic harm itself. In many influential
views, for example, the term is deployed to capture unjust social obstacles to epistemic
goods such as education or information (Coady, 2017). Elsewhere the term is used as
synonymous with harms that result from epistemic prejudices such as the denial of a
job, or unequal pay for equal work (see Green, 2020). In the following subsection,
we defend a view that emphasizes discriminatory rather than distributive injustice as
essential to the concept of epistemic injustice. Discriminatory injustices can happen

6 It is important here to note the originality of Miranda Fricker’s contribution while contextualizing it
with other works that also deploy or function within an epistemic framework and that are an important
contribution to the understanding of epistemic harms. Fricker’s original contribution lies in the fact that her
account of epistemic injustice sought to identify the possible harms directly related to the unjust diminution
of an agent’s epistemic status, due in part to irrelevant social factors (we thank an anonymous reviewer
for helping us emphasize this point). As we will see below, similar concepts such as epistemic violence
(Dotson, 2011) sought to capture and account for a different set of phenomena such as physical or social
harms done to agents in virtue of epistemic reasons or elements such as ignorance. Similarly, as we will
see in detail below, distributive accounts of the exact same term ‘epistemic injustice’ seek to identify social
harms and obstacles such as poverty or segregation that result in an unjust distribution of an epistemic
good such as education. A social harm that has an epistemic source and an unfair distribution of epistemic
goods that was caused by a social harm, though often contiguous or related, are not conceptually the same
phenomenon as a discriminatory diminution of an agent’s epistemic status. It is this latter phenomenon that
Fricker’s framework brings to the fore (2017) and it is this discriminatory account of epistemic injustice
that best fits the kind of phenomenon we seek to account in the context of our interactions with data science
technologies and methods.
7 As we will see, this is an important distinction made by Fricker herself (2017) that addresses a prevalent
conflation in the literature between discriminatory harms of an epistemic nature and distributive asymmetries
of epistemic goods such as education or other observable harms stemming from epistemic motives such as
ignorance or so.

123



87 Page 6 of 26 Synthese (2022) 200 :87

even when a distributive injustice does not, and because of this we argue that an exces-
sive focus on distributive injustice risks ignoring this other important and distinctive
kind of harm associated with data science technologies.

2.1 Epistemic injustice as a discriminatory rather than a distributive harm

Fricker argued that there exist distinctively epistemic kinds of harms that, under some
circumstances, count as unjust (2007). She asks us to consider the indignation felt
by those who are unjustly minimized as worthy or credible contributors to a debate
or conversation for epistemically irrelevant reasons—because of sexism, racism, or
classism for example. Indignation, can often be the first signal that there is a harm
associated with an epistemic injustice that is not reducible to the unjust distribution
of social status or material goods. Even if there are no other material or social con-
sequences at stake, an indignant reaction to having one’s perspective or epistemic
capacities ignored or diminished is understandable. The reaction is warranted insofar
as having one’s testimony or interpretation ignored or diminished for no reason, for
no good reason, or incorrectly is straightforwardly harmful.8 An instance where one’s
standing as an epistemic agent is diminished primarily or solely in virtue of one’s
social position, Fricker argues, would counts as an unjust harm.

Notice that if one’s contribution to a conversation is ignored because of the chau-
vinism of one’s interlocutor, it is likely that one will be upset or angered not simply
because one’s interlocutors have chauvinist beliefs. Instead, one’s indignation is likely
to be due primarily to one’s being devalued in a particularly personal way—qua epis-
temic agent. That harm is unjust, Fricker argues, insofar as it is motivated by bias
towards the group to which one belongs. Thus, already in Fricker’s analysis we find
the distinction between the harm to an important aspect of one’s personhood and the
judgment that this is an unjust harm in virtue of the biased motivation of the source of
the harm.

WhileFricker provides thefirst explicit defenseof the concept of epistemic injustice,
other thinkers who explained the epistemic marginalization and silencing of minority
communities informed her work. There is a rich tradition of discussion around the
political and social role of knowledge, testimony, and interpretation. Kristie Dotson
(2011) connects this previous work with questions of epistemic justice and explains
how the testimonial standing of members of marginalized communities has sometimes
been illegitimately diminished through silencing.9

It is important to recognize that one’s status as a knower, or as a witness, can be
harmed even when one makes gains or increases one’s status in some other social or
material dimension. One can, for example, be helped by another person because the

8 It is important to note that some epistemic injustices are so extreme that scholars, such as Medina (2017),
use the term ‘hermeneutical death’ to refer to them. These are instances in which there is a total erasure of
an agent’s voice and capacity to engage in meaning-making cultural activities. In hermeneutical injustices,
the agent has difficulty articulating the harm they are being subjected to and in some cases may not even
recognize their diminished condition as a harm. We thank one of our anonymous reviewers for suggesting
that in these extreme cases, individuals will not be indignant.
9 See also Gayatri Spivak’s discussion of what she calls ‘epistemic violence’ against subaltern groups
(2003). These ideas have been developed further by Patricia Hill Collins (2017).
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helper prejudicially deems the recipient of assistance incapable of helping themselves.
This would be an instance of a kind of benevolent condescension. Or consider how
one might provide an explanation in some circumstances to another person because
one regards them as incapable of providing their own equally credible explanation. In
cases such as these, those who intervene on another’s behalf may indeed be helping,
but they are doing so because of the incorrectly diminished epistemic status of the
person they are seeking to help. Thus, an illegitimate diminution of their epistemic
standing may still obtain.

In some circumstances, the recipient of the benefit might decide that the reduced
epistemic standing is not significant, or that it is somehow offset by other benefits.
However, in order to be in a position tomake such judgments in a case-by-case basis or
to be able to reason competently about such tradeoffs, one must first recognize harms
to one’s epistemic standing. The framework of epistemic injustice helps us to identify,
evaluate, and reason about such diminutions of epistemic standing.

In coining the term epistemic injustice Fricker indicated that her aim was to “de-
lineate a distinctive class of wrongs, namely those in which someone is ingenuously
downgraded and/or disadvantaged in respect of their status as an epistemic subject.”
(Fricker, 2017, p. 53). According to Fricker epistemic injustice is primarily a kind of
discriminatory injustice. This is in contrast to other views in which epistemic injustice
is sometimes treated as the presence of social and financial obstacles to the acquisition
of epistemic goods such as education or information (Origgi &Ciranna, 2017, see also
Coady, 2010, 2017). Epistemic injustice, on this interpretation, is a form of distribu-
tive rather than discriminatory injustice. When, for example, members of oppressed
groups are denied proper schooling or access to libraries in virtue of their social sta-
tus they are unfairly deprived of epistemic goods. In this case the epistemic good of
schooling or libraries is distributed unfairly. However, a focus on distributive aspects
of epistemic injustice risks neglecting the kind of discriminatory harm that Fricker
identified. While it is typically the case that discriminatory and distributive injustices
occur together this is not always or necessarily the case. Fricker’s account of epistemic
injustice as a discriminatory injustice and not solely a distributive one illuminates a
special kind of harm or degradation that we can suffer qua epistemic agents.10 One
can suffer a discriminatory injustice, in other words, even when the distribution of
goods one has access to is equal to or more than others receive.

In order to illustrate this, we can imagine cases in which the allocation of goods
is more favorable for a person, because they are subject to an epistemic injustice.
For example, in Everybody Hates Chris—the semi-autobiographical TV series based
on the life of comedian Chris Rock—the main character, Chris, consistently receives
special attention from his teacher because she believes that as a black teenager in a
predominantly white middle school, he has diminished epistemic capacities. The show

10 In this sense, the concept of epistemic injustice differs substantially from terms such as ‘epistemic
violence’ used by Kristie Dotson, for example. In particular, while the term ‘epistemic injustice’ entails
an unjust diminution of someone’s epistemic status— whether by a discriminatory diminution of their
testimony or by a systemic neglect of or the imposition of obstacles to epistemic participation—the term
‘epistemic violence’ picks out the wrongdoers pernicious ignorance. By contrast, ‘epistemic’ as an adjective
in the term ‘epistemic injustice’ picks out the aspect of the agent whose status is being diminished. See
Dotson (2011), p. 240, especially her example of the pyromaniac toddler. This distinction seems to also
apply to other neighboring concepts such as “discursive harms” (Keyes, 2020).
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makes clear that the teacher’s stereotypical assumptions are mistaken yet she contin-
uously provides Chris extra instructional support because she assumed, for example,
that Chris did not know his father, that his father was homeless, or that he had never
had the chance to travel outside of his neighborhood.

In this example, we can see that the distribution of goods is distinguishable from
the discriminatory actions of his teacher. Chris is receiving more assistance, attention
and goods because he is prejudicially deemed less capable of a knower than others.
Chris was undervalued in virtue of his social position despite consistently showing
capacities equal or superior to his peers in class. However, this undervaluing resulted
in the teacher providing extra resources on his behalf. Thus, discriminatory harms
can happen independently of distributive benefits and harms. Hence, someone may be
discriminated against even when the overall distribution of goods ends up benefiting
them, as is the case with biased assessments of competence related to gender that
are categorized either as benevolent sexism (Glick & Fiske, 1997) or white knighting
(Ruiz, 2019).

Consider another occasion that more clearly illustrates the point above. Unbe-
knownst to Chris, his teacher applied on his behalf for a scholarship reserved for
children belonging to single-parent, renting households. When Chris informs his
teacher that in fact he does have a two-parent household and that they are home-
owners, the incredulous response from his teacher is “Sure you do.” Here, Chris is
being incorrectly judged an unreliable source of testimony concerning his family life
and finances in virtue of his social position. This is an instance of what Fricker called
testimonial epistemic injustice. Testimonial injustice will figure centrally when we
discuss cases where people are illegitimately taken to be inferior arbiters of truth due
to their perceived inferiority to an automated data analytics system.

Another form of epistemic injustice identified by Fricker is what she calls
hermeneutical injustice. Hermeneutical injustices are those in which a socially unjust
arrangement is embedded in the operation of a social system in such a way that its
victims are incapable of understanding that a harm has been inflicted on them. This
kind of injustice can result from the design of institutions, bureaucratic processes, and
policies, but it can also result from biases embodied in cultural practices or traditions
(Medina, 2017; Bratu & Haenel, 2021). As we will show here, hermeneutically unjust
systems can result from data science methods, practices and technologies.

It is important to note that from Fricker’s perspective these harms should be dis-
tinguished from instances of deliberate, manipulative malice. While instances of
malicious actions could certainly diminish the epistemic status of an agent, it is not
a necessary condition for epistemic injustice that it results from malicious intent. To
illustrate this, she offers the example of three people, one of whom wants to deliber-
ately diminish the credibility of the second in the eyes of the third. In her example the
harm obtains in the interaction between the second and the third person. Specifically,
the harm is inflicted by the third person on the second. Because of deception, the
third person in this example might be blameless with respect to the harm against the
second. Note also that the first person, the malicious deceiver wishing to reduce the
epistemic status of the second person, does not believe that the third person in fact
has a diminished epistemic status. Fricker insists we ought to keep the term epistemic
injustice ‘strict’ enough that it can capture the kinds of harm that the third person does
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to the second. Furthermore, we should be able to distinguish such harms from the kind
that the deceiver in this example is engaged in (Fricker, 2017, p. 54). In the eyes of
a third person, the second has a diminished epistemic status. In the eyes of the first
person, the epistemic status of the second person remains unchanged.11

As we have seen, Fricker explains the various forms of epistemic injustice as they
arise in the individual lives of socially marginalized or oppressed people. Elizabeth
Anderson urged philosophers to extend Fricker’s account beyond individual interac-
tions so as to explore principles for the cultivation of epistemically just social and
political institutions (2012). The rest of our paper responds to Anderson by show-
ing how technologies, as well as social and political institutions can be more or less
epistemically just.

3 Opacity in data science technologies can lead to hermeneutical
epistemic injustice

In this section we explain the opacity inherent to many data-science methods, particu-
larly methods such as machine learning, deep neural networks and big data analytics.
The opacity at play in data-driven technologies often results from procedures that are
so complicated or complex that understanding the nature and sources of associated
harms becomes challenging. As we will see, when knowers lack a conceptual frame-
work to identify, name or understand harms they experience, they may be subject to a
hermeneutical epistemic injustice. In this section we offer two examples of knowers
in very distinct social circumstances but facing very similar data-driven technologies.

Opacity in machine learning systems and other computational methods has been
well documented in an extensive body of literature (Humphreys, 2009; Boyd & Craw-
ford, 2012; Symons&Horner, 2014; Symons&Alvarado, 2016; Hubig andKaminski,
2017; Alvarado & Humphreys, 2016; Burrell, 2016; Alvarado, 2020, 2021a, 2021b).
In this section we explain how such opacity can contribute to both hermeneutical and
testimonial forms of epistemic injustice as articulated by Fricker.

The term ‘epistemic opacity’ was introduced by Paul Humphreys (2004) to char-
acterize the epistemic inaccessibility of the underlying processes and properties of
some computational systems. Humphreys focused on computational models and sim-
ulations, but the concept applies broadly to computational methods in general and
to data-intensive computational methods in particular (Symons & Alvarado, 2016;
Alvarado, 2020). In addition to the formal characteristics of computational processes,
social phenomena, such as division of labor, proprietary limitations on access, inten-
tional secrecy, etc. can also contribute to making something epistemically opaque.
In these instances, what is at play is a kind of social epistemic opacity (Hubig and
Kaminski, 2017; Burrell, 2016). Philosophers (Kaminski et al., 2018; Alvarado, 2020)
and sociologists of science and computation (Saam, 2017) have provided accounts of
the various ways in which particular computational processes, such as computer sim-
ulations and machine learning algorithms can be opaque.

11 Injustices can also happen in the event of wrongful ascription of an inflated epistemic status. We thank
our anonymous reviewer for encouraging us to mention this point.
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A given device, method or process can be opaque simply on the basis that its inner
processes are beyondwhat any given human agent can reasonably track and understand
(Humphreys, 2004, 2009). This is particularly the case when big data and associated
methodology is involved (Alvarado, 2020; Burrell, 2016; Symons & Alvarado, 2016).
A system, device, or set of processes that is opaque in this manner—beyond the epis-
temic resources of any one individual—has what Humphreys called essential opacity
(2009). Barberousse and Vorms (2014), for example, mention that in circumstances
in which complex software is used for scientific inquiry, opacity arises when those
using it do not have access to the underlying processes by which the software or the
software-intensive instrument works or arrives at its results. This potentially under-
mines confidence in the results of such inquiry since in their view “the scientist’s
partial blindness to the details of the computational process seem to result in a seri-
ous lack of epistemic control upon the empirical validity of its outputs” (Barberousse
et al., 2014).12 Data-intensive computational processes are often epistemically opaque
in this stronger sense. This is due to a number of factors including the complexity and
complication of the software required to run the kinds of analytics that yield mean-
ingful insights from vast amounts of data.13 In addition, opacity is almost intractably
difficult in many machine learning and artificial intelligence contexts that depend on
neural networks approaches.14 Finally, as Boschetti and Symons argue, computational
systems are typically marked by irreversibility that makes the history of the processes
involved opaque in principle.15

The different kinds of opacity mentioned so far are often in place simultaneously
in these systems. A given predictive algorithm, such as the ones used to assess risk
in, for example, legal or financial settings, may be opaque in any or all of the ways
discussed above. As we will explain in more detail below, when it comes to risk
assessment algorithms used in United States courts to predict recidivism, for example,
researchers have identified opacity resulting from social, engineering, or mathemati-
cal characteristics of these systems (Amoore, 2011, 2014; Boyd & Crawford, 2012;
Kitchin, 2014). Individuals who are subject to the action of these technologies are

12 The sense of trust being discussed here is one close to the epistemology of science and in particular
to the epistemology of computational methods in the sciences. Hence, we can call it ‘scientific trust’. In
such settings, important debates are taking place regarding the relationship the term trust has to reliability,
explanatory understanding and transparency. For a thorough though deflationary account of these efforts,
see Durán and Formanek (2018) and Durán and Jongsma (2021). Hence, some theoretical frameworks
assume that trust within scientific inquiry is necessarily linked to transparency and should not be otherwise.
See Symons and Alvarado (2016) and Alvarado (2021a) to see how and why this applies to issues of data
science in particular and Alvarado and Symons (2019) to see why this applies to other software-intensive
technology in scientific inquiry and policy-making. We thank our anonymous reviewers for encouraging
this clarification.
13 Path complexity in the execution of code is an obstacle to software verification and also poses a challenge
to the surveyability of systems that rely on software intensive processes. For details see Symons and Horner
(2014, 2019).
14 For a detailed account of opacity in these kinds of systems, see Burrell (2016), Alvarado and Humphreys
(2017), and Alvarado (2021a).
15 By irreversibility Boschetti and Symons mean the fact that computational models can generally arrive at
the same state via many possible sequences of previous states. “Thus, while in the natural world, it is gen-
erally assumed that physical states have a unique history, representations of those states in a computational
model will usually be compatible with more than one possible history in the model” (2013, p. 809).
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typically unable to assess their operation. However, the ways by which such systems
produce their results may be inaccessible not only to those of us who are affected by
it but, sometimes, even to employees of the companies that produce them (O’Neil,
2017; Burrell, 2016; Alvarado & Humphreys, 2017).

Epistemic opacity can generate instances of both testimonial and hermeneutical
epistemic injustice as we will see below. Very roughly, because such computational
methods are often opaque in a way that prevents us from simply looking ‘under the
hood’ they leave us without epistemic recourse and therefore vulnerable to being
diminished or excluded from seeking justification or participating in decisions.

The opacity of these systems is directly connected to their political and moral sta-
tus. (McKinlay, 2020). Kitchin for example, observes that such methods are “largely
directed by black box algorithms working on data of unknown provenance, and […]
generally closed to recourse” (Kitchin, 2014). What Kitchin means by being closed to
recourse is that there is nothing for individuals to do in relation to the technology: no
transparent assessment, no possibility to challenge, and, importantly, limited ability
to correct the outputs of these systems. Because they are embedded in a larger system
with cascading consequences—often negative—the implications of these systems are
sometimes irreversible. This is different from other complex processes, such as regular
court proceedings or other bureaucratic procedures. To understand how data science
technologies of the kind we discuss below differ from traditional legal proceedings
consider how the transcribed testimony of a prejudiced witness could later be explic-
itly read out as part of an appeal process or challenged during a trial. By contrast “the
workings of a [computerized] recidivism model are tucked away in algorithms, intel-
ligible only to a tiny elite.” (O’Neil, 2017, p. 25). As boyd and Crawford put it “when
computational skills are positioned as the most valuable, questions emerge over who
is advantaged and who is disadvantaged in such a context. This, in its own way, sets
up new hierarchies around ‘who can read the numbers’” (2012). However, the central
issue is that the lack of access to the technical details of these technologies means that
it is generally difficult to determine when and how the system has made a mistake and
how to respond to the relevant decision makers appropriately with counterarguments
and evidence.

Burrell (2016) as well as Alvarado and Humphreys (2017) discuss examples of
algorithms that are opaque in the sense that as a recipient of their output “rarely
does one have any concrete sense of how or why a particular classification has been
arrived at from inputs” (Burrell, 2016). Mittelstadt et al. note that the uncertainty and
opacity of some of these methods “inhibit the identification and redress of ethical
challenges in the design and operation of algorithms”. Furthermore, they argue that
software artefacts used in data analysis bring with them the kinds of harms caused by
what algorithmic activity, which “is hard to debug (i.e. to detect the harm and find its
cause)” (Mittelstadt et al., 2016, p. 5). Mittelstadt et al. cite Rubel and Jones (2014)
as suggesting that “the failure to render the processing logic [of some ML algorithms]
comprehensible to data subjects disrespects their agency.” (Mittelstadt et al., 2016,
p. 7). Critics are clearly converging on the view that in these contexts, it is challenging
to determine whether or when a harm is being done to us. If one is in a subordinate
position with respect to decision makers who use these tools then, as we will argue
below, one suffers a hermeneutical epistemic injustice; as we will also argue, when
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one is automatically considered a lesser knower vis-à-vis the tools themselves, one
suffers a testimonial epistemic harm.

As we have seen, a hermeneutical epistemic injustice is one in which unjust social
conditions prevent the subject of the harm from having access to the relevant terms,
criteria, words, ideas, etc. necessary to understand or articulate that a harm has been
done to them.Fricker uses the example of ‘sexual harassment’ to elucidate this kind of
harm. In societies where a term does not exist to name this specific harm, those who
suffer that harm will have greater difficulty finding a remedy.16

The kind of opacity described here plays out in a socially consequential manner
in contexts where corporate or governmental authorities use data-driven systems for
decision-making purposes. For Glenn Rodriguez, for example, opacity was key to his
now famous struggle with automated data-driven decision-making processes (Wexler,
2017, 2018; Rudin & Ustin, 2018; Weltz, 2019; Rudin, 2019). Rodriguez was denied
his petition for parole in the New York prison system because of the results of the
COMPAS (Correctional Offender Management Profiling for Alternative Sanctions)
risk assessment algorithm (Wexler, 2017, 2018). Systems like COMPAS are used
by many court systems in the United States to aid or compliment decision-making
processes such as parole hearings, sentencing, bail calculations, and other bureaucratic
procedures. The treatment of prisoners like Rodriguez constitutes a clear instance
of epistemic injustice. Few members of American society are as low on the social
hierarchy as prison inmates and in Rodriguez’s case, the injustice is striking. His case
exemplifies the distinct layers of opacity that can be at play when challenging systems
that use data science to provide risk assessments and other consequential decisions. It
is instructive and rare insofar as Rodriguez was able to navigate serious obstacles in
order to finally understand and attempt to challenge the technological system that the
New York State prisons were using. Rodriguez’ story shows why opacity—whether
intentional or not— plays such an important part in the epistemic injustices related to
data science methods and products.

While facing a parole hearing, Rodriguez’s record indicated that while he had been
in prison, he had been amodel of rehabilitation. However, the board denied his petition
for parole citing his COMPAS risk score as the basis for their decision. COMPAS is
one of many risk assessment algorithms used by court systems in the United States
to aid or compliment decision-making processes such as parole hearings, length of
sentences, bail calculations, and others.17 Details of the inner workings of COMPAS
are proprietary trade secrets and are therefore protected, as a practical matter, from
inspection.18

16 Likewise, the norms governing marriage in some cultures make it difficult for victims of marital rape to
explicitly articulate what has happened to them in an institutional context such as a court.
17 Note here that while COMPAS has been widely cited in research involving bias and fairness metrics,
here we are talking about a different problematic aspect of this kind of technology: their opacity. While the
bias accusations towards COMPAS have been widely deemed as problematic and taken to be a construct of
the metric by which the results of the COMPAS software were measured (Corbett-Davies & Goel, 2018),
the issue of whether COMPAS is or is not biased may be more complicated than simply looking at the
COMPAS results or the metrics used by those who judge it as biased (to see an insightful discussion of how
this may be the case see Hübner, 2021).
18 Trade secrecy—which according to Burrell (2016) belongs to the category of social epistemic opaci-
ty—is at the root of the epistemic injustice in this case. As Wexler notes, this highlights another worrying
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By consulting with fellow inmates, Rodriguez ingeniously managed to identify the
relevant value in the qualitative survey part of the assessment that was likely respon-
sible for his derogatory score.19 He was able to compare his score and the answers
to the qualitative survey part of the assessment by an evaluator with those of other
inmates in order to determine that one question likely had an inappropriately weighty
influence on the output of the algorithm. When compared to those with otherwise
similar traits and records it seemed that the algorithm was producing an unfair result.
However, knowing this was not enough. Even after providing evidence of the dispro-
portionate weight this particular question had on the operation of the algorithm, no
public access to the process by which the algorithm weighed the different inputs was
granted. Rodriguez’ story began as an instance of hermeneutical injustice. He was
unfairly prevented from understanding what had been done to him.20 Rodriguez did
not initially even understand that epistemic recourse to the relevant elements of the
process which produced his score were also beyond his reach.

Now, it is important to recognize that everyone involved—the defendant, his lawyer,
and even the members of the parole board—confront the opacity of the process by
which the results were arrived at. None of them were in a position to challenge,
question, or even understand the technology that supports the process in which they
are participating. They are all epistemically limited by the many levels of opacity
surrounding the technology. In this sense, the technology diminishes the epistemic
status of the judge, the lawyer, and the members of the parole board. Arguably they
are all epistemically harmed in the process. However, since they are not subject to
the decision of the system in question, or more precisely since they are voluntarily
engaging with the process, they are not subordinate in the same way that Rodriguez
is. Hence, we can distinguish the (modest and voluntarily assumed) epistemic harm
suffered by the bureaucrats in the prison system from the profound epistemic injustice
suffered by the prisoner himself.

The opacity of these systems put Rodriguez in a very difficult legal position. As
Wexler explains, “generally, a defendant who wants to see evidence in someone else’s
possession has to show that it is likely to be relevant to his case. When the evidence is
considered “privileged,” the bar rises: he often has to convince the judge that the evi-
dence could be necessary to his case—something that’s hard to do when, by definition,
it’s evidence the defense hasn’t yet seen.” (Wexler, 2017) Rodriguez was subject to the

Footnote 18 continued
aspect of these arrangements since “private companies increasingly purport to own the means by which the
government decides what neighborhoods to police, whom to incarcerate, and for how long. And they refuse
to reveal how these decisions are made—even to those whose life or liberty depends on them.” (Wexler,
2017).
19 Wexler notes that “We do know certain things about how COMPASworks. It relies in part on a standard-
ized survey where some answers are self-reported and others are filled in by an evaluator. Those responses
are fed into a computer system that produces a numerical score.” The important part is that the developers
and owners of the software “consider the weight of each input, and the predictive model used to calculate
the risk score, to be trade secrets. That makes it hard to challenge a COMPAS result” (Wexler, 2017).
20 Sincewe have no access to the algorithm itself or theway its weights and inputs are entered and computed
it is simply not possible for us to judge whether it was indeed this one question that was skewing results
against Rodriguez. COMPAS, as a data science tool takes into consideration many other attributes and
features of those subjected to its processes. The qualitative survey referred to by Rodriguez is but one of
the more tangible aspects of the system.
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consequences of the opaque system and therefore the opacity of the system was not
only an epistemic harm, but an unjust epistemic harm. His lawyer, for example, was
diminished epistemically, but not unjustly so. Likewise for Rodriguez’s supervisor,
the person charged with providing reasons for or against his parole. When Rodriguez
thought he found the question seemingly skewing his COMPAS score, he provided
the evidence to his supervisor who shared his assessment. The supervisor wrote a
letter to the prison system and to those in charge of the use of the COMPAS system at
the prison where Rodriguez was detained urging them to reassess the score. This had
no effect on either the process, the score, or on Rodriguez’s overall situation. Thus,
the hermeneutical injustice, which was to a certain extent overcome by Rodriguez’s
own efforts, was accompanied by a harm to the testimonial standing of his supervisor.
The supervisor in direct contact with the inmate was deemed less credible than the
algorithmic assessment.

The COMPAS recidivism software that Rodriguez faced is used to assist authori-
ties in many jurisdictions across the United States in parole decisions. The software
takes a wide range of data in order to model the likelihood of recidivism. This prob-
ability is converted to a risk score. Beyond a certain threshold, parole is denied and
one continues to serve one’s sentence in prison. A group of independent journalists
attempted to analyze the workings of COMPAS and claimed that the algorithm was
biased against black defendants. Initially they determined that the software produced
more errors when producing risk scores for black defendants than when evaluating
white defendants. Specifically, the distribution of false negatives across subgroups in
the data set did not achieve group parity, a measure of cultural fairness that seeks to
equalize accuracy metrics across groups considering features such as race (Corbett-
Davies, 2018; Hutchinson & Mitchell, 2019; Saxena et al., 2019). This was taken to
indicate that the softwarewas unfairly producing different results for people in socially
marginalized groups. Ultimately, the method by which the software was deemed to
be racially biased was itself found to be faulty.21 Nevertheless, notice that in order to
determine whether a racially biased method was being used requires extensive exper-
tise in computational statistics and data curation. Barriers to recognizing, let alone
rectifying, harms in these cases mean that the systematic deployment of COMPAS in
the criminal justice system fits Fricker’s characterization of hermeneutical epistemic
injustice.

Asmentioned above, many of the processes and techniques that underlie automated
decision-support tools like COMPAS will be accessible and understood, solely by
a highly specialized segment subset of the population. Not only are these systems
typically closed due to their proprietary nature and difficult to decompile, it is also the
case that some systems can be epistemically opaque due to their formal characteristics
(Alvarado, 2021a, 2021b; Horner & Symons, 2019). While this can sometimes be true
of other aspects of modern science and engineering, its effects in applications of data
science are particularly consequential insofar as data science directly influences our
capacity to make decisions in ways that are often directly relevant to the well-being
of others. A significant practical harm in these contexts is that some of these data

21 See Flores et al. (2016), Dieterich et al. (2016), Feller et al. (2016), Chouldechova (2017), and Corbett-
Davies and Goel (2018) for a thorough examination of the details of the question of racial bias in COMPAS.
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science processes—in and of themselves— are closed to epistemic recourse while
generating results whose uses have morally significant consequences (Kitchin, 2014).
This is especially harmful in the case of individuals who have been economically
and otherwise marginalized and are subject to administrative or corporate control
in institutional settings like prisons, schools, and hospitals (Yong, 2012). A serious
moral challenge is posed by applications of data science that are likely to exacerbate the
unequal status of individuals by empoweringmembers of administrative ormanagerial
elites while simultaneously sheltering their decisions from scrutiny.

Louise Amoore notes that technologies like risk-assessment algorithms are “politi-
cal because they precisely involve combinatorial possibilities whose arrangement has
effects in the world” (Amoore, 2014). That is, the effects they have in the world is
what makes these technologies politically significant. There is a sense in which this is
uncontroversial. However, an exclusive focus on politics, understood in terms of power
relations, can lead commentators like Pratyusha Kalluri (2020) to urge researchers to
forgo ethical questions and to focus instead on investigating the ways in which the
technology changes power relations. One obvious problem with this approach is that
a technology may bring about new moral problems that are orthogonal to the existing
political or social dynamics. The tendency in recent data ethics has been to accept
Latour’s slogan that “technology is society made robust” meaning that technology is
shaped largely by social values and existing power relations (Latour & Venn, 2002).
Notice that this neglects the possibility that social values can themselves be shaped
and altered by technological developments (Winner, 1980). In the case of the kinds
of technologies we are considering, we have been arguing that they can harm us qua
epistemic agents in a manner that other technologies typically do not (Burrell, 2016;
Alvarado & Humphreys, 2017).

4 Testimonial injustice and data science technologies

Let’s consider cases where the testimony and judgment of individual persons is deval-
ued inappropriately by data science technologies in a bureaucratic or institutional
setting. For example, in North American higher education, administrators commonly
use expensive commercial data analytics services to determine the relative contribu-
tion of individual faculty members to the overall ranking of their universities. These
tools consider factors like the number of articles published, the impact of the journals
where they publish, the number of citations, prizes, grants, and the like. Companies
like Academic Analytics promise to provide administrators insight into the career
progression of individual faculty relative to their peers, allowing them not only to
rank but also to predict the trajectory of faculty careers.22 Administrators are willing
to use institutional resources for this purpose because they have been persuaded that
using such systems offer them objective insight into factors affecting their institution’s
ranking and their ability to garner extramural research funding. In practice, these sys-
tems are used in decisions concerning the allocation of financial resources, hiring and

22 For a demonstration of the user interface of the system marketed by Academic Analytics see https://
youtu.be/U_Li7ZEp3e0 (Last accessed Oct. 3rd, 2021).
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retention decisions, and in some cases tenure and promotion decisions (Basken, 2018;
Else, 2021).

Consider a dean needing to decide whether a faculty member in the art history
department who is offered a position at a competing university should be given a
competitive retention offer. The software reports that the art historian’s departure
will have no impact on the reputation of the department or of the university and the
dean uses this output to justify the decision not to expend resources on a retention
offer. Now imagine that the head of the art history department insists to the dean that
the art historian’s departure would be a significant loss to the institution.

In disagreements of this kind, data analytics companies promise to empower admin-
istrators tomake decisions based on unbiased data. In their sales pitch, this is frequently
contrasted with the personal, intuitive (and thereby supposedly unreliable) judgments
of department heads and other subordinates. Companies that develop these instru-
ments provide upper-level administratorswith the advantage ofmanymore data points,
aggregated from the discipline as a whole, from other institutional resources, and from
places that would be unavailable to their subordinates. The instrument itself is gen-
erated according to proprietary methods and data that are not accessible to either
customers or those who are subject to decisions justified by this instrument. These
tools are marketed to administrators as authoritative decision support tools built with
proprietary methods using data sets that would be difficult to acquire otherwise.

Is the department head in our hypothetical dispute concerning the art historian
treated in an epistemically unjust manner? The dean might defend their decision by
arguing that the system is better able to capture and analyze a broader and more
complex data set than an unaided human. If so then the department head is in an
epistemically inferior position and should simply defer to the judgment of the system.
If this is the case, the department head was not epistemically harmed, let alone harmed
unjustly.

The morally problematic epistemic issue arises with the assumption that the system
is superior to the judgment of the department headwith respect to the facultymember’s
work. Let’s add some details to the case in order to show why such judgments are
frequentlymistaken: imagine that the art historian in question has published four essays
in edited volumes or in exhibition catalogs. In addition, she has three highly-cited
articles published four years prior, alongwith two other more recent articles in relevant
journals of her subdiscipline. Finally, she is also involved with important community-
building contributions within her field. From the perspective of her department head
and by the standards of her discipline this counts as a good record.

It is commonly the case that analytical tools of the kind deployed by adminis-
trators are not sensitive to different disciplinary norms with respect to judgments
of quality. Most obviously, for example, unlike engineering or the natural sciences,
judgments of quality in disciplines like art history are not substantially influenced by
citationmeasures. It is also the case that contributions to edited volumes and exhibition
catalogs are sometimes highly regarded by art historians but are frequently neglected
by indexing services of the kind that commercial systems scrape for data. It is also the
case that the time horizon for judgments of quality vary across the disciplines. Papers
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four years or older might not count towards the reputation of faculty in some disci-
plines whereas other slower disciplines concern themselves with work from decades
earlier.

Given that the methods underlying the instrument are protected business secrets,
there is no way to determine whether inappropriate standards or quantitative measures
are being applied to her case. Faculty in disciplines like art history are right to suspect
that the analytical approaches that are marketed to university administrators are gov-
erned by norms derived from high status disciplines in the STEM fields. However, it
is difficult to make this case in response to the output of the system given the propri-
etary nature of these services. Faculty in non-STEM disciplines note that the incentive
structures created by these instruments will have a distorting effect on research and
scholarship, harmfully encouraging rapid publication on high-profile topics in order
to maximize short-term citation scores (Basken, 2018).

In the case as described, a testimonial epistemic injustice (albeit a relatively mild
one) has occurred. Even though a department chair at a university has a far higher
social and economic status than a prisoner like Glenn Rodriguez, the department
chair is unfairly diminished epistemically in virtue of their position in the institutional
hierarchy. Let’s begin with the harm. The epistemic standing of the department head,
as an expert and well-informed insider in the world of art historical scholarship was
undermined by the dean’s use of the data analytics instrument. The assumption that
the system is superior to the department head in the evaluation of the faculty member
is unjustified given the scenario above. As we have explained above, being incorrectly
diminished in this way is a harm, even if the chair’s material conditions are unchanged.
In order to see why it counts not only as a harm but as an injustice it is useful to reframe
the scenario by replacing the software with people. Consider for example a consultant
who is not acquainted with the academic field in question, being brought in with
a checklist, a calculator and a set of complicated metrics to assess the value of an
individual faculty member’s work. Consider also that this consultant’s judgment is
taken to serve as the justification of the dean’s decision. If the dean were to take the
final score given by the consultant as more important than the input of the department
head then the mistake, in the scenario described above, is obvious. In the human
case, the department head would be entitled to object to the specific criteria that the
consultant used and would be in a position to offer more appropriate alternatives. For
someone in a position of institutional power to override the testimony of a subordinate
who is an expert in a field in favor of a non-expert for non-epistemic reasons is an
epistemic injustice. It is simply an illegitimate and unjust diminution of their standing
as a knower and testimony.23

At this point we can see that the use of these technologies in institutional contexts
of the kind described here is particularly pernicious insofar as it makes it difficult
for subordinates to understand that a harm is being done to them with respect to their
epistemic status. It diminishes subordinates as sources of testimony in unfair ways and
it allows authorities to defer responsibility for decisionmaking to opaque processes. In
this example we have seen that the epistemic injustice occurs in an unexpected place,

23 To see why novel technical artifacts, such as computational methods, should not be granted the same
levels of trust as human experts see Symons and Alvarado (2019).
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namely in the interaction between the chair, the software, and the dean. Unlike the
Rodriguez case, the people involved in this example are relatively privileged academics
in North America whosematerial condition and social status areminimally affected by
the events in the scenario. Nevertheless, as we argued above, questions of distributive
justice and social status are orthogonal to this instance of epistemic injustice. Simply
because those involvedmaynot have been socially or financially harmed does notmean
they were not unjustly harmed in the kinds of ways described by Fricker, namely by
having their epistemic status unjustifiably diminished. Similarly, simply because they
are not members of recognized marginalized groups, does not mean that an epistemic
injustice did not take place. This is particularly the case when one considers the
subordinate status of many in institutional hierarchies. While someone that has a job
may be less susceptible to harms than someone who cannot even get a job, we would
not say that the person with a job cannot suffer harms within the hierarchies inherent
to their place of work. While the people involved in this second example may not
suffer consequences as severe as those faced by Rodriguez, being incorrectly deemed
a less reliable source of testimony than one objectively is counts an epistemic harm.
Within the context of an institutional orworkplace hierarchy it can become an injustice.
Hence, the example above qualifies as a testimonial epistemic injustice.

5 Understanding the nature and sources of harms in data science
technology

Technologists will sometimes react to criticism from data ethicists by claiming that
technology, by itself, is innocent.24 Indeed, one of the most significant factors high-
lighted in the examples of epistemic injustice that we have considered so far has been
the relative social status of the parties involved. Data science is certainly not respon-
sible for the social power relations in which these technologies appear. Data science
is built on straightforward and innocuous mathematical concepts and tools such as
regression, classification, and clustering techniques that are applied to data sets using
familiar computational processes (Saltz & Stanton, 2017). Since mathematical tech-
niques and computational processes themselves are morally and politically neutral,
technologists are sometimes tempted to judge criticisms from the data ethics commu-
nity as misdirected or confused. This response is not completely wrong and in order
to respond, data ethicists must work to distinguish the background social critiques
from careful assessment of the technologies themselves. Understanding the nature
and sources of the harms that are associated with these technologies is crucial if we
hope to identify possible remedies.

While a loaded gun by itself is innocent, if one introduces it into an ongoing bar
fight, the quantity and quality of the harm that result are different from the harms
and sources of harms at play prior to its introduction. By analogy, introducing data
science technologies into social contexts with existing social injustices can change

24 The problems with such a position have been extensively addressed by historians of technology such as
Lewis Mumford and Langdon Winner. Regarding computational processes in particular, similar positions
regarding the neutrality of information technologies and methodologies was noted by Richard De George
(2008, p. 5) in his discussion of “the myth of amoral computing”.
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matters in ways that are due to the specific characteristics of the technologies. In this
sense, the moral implications of technology cannot be explained solely by pointing to
preexisting social conditions or political dynamics. The differences between effects
of introducing a loaded gun, a knife, or a hand grenade into a bar fight result from the
differences between the technologies.25 At the same time, context certainly matters in
the assessment of technologies. The same algorithm can have wildly different moral
and social consequences when deployed in astronomy when compared with its use
in the criminal justice system. Nevertheless, the harms that result from the introduc-
tion of a particular technology can be distinguished from the harms that stem from
characteristics of the social setting in which the technology figures.

Thus, it is be important for the data ethics community to understand the morally
relevant aspects of the technology itself, rather than pointing back to the background
social and political injustices that frame the uses of these technologies. For example,
in response to charges of algorithmic bias, technologists sometimes note that while
there is a formal or learning theoretic sense in which all machine learning algorithms
are biased, this bias is a politically or morally neutral source of error. It should not be
confused with the colloquial uses of ‘bias’ in the context of racial or gender prejudices.
Indeed, they are correct to note that it is a mistake to confuse the formal concept of bias
in, for example the bias-variance tradeoff in machine learning models with the notion
of bias that is involved in consideration of unjust social outcomes.26 In the latter case,
the technologist will claim, the fault usually lies with how data was gathered or with
historical biases inherent in that data rather than with the algorithm. Data samples that
are derogatory or prejudiced in some socially unjust ways are the responsibility of
those who collected or curated the data rather than the fault of the technologist who
created the algorithms. In scholarly data science and data ethics literature, ‘bias’ in
the popular sense of unjust social prejudice is usually distinguished correctly from the
technical sense of bias as it figures in statistics. However, popular presentations of data
ethics issues often confuse the two. In statistics and machine learning many modeling
projects face a bias-variance tradeoff as they attempt to usefully generalize beyond its
training set. Bias in this context leads to underfitting a training set, variance leads to
overfitting the data set. It is a fundamental feature of most learning models that they
trade-off between some level of bias and some level of variance. Bias in the technical
sense is when an algorithm has assumptions that lead it to fail to detect relationships
between features in the data set and the target output—the algorithm doesn’t take the
training set seriously enough. While variance is the tendency of a model to take the
data set too seriously, taking too many features as salient, and as a result not being
able to generalize beyond it. Both are sources of error to be minimized. As Suresh and
Guttag (2019) have noted, besides this technical notion of bias-variance tradeoff, there
are many other kinds of bias that fall within and transcend the scope of algorithmic
technology. While bias in the formal sense is simply a feature of these algorithms,
social and other human biases that are more pernicious can influence the machine
learning developing process at other stages of the production of the model.

25 See Alvarado (2020) for an argument for this distinction.
26 See Neal (2019) and Vapnik (2013) for additional details on the bias-variance tradeoff.
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Sometimes, even if both the data gathering method and the algorithm is free of
social bias, historical inequities can influence the data. On other occasions, the bias is
related to curatorial choices in the process of gathering data. Occasionally, however,
the morally relevant bias is due to formal features of the algorithmic process. For
example, depending on how one incentivizes success during the training phase of a
model an algorithm may get very good at the aspects of the task it performs well,
while never improving at the tasks where it performs badly. This can have significant
consequences for systems that classify people via facial recognition or those deployed
in judicial proceedings as we discussed previously. Hence, technologists cannot com-
pletely excuse themselves fromblame by offloadingmoral responsibility to derogatory
data collection practices or morally problematic uses of their technology. A blame-
worthy data set by itself will not always be source of the kinds of harm that can result
when data is manipulated algorithmically for decision-making purposes. At this point
there are a wide range of well-documented harms related to the design, development,
and deployment of data science (Amoore, 2011, 2020; O’Neil, 2017; Leonelli, 2016;
Noble, 2018; Buolamwini & Gebru, 2018; Benjamin, 2019).

Some of the points discussed in this paper may be taken as capturing harms that
while relevant to data science, are nevertheless not unique to its methods. In other
words, one may agree that the harms addressed above, epistemic or otherwise, are
harms that can arise with many other algorithmic technologies that are not data-driven
per se. Nevertheless, this does not undermine our argument concerning the connection
between epistemic injustice and opacity. In fact, we recognize that some of these
concerns extend to computational methods other than the data-driven ones we discuss
here. At this point, it is worth considering how many of the issues we discuss here are
peculiar to data science methods and products.

In highlighting the specific ways in which these technologies change the moral and
political landscape it is helpful to follow Jeroen van den Hoven’s taxonomy (2000)
of the kinds of moral wrong-doing associated with different kinds of technologies.
Sometimes, for example, a harm can arise from a technology itself, other times the
harm can come from the context in which the technology is deployed. As we have seen
above, in data science, contextmatters.Using opaque technologies in legal proceedings
may not be fair, while using it for sorting handwritten addresses is unproblematic. Still,
other concerns may arise from the social dynamics that guide its development and still
other harms arise from features of the technology itself. These should not be conflated.
With respect to epistemic injustice we have argued that it is the features of data science
technology itself that makes it peculiarly susceptible to epistemically unjust outcomes:
its automated and opaque nature, for example, mean that is generally not amenable to
investigative or corrective recourse.

In order to better understand the distinction between the harms associated with
the technology and the harms associated with the context in which a technology is
deployed, consider van den Hoven’s (2000) classification of moral issues related to the
internet. He distinguishes moral issues that are internet-related, internet-dependent,
internet-determined and internet-specific. Here, we can generalize from van den
Hoven’s focus on the internet as a specific technology to technology in general. A
technology-related issue is for van den Hoven an issue in which the technically spe-
cific aspects of a technology in question are incidental. There are moral issues related
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to pornography on the internet, for example. But the internet is only playing a role as a
communication device and, he argues, nothing about the infrastructure of the internet
plays a substantial role in determining the moral issue at hand.27 He believes that sim-
ilar moral questions were at stake when VHS distribution networks arose in the early
80’s.28 We can apply van de Hoven’s taxonomy to the specifics related to data-driven
methods. Hence, a technology-dependent issue is one in which the technology is nec-
essary for the harm to arise but just because the technology is in use doesn’t mean that
the harm necessarily follows. In other words, the technology in this case is necessary
but not sufficient for the moral issue to arise. In order to hack a computer, for example,
one usually needs a computer. But just because one can use a computer does not mean
that it will be used for hacking. It is important to differentiate, van den Hoven notes
(2000, p. 134), between a technology-dependent issue and a technology-determined
one. A technology-determined issue is one in which the mere introduction of a tech-
nology is sufficient to bring about a moral issue. The novel introduction of internet
technology, for example, automatically generates the moral and political question of
who ought to have access to it (van den Hoven, 2000, p. 134).

Using van den Hoven’s categorization we can say that debates in the data ethics
to date have typically been focused on either data science-related or data science-
determined issues. However, this approach neglects the distinctive contributions of
the technology itself to the ethical landscape. For example, when we are speaking
about technology-determined issues, “although sufficient, the [technology] is not nec-
essary for this type of moral question to arise, since we encounter the same moral
problems of equal access and responsibility […] in card catalogs and books” (2000,
p. 130). Similarly, technology-related issues are such that the technology involved is
neither sufficient nor necessary to elicit the moral issue by itself. There is a fourth
category in this taxonomy: technology specific issues, in which the technology is both
necessary and sufficient for the issues to arise. It seems to be the case, particularly
taking into consideration the kind of opacity discussed above that the epistemic harms
and the injustices related to them are in fact specific to data-driven, automated tech-
nologies such as the ones discussed in this paper. Returning to Rodriguez’s case above
for example, while some judicial proceedings may be beyond the reach of some indi-
viduals, for example, those of us without a legal education, the data-driven processes
discussed in this paper seem to be opaque in a more insurmountable manner such
that no amount of education can overcome them. If this is the case, then epistemic
injustices like those that befell Rodriguez’s are directly related to the introduction of
these novel data-driven technologies themselves in a technology specific way.

In machine learning, determining which of the above-mentioned taxonomic cate-
gories apply depends on which of the many kinds of biases inherent in the machine

27 Sofya Noble (2016) highlights the ways in which Google’s search algorithms exacerbate racial bias and
the sexualization of young girls via its search results. Since racism and sexualization of young girls existed
independently of and prior to the existence of algorithmic technology, themoral problem related to Google’s
algorithms is rather that of either exacerbating, enabling, or perpetuating an existing moral problem rather
than creating the moral problem itself.
28 Arguably, the example of internet pornography is not a good choice for him in the formulation of this
distinction given novel characteristics of the pornography industry that have arisen in conjunction with the
emergence of internet technologies.
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learning production pipeline are under consideration. Suresh and Guttag (2019), for
example point to six kinds of biases, each of which happens at different stages of
the technology’s development.29 At some points, harms related to data gathering pro-
cesses will be only data science-related and not data science-determined. By contrast,
those that are related to automated clustering and classification techniquemay be data-
science dependent issues and hence a characteristic of the methods and products of
data science practice. In the study of epistemic harms, the same framework can serve
to help identify the sources and kinds of blameworthy applications of data science
technologies. The main lesson here is that it is a relatively straightforward matter to
distinguish between the harms previously endemic to contexts in which a technology
is deployed and the harms brought about because of the characteristics of a particular
technology.

6 Conclusion

In this paper we have tried to illuminate the technology-specific sources of epistemic
harms. We have also attempted to persuade our readers that epistemic harms are
distinctive types of harm that deserve serious consideration. If we are correct, then the
data ethics community ought to take account of the epistemic standing of people who
are subject to data science technologies in their deliberations. We have explained how
Fricker’s concept of epistemic injustice can illuminate some blameworthy features of
technology based on data science techniques and methods. We have also emphasized
that epistemic harms can happen even when one is unharmed (or even benefited) in
other ways. In our view, these technologies can pose a range ofmorally relevant threats
to our standing as knowers and decision makers.

Over the course of this paper wewere careful to distinguish epistemic injustice from
the structural injustices of the varying social contexts inwhich data science is deployed.
Similarly, we were not concerned here with the practical consequences of those using
the technology in misguided or malicious ways. These are important and serious
issues to consider and they have been extensively documented by other researchers
(Amoore, 2011, 2014; Benjamin, 2019; O’Neil, 2017; Noble, 2018). Rather, in this
paper we focused on what we take to be one particularly morally significant feature
of the technology itself; its opacity. Our goal has been to explain how these features
of the technology account for its tendency to unjustly diminish the epistemic status of
persons or groups of persons in virtue of their socially subordinate status.

The recognition of epistemic injustice as a meaningful moral category has emerged
over the past two decades thanks in large part to the contributions of thinkers whowere
especially concerned with injustices that affect people in marginal or oppressed social
groups (Code, 2017; Dotson, 2011; Fricker, 2007; Grasswick, 2018; Harding, 2016).
As a generalmethodological commitment, we agree that ethical and political reflection
is often most illuminating when one pays attention to the situations of those among us
whoare subject to themost serious harms and injustices. Injustice is often clearestwhen

29 Similarly, as Hübner (2021) points out, some instances of algorithmic bias may have their sources in
existing historical inequities while others may be the product of an analytic process.
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seen from the margins. However, as we have shown in this paper, epistemic injustices
can also occur in conjunction with, or in some cases even independently of, other
kinds of injustice and marginalization. Some technologies can threaten the dignity of
human persons as interpreters, knowers, and sources of testimony. Knowing how to
properly respond to these threats requires attention to how one’s epistemic standing
can be unjustly raised or degraded. This paper offers an example of how to do this in
the context of data science technologies.
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