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Abstract
I explore how rational belief and rational credence relate to evidence. I begin by
looking at three cases where rational belief and credence seem to respond differently
to evidence: cases of naked statistical evidence, lotteries, and hedged assertions. I
consider an explanation for these cases, namely, that one ought not form beliefs on
the basis of statistical evidence alone, and raise worries for this view. Then, I suggest
another view that explains howbelief and credence relate to evidence.Myview focuses
on the possibilities that the evidence makes salient. I argue that this makes better sense
of the difference between rational credence and rational belief than other accounts.

Keywords Belief · Credence · Evidence · Rationality · Lottery paradox · Statistical
evidence · Salience

1 Introduction

A topic of recent interest in epistemology is the relationship between belief and cre-
dence.1 Here, my interest is in questions about how belief and credence relate to
different types of evidence. While most of our evidence is both belief-generating and
credence-generating, it has been suggested that certain types of evidence ought to
affect one’s credences more than one’s beliefs.2 In this paper, I explore this sugges-
tion further and look more closely at the relationship between belief, credence, and
evidence.

1 See Jackson (forthcominga) for why the relationship between belief and credence is an important episte-
mological question.
2 Buchak (2014), Staffel (2015), Smith (2010).
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I focus on three cases: cases of naked statistical evidence,3 lottery cases,4 and
hedged assertions, with an eye toward seeking a unified explanation of these cases.
These cases are unique in that they seem to be credence-generating but not belief-
generating; they seem to be cases where rational agents ought to raise their credence
in some proposition but not believe it. Why would this be? Why does some evidence
affect our credences rather than our beliefs? These are the questions I will explore. My
primary aim is not to argue that these cases are ones that are credence-justifying but
not belief-justifying. Rather, it is to convince the reader who is already sympathetic
to my verdicts about the cases that I can explain them better than other accounts.

I proceed as follows. In Sect. 2, I cover relevant background material. In Sect. 3, I
describe the three cases I seek to elucidate. In Sect. 4, I consider a potential explanation
for these cases that has been suggested in the literature, that one ought not form beliefs
on the basis ofmere statistical evidence, and argue it is insufficient. In Sect. 5, I provide
my own account of what is going on in these cases. My account centrally involves
the possibilities a piece of evidence makes salient. I argue for my account in Sect. 6,
showing how it explains the cases in Sect. 3, and does better than the statistical evidence
account discussed in Sect. 4. I conclude in Sect. 7.

2 Background

Afewcaveats before I begin. First, the focus of this paper is normative, not descriptive. I
am interested in rational belief and rational credence—so I am not primarily concerned
with providing a psychological description of these mental states, but rather with how
these states ought to function.

Second, it is crucial to clarify the notion of rationality I am concerned with in this
paper. Several philosophers have noted there aremany strands of rationality; some have
suggested there are asmany as nine different kinds.5 In this paper, by “rational,” Imean
a specific strand of epistemic rationality that describes agents with the same cognitive
powers as us who respond to evidence as they epistemically ought. I am concerned
with this notion of rationality for three reasons. One, I think this is roughly what many
epistemologistsmean by “rational”when they use the term in an unspecifiedway. Two,
it is more action-guiding and applicable to actual human agents than more idealized
versions of rationality. Three, the agents I focus on have both beliefs and credences,
but I will leave open whether very idealized agents (e.g. agents with greater mental
processing power than regular humans) have both beliefs and credences, or have only
credences. So, holding our mental processing power fixed, I am interested in questions
about how we ought to respond to the evidence we encounter.

A final point involves how I am understanding the difference between belief and
credence. Belief is a familiar attitude that is not degreed6; roughly, it is a propositional

3 Buchak (2014). See also Cohen (1977), Thomson (1986), Colyvan et al. (2001).
4 Kyburg (1961), Nelkin (2000), Hawthrone (2003), Collins (2006), Staffel (2015), Kelp (2017), Horgan
(2017).
5 See Cohen (2010: p. 663) and Plantinga (1993a: pp. vii–viii, 1993b: pp. 132–161).
6 A note on terminology: people often use the phrase “degrees of belief” to refer to amental state that comes
in degrees and in some sense, represents the world. I think such a mental state exists, but for our purposes,
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attitude we have when we take something to be the case or regard it as true.7 A popular
thought is that there are three belief-like attitudes S can take toward a proposition p
that S has considered: S can believe that p, S can believe that not-p, and S can withhold
belief, believing neither p nor not-p. One view of belief is that S believes that p iff S
rules out worlds in which not-p holds.8 A similar view is that when S believes p, S
treats p as true for some particular purpose, e.g. for making a decision.9 For this paper,
I need not commit to one of these theories of belief, but they provide a general idea
of what belief amounts to and how it contrasts with credence.

Credence, like belief, is a propositional attitude, but unlike belief, is a degreed
attitude. S’s credence that p represents something like the subjective probability of p for
S, often given a value on the [0,1] interval. Unlike belief, there are an infinite number of
possible credences one can take toward a proposition (at least in principle); credences
are fine-grained,whereas beliefs are coarse-grained.One important difference between
credence and belief is that when one believes something, one has, in a sense, settled
the matter; belief that p is a commitment to the truth of p. However, credence (with
the exception of credence 0 and 1) keeps possibilities open; a high credence in p is not
necessarily a commitment to the world’s being such that p is true.10

Credence has been traditionally associated with betting behavior.11 For example,
on some views of credence, S’s credence in p is the amount of money S is willing to
pay in ordinary circumstances for a bet that yields $1 if p and $0 if not-p.12 There are
problems with both reducing credences to betting behavior and with the assumption
that credences are perfectly measured by betting behavior.13 However, it is plausible
that betting behavior can generally be used as a heuristic to approximate one’s cre-
dences. So, for the purposes of this paper, I make the modest assumption that there is
a rough correlation between one’s betting behavior and one’s credences.

Footnote 6 continued
I call that “credence,” which I contrast with belief, a categorical state. One might prefer to use phrases
like “partial belief” or “degrees of belief” instead of credence, and then call what I call belief “categorical
belief.” I am not necessarily opposed to this, but given that some have argued that beliefs do not come in
degrees (see Moon (2017)), my terminology is more ecumenical.
7 Schwitzgebel (2015).
8 Buchak (2014: p. 286). See also Holton (2014), Greco (2015).
9 Weatherson (2005), Wedgwood (2012), Ross and Schroeder (2014), and Locke (2014) all have views on
which some kind of treating-as-true condition is necessary for belief.
10 See Nagel (2010: p. 418), Ross and Schroder (2014: pp. 275–277). One worry for this claim is that
this is inconsistent with the threshold view of belief, on which belief that p is a high credence in p above
some threshold (less than 1). However, those who hold to the threshold view could embrace this claim by
maintaining that a credence’s meeting the threshold gives the attitude additional properties, which makes
it function like a belief and causes the agent to close off possibilities (see Weisberg forthcoming: p. 22).
Nonetheless, those sympathetic to the threshold view of belief will almost certainly disagree with my
verdicts about the cases in section III, as in those cases, one’s credence in p can get arbitrarily close to one,
yet one ought not believe p. In this, my assumptions about belief and credence may be inconsistent with a
threshold view of belief.
11 See Ramsey (1926), Jeffrey (1965), de Finetti (1990).
12 Jeffrey (1965: p. 60).
13 For objections to the view that credences are reducible to and/or measurable by betting behavior, see
Foley (1993: ch. 4), Plantinga (1993b: ch. 6), Christensen (2004: 5.2), Hajek and Eriksson (2007), and
Steffánson (2017).
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When it comes to the relationship between belief and credence, a view that may
seem natural is a view on which belief is credence 1 [Greco (2015: p. 179) calls this
“the simple view”]. Philosophers generally take credences to be measureable with
real numbers between 1 and 0, where 1 represents maximal credence, and some have
suggested that believing p is identified with having credence 1 in p.14 However, the
idea that belief is credence 1 is in tension with the plausible idea that we hold many of
our beliefs with less than maximal certainty, and that we are more confident in some of
our beliefs than in others. Further, according to orthodox decision theory, we ought to
bet anything on the propositions we have credence 1 in, but we need not bet anything
on our beliefs. Thus, for the purposes of this paper, I will set belief-as-credence-1
views aside.

3 The cases

Usually, when we receive significant evidence for or against some proposition, the
evidence ought to affect both our beliefs and our credences. I perceive a coffee cup
on the table, so I both believe and have a high credence it is on the table. I hear from
a reliable friend that the talk is at 3:00 today, so I believe and have a high credence
the talk is at 3:00. However, not all cases are like these. Sometimes, one’s evidence
generates a rational high credence but not rational belief. I focus on three of these
cases. These cases are especially illuminating because they are cases where belief-
generating evidence and credence-generating evidence come apart. Focusing on them
can provide insight as to when (and why) some evidence ought to affect just one’s
credences, and when it ought to affect one’s beliefs as well. To be clear, my main
objective in this section is not to argue that these cases are credence-justifying but not
belief-justifying; I instead merely intend to explain the cases and show the reader that
this conclusion is defensible.

3.1 Naked statistical evidence

The first instance of rational high credence without rational belief is cases where one
has merely statistical evidence (or “naked statistical evidence”) for some proposition.
Lara Buchak (2014: p. 292) gives several examples of this, including the following:

You leave the seminar room to get a drink, and you come back to find that
your iPhone has been stolen. There were only two people in the room, Jake and
Barbara. You have no evidence about who stole the phone, and you don’t know
either party very well, but you know (let’s say) that men are 10 times more likely
to steal iPhones than women.

She says that, in this case, you do not have enough evidence to rationally believe that
Jake stole your phone—it doesn’t seem like you have evidence that he in particular
stole the phone. However, based on your statistical evidence, you should have a high

14 For more on the view that belief is credence 1, see Levi (1991), Roorda (1995), Wedgwood (2012),
Clarke (2013), Greco (2015), Dodd (2016).
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credence (~0.91) that Jake stole the phone; Buchak thinks that, if you were forced to
bet on who took it, you should bet on Jake.

Not only does she think this is the intuitive reading of the cases, but this is also
justified by legal norms. We would never convict someone of a crime based on statis-
tical evidence alone.15 In a related example from the legal literature, Buchak explains
that a jury would never convict a bus company for hitting someone merely based on
the fact that they operate 90% of buses in that town. It is interesting to note, however,
they would generally convict the company based on the testimony of a 90% reliable
eyewitness.16 The idea that it is irrational to form a belief based on statistical evidence
alone makes sense of this behavior; if our evidence doesn’t allow us to rationally
believe a company is guilty, we ought not convict them, even if it gives us high confi-
dence they are guilty.17 Thus, “naked statistical evidence” is credence-justifying but
not belief-justifying.18

3.2 Lottery propositions

The second case is relatively familiar: the lottery paradox. Suppose I have a lottery
ticket that is part of a fair lottery of 100 tickets. I ought to have a high credence my
ticket will lose (0.99). However, many have the intuition that I ought not believe my
ticket will lose; after all, one ticket is going to win, and my ticket might just be the
winner. We need not rely merely on this intuition; there are also arguments that one
ought not believe their ticket will lose.

If I can rationally believe my ticket will lose, and rational belief is closed under
conjunction, then I rationally believe the large conjunction that <ticket 1 will lose and
ticket 2 will lose and ticket 3 will lose…>. However, I also believe the negation of this
conjunction, since one ticket will win. Assuming it is irrational to have contradictory
beliefs, we ought to reject one of the above assumptions, and a natural assumption to
reject is that I can rationally believe my ticket is a loser.19 I will borrow Hawthorne’s
terminology and call propositions like <my ticket is a loser> “lottery propositions.”20

15 See Enoch et al. (2012), Bloom-Tillmann (2015, 2017), and Di Bello (Forthcoming).
16 Buchak (2014). For earlier discussions of similar cases, see Thomson (1986) and Schauer (2003); this
case originated with a real civil case from the 1940 s. Thanks to an anonymous referee.
17 See Thomson (1986), Kaplan (1996), Smith (2010, 2016, forthcoming), Nelkin (2000), Enoch et al.
(2012), Staffel (2015), Pasnau (2018).
18 One might worry that the reason it seems impermissible to form such beliefs is not because of the nature
of one’s evidence, but because of the moral stakes involved. See Bolinger (forthcoming). Thanks to Wes
Siscoe. However, consider a case where I know either a man or a woman is wearing a hat, and I know that
men are 10×more likely to wear hats than women. It still seems like I shouldn’t believe the man is wearing
the hat merely on the basis of the statistic alone, even though nothing is at stake morally. Further, there
aren’t high moral stakes in many versions of the lottery and hedged assertions, but those cases also don’t
justify belief.
19 See Staffel (2015). Horgan (2017) also maintains one ought not believe lottery propositions: “outright
belief that one’s lottery ticket will lose does not seem epistemically justified, nomatter how high are the odds
against winning.” For other discussions of the lottery paradox, especially with respect to the relationship
between belief and credence, see Kyburg (1961), Foley (1993: ch. 4), Christensen (2004: ch. 2), Sturgeon
(2008), Nelkin (2000), Collins (2006), Kelp (2017).
20 Hawthorne (2003: ch. 1).
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A second argument that one ought not believe lottery propositions is as follows.
I cannot know my lottery ticket lost. Knowledge is the norm of belief. Therefore, I
ought not believe my lottery ticket lost.21 Thus, it is plausible that one ought to have a
high credence in but not believe lottery propositions; one’s evidence that one lost the
lottery is credence-justifying but not belief-justifying.22

A related case is from Martin Smith (2010), adapted from Dana Nelkin (2000).
This case is similar to the lottery case, but I include it to show that lottery-style cases
can be quite broad.

Suppose that I have set upmycomputer such that,whenever I turn it on, the colour
of the background is determined by a random number generator. For one value
out of one million possible values the background will be red. For the remaining
999 999 values, the background will be blue. One day I turn onmy computer and
then go into the next room to attend to something else. In the meantime, Bruce,
who knows nothing about howmy computer’s background colour is determined,
wanders into the computer room and sees that the computer is displaying a blue
background.23

Smith’s verdict is that, while Bruce can justifiably believe that his computer’s back-
ground is blue, Smith himself ought not to believe this. However, Smith ought to have
a very high credence (0.999999) that Smith’s background is blue.24 Thus, as in the
lottery case, Smith’s evidence in the computer screen case is credence-justifying but
not belief-justifying.

3.3 Hedged assertions

A final case that is credence-justifying but not belief-justifying is the case of hedged
assertions. Suppose you are trying to figure out if it will rain tomorrow, and you ask a
friend about it. They report, “I think it is supposed to rain tomorrow, but I’m honestly
not sure.” Or, they might say, “It will probably rain tomorrow, but there’s a chance I’m
wrong.” In this case, it seems as though you ought to raise your credence it will rain
tomorrow, but since these assertions are hedged, you should not form a belief that it will
rain tomorrow. As Adler notes, “Expressions for full belief are unqualified assertions,
but expressions for [credence] are explicitly introduced by epistemic qualifiers like ‘I
am pretty sure that…’ or ‘On the evidence, it is probable that…’”25 Thus, many cases
of hedged assertions are credence-justifying but not belief-justifying.

Note that hedged assertions have a different epistemic character than the statistical
evidence cases and the lottery cases—in the former two cases, your evidence makes p
extremely probable, but you still ought not believe p. In the case of hedged assertions,

21 Staffel (2015). See Williamson (2000: p. 255).
22 See Kelp (2017) for an additional argument that it is irrational to believe lottery propositions.
23 Smith (2010: pp. 13–14).
24 Smith does not explicitly note this because his focus is not on credence, but I take this to be uncontro-
versial. He does note that “the probability of P given E can reach any level (short, perhaps, of one) without
one having justification for believing P” (17).
25 Adler (2002: p. 42).
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however, the evidence may not significantly raise the probability of p; many cases
of hedged assertions wouldn’t warrant exceptionally high credences. (Of course, you
might receive testimony of the form “I’m 99% sure it is raining,” but it seems natural
to classify this as statistical evidence for p).26

Nonetheless, I mention these cases of hedged assertions because they still fall under
the general description of the first two scenarios: cases that are credence-justifying
but not belief-justifying. All else equal, we should prefer an account of evidence that
can classify all the cases together—when evidence justifies a raised credence but not
belief, and when evidence justifies a very high credence but not belief. I will show
howmy account provides a unified explanation for all these cases; the more surprising
ones (where one ought to have a very high credence but ought not believe) and the
less surprising ones (where one’s credence ought to slightly increase but one ought
not believe).

3.4 Proposed explanations

We have seen three cases of high credence without belief: cases of naked statistical
evidence, lottery cases, and hedged assertions. Several accounts have been proposed
to explain these cases, including accounts that appeal to safety or sensitivity,27 a view
on which we ought not form beliefs on the basis of mere statistical evidence, and
a view that appeals to a notion called “normic support.” In what follows, I propose
an alternative account. I will set aside the safety/sensitivity views, and I discuss the
statistical evidence view extensively in the next section. However, the normic support
view warrants some discussion, as it compliments the account I eventually endorse in
noteworthy ways.

Martin Smith is one of the primary defenders of the normic support account.28

Recall the case above where Smith is merely aware of the random number genera-
tor that determines the computer’s background color, but Bruce perceives the blue
background. Smith uses the term “normic support” to describe the kind of evidential
support Bruce has for the proposition that the background is blue. Smith’s support
for this proposition, however, is non-normic. One way to demarcate the difference
between normic and non-normic support involves when evidentially supported but
false beliefs cry out for explanation. When we have normic support for a belief and
the belief turns out to be false, we seek some kind of explanation for why it is false.
More precisely:

Apiece of evidenceEnormically supports a propositionP just in case the situation in
which E is true and P is false is abnormal, in the sense of requiring special explanation.

Bruce’s belief has normic support, and this is why, if Bruce’s belief that the screen
was blue is false, we’d want to know why—was he hallucinating, or suddenly struck
with color blindness? However, if Smith’s belief were false, we would not seek such
an explanation. Thus, when we have evidence that non-normically supports some

26 Thanks to an anonymous referee.
27 For discussion, see Enoch et al. (2012), Enoch and Fisher (2015), Bloom-Tillman (2015).
28 Smith (2010, 2016, forthcoming).
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proposition, no such explanation is sought.29 Smith suggests that for one’s belief that
p to be justified, one’s evidence must normically support p.30

Smith’s account, while plausible and thought-provoking, still leaves some questions
unanswered. Specifically, what kinds of evidence provide normic support, and what
kinds do not? What evidence generates the need for an explanation, in the event that
the proposition in question turns out to be false?31 In what follows, I hope to shed
light on some of these questions. I do not intend to criticize Smith’s account, but rather
to expand it and offer further explanation for its verdicts.32 Before doing so, I both
clarify and criticize an alternative view—the statistical evidence view.

4 Rational belief and statistical evidence

I begin this section by clarifying a popular theory about rational belief and evi-
dence—what I will call the “statistical evidence view.” I suggest a plausible version
of the statistical evidence view and show how it makes sense of our three cases above.
Finally, I raise a few worries for it. Ultimately, I will not fully reject the idea behind
the statistical evidence view, namely, that in many cases, we ought not form beliefs on
the basis of statistical evidence alone. Something like it will complement the account I
eventually endorse. However, I think this account gets a small number of cases wrong,
and that my account offers a more complete and accurate explanation of the data.

A number of authors, including Julia Staffel and Lara Buchak, have suggested that,
in general, statistical evidence should not produce belief.33 For example, Staffel claims
that “it is irrational to hold outright beliefs based on purely statistical evidence.”34 A
plausible precisification of this principle is as follows:

(1*) It is irrational to believe that p or withdraw belief that p on the basis of mere
statistical evidence that bears on p.

A few notes about (1*). First, because it is widely accepted that statistical evidence
can produce probabilistic belief, it is crucial to keep the content of the evidence and
the content of the belief the same.35 Second, I’ve used the phrase “withdraw belief
from p” to indicate going from believing p to withholding belief that p.36 In the same
way statistical evidence alone doesn’t justify belief, it also seems like if one’s body
of evidence justifies belief that p, and then one gets statistical evidence against p (i.e.
for not-p), one ought not withhold belief that p on that basis.37 For example, suppose
someone reliably testifies that the Blue Bus company hit the pedestrian, and then you
learn that 5% of the buses operating that day were from the Blue Bus company. You

29 Smith (2010: pp. 15–19).
30 Ibid, 17.
31 Thanks to an anonymous referee.
32 However, for a recent criticism of Smith, see Backes (forthcoming).
33 See Buchak (2014), Thomson (1986), Kaplan (1996), Nelkin (2000).
34 Staffel (2015: p. 1725).
35 Thanks to John Keller.
36 Thanks to an anonymous referee.
37 For a discussion of related cases, see Smith (2016: pp. 109–120).
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shouldn’t withhold belief that the Blue Bus company did it on this basis, although you
should plausibly lower your credence.38

(1*) explains the first two cases. Consider the case where a bus company would
not be convicted simply because they operated 90% of the buses in a particular city,
but they would be convicted on the basis of a 90% reliable eyewitness. If (1*) is true,
then we can see why: in the first scenario, you have merely statistical evidence that
the company is responsible. However, in the second scenario, you have fairly reliable
testimony that they did it, and this justifies belief.

(1*) also explains the lottery case. Several philosophers have defended the idea that
the reason it is irrational to believe lottery propositions is because statistical evidence
should not produce belief.39 If, in a lottery scenario, you only have statistical evidence
youwill lose, this account can explainwhy is it irrational to believe your ticketwill lose.
Further, if your computer’s background is determined by a random number generator,
even if 999,999/1,000,000 times it is blue, you still have mere statistical evidence it is
blue. However, the direct perception of the blue background isn’t statistical evidence;
you can rationally believe on this basis.

However, I have four main worries about endorsing (1*) as a complete or final
explanation for the cases. First, it is unclear that the statistical evidence view gives the
correct verdict on the hedged assertion case; it’s hard to see why a hedged assertion
(especially one that doesn’t appeal to any specific probabilities) should be a piece
of naked statistical evidence. While, as mentioned above, the hedged assertion case
seems different than the lottery case and Buchak’s case (because it doesn’t raise one’s
credence as significantly), we still have reason to prefer an account that can give a
unified explanation of all three cases.40

The secondworry for (1*) involves all-or-nothing statistics. Consider the casewhere
I know that either Jake or Barbara took my phone. Suppose, instead of knowing that
men are 10 times more likely to steal cell phones than women, I know that 100% of
people who steal cell phones are men.41 This is a piece of statistical evidence, but it
also seems like I can rationally believe that a man stole my phone on this basis alone.

Two caveats for this second worry. First, probability 1 may not suffice for belief in
general, such as in lotteries with infinitelymany tickets. Plausibly, in an infinite lottery,
the probability your ticket will lose is 1, but you ought not believe it will lose.42 One
option here is to appeal to infinitesimals, andmaintain that the probability youwill lose

38 However, it is plausible that the fact that you shouldn’t withhold belief here is because the statistical
evidence is trumped by the testimonial evidence, so this case may not draw any sort of interesting contrast
between belief and credence. Thanks to an anonymous referee.
39 Thomson (1986), Kaplan (1996), Nelkin (2000).
40 Thanks to an anonymous referee.
41 For a similar criticism of the statistical evidence view, see Enoch and Fisher (2015: Part I). One might
worry that ‘statistics’ in the limit are not merely statistical evidence, because they posit a necessary connec-
tion between two things. However, it is unclear why evidence’s drawing a necessary connection between
two things precludes that evidence’s being statistical. For example, suppose someone claims that having
blue hair causes cancer. You ask for some statistical evidence to support their claim, and they say “100%
of people with blue hair have cancer.” This seems like an apt response. It would be odd to complain that
this isn’t mere statistical evidence because the correlation is too tight; it is unclear that a perfect correlation
precludes that connection’s being statistical. I am grateful to an anonymous referee for raising this objection.
42 Thanks to Daniel Rubio and an anonymous referee.
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isn’t 1, but is infinitely close to 1. However, whether you find infinitesimals plausible
or not, it is reasonable to think that probability 1 suffices for belief in finite cases,
and this is enough to generate a problem for the statistical evidence view. Second,
the clearest case where the 100% statistic justifies belief is when it ranges over past,
present, and future cases—then the statistical evidence entails that a man is guilty.
A less clear statistic (but potentially a more realistic one) would only apply to past
cases; however, knowing only men have stolen cells phones in the past may not justify
believing a man is guilty.43

A third case that is tricky for (1*) is a case where you get testimony for p from
an eyewitness that is, say, 85% reliable. The more you focus on their assertion that
‘p,’ the more it seems like you can rationally believe on the basis of their testimony.
However, the more you focus on the fact that they are merely 85% reliable, the more
their testimony begins to seem like statistical evidence, and the intuition that you
can rationally believe on the basis of their testimony is less clear. This kind of case
generalizes; in fact, it seems like any case where the evidence is uncertain can be
described in a way that makes it seem like statistical evidence.44 What is interesting
about these cases is that the way in which the evidence is presented, can, at least
sometimes, affect whether the agents in question ought to form a belief or merely a
credence. Why would the presentation of the evidence matter?

A final way (1*) could be improved involves the completeness of its explanation.
Even if it tells us something interesting about what evidence doesn’t justify belief, but
what evidence does justify belief? Buchak notes that one upshot of her cases is that,
when it comes to rational belief and rational credence, type of evidence matters. She
says that “rational credence and rational belief are sensitive to different features of
evidence…[a body of evidence] separately determines rational credence and rational
belief.”45 Presumably, credences are sensitive to all parts of a body of evidence. Any
kind of evidence gain or loss ought to move around one’s credences. (1*), then, tells
us what kind of evidence rational belief is insensitive to, but doesn’t tell us what kinds
of evidence rational belief is sensitive to. What part of a body of evidence justifies
belief?

A natural answer on behalf of the statistical evidence view is that non-statistical evi-
dence justifies belief.46 However, there are at least two problems with this suggestion.
First, we need a story about what counts as non-statistical evidence. Given the difficul-
ties of defining what counts as statistical evidence,47 this could be a challenging task.
Second, there are cases of non-statistical evidence that do not justify belief, including
both testimonial and perceptual evidence. Consider again the hedged assertion: it may
raise one’s credence, but may not justify belief that p; e.g. “I think it will rain this
afternoon, but I’m not sure.” There are also perceptual cases with the same structure.
One might see a blurry object from far away that slightly resembles a familiar object,
e.g., you briefly see a faraway deer running quickly through the woods. In both cases,

43 Thanks to an anonymous referee.
44 See Buchak (2014: p. 301).
45 Ibid, 295.
46 Thanks to an anonymous referee.
47 See Buchak (2014: p. 301) on the problem of defining statistical evidence.
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you have non-statistical evidence for some proposition that is credence-justifying and
not belief-justifying. Thus, there seem to be some problems for the suggestion that
non-statistical evidence justifies belief. In the next section, I offer an alternative view.

5 B-evidence and C-evidence

In this section, I distinguish between two kinds of evidence and suggest that this
demarcation can capture the way in which beliefs respond to evidence differently than
credences. I explain the distinction and clarify how it shows what part of a body of
evidence is merely credence-generating, and what part is also belief-generating. Then,
I motivate my view by arguing that it makes sense of all three cases in section III, but
does better than the statistical evidence account with respect to the worries I raised in
section IV.

5.1 Two kinds of evidence

The distinction I have in mind divides one’s evidence for a particular proposition into
two categories, depending on the possibilities that the evidence makes salient. More
specifically:

B-evidence Evidence for p that does not make salient the possibility of not-p.
C-evidence Evidence for p that makes salient the possibility of not-p.48

Some examples might help illustrate this distinction. We often get B-evidence when
we get evidence that p is true without qualification, such as when someone asserts p.49

We get C-evidence for p when we get statistical evidence for p, but also when we get
evidence for p that is hedged or qualified in some way: “P is decently likely, but I’m
honestly not sure.” Given this distinction, we can modify (1*) as follows:

(1) It is irrational to believe that p or withdraw belief that p on the basis of mere
C-evidence that bears on p.

The basic idea behind (1) is that, in general, rational agents hold beliefs on the basis
of evidence that does not make salient the possibility they are wrong. However, C-
evidence will affect a rational agent’s credences. Accordingly, insofar as there is a
connection between credence and betting behavior, C-evidence will have behavioral
import.50

(1) also does not mean that believing p is incompatible with not-p being salient (or
that withholding belief is incompatible with the possibility of p being salient). Rational

48 Thanks to Blake Roeber. See Ross and Schroder (2014: p. 276).
49 However, there are exceptions to this. Someone uttering “That is a zebra, not a cleverly painted mule”
may make salient the possibility it is not a zebra, and thus count as C-evidence, and thus not justify belief.
Thanks to an anonymous referee.
50 For this reason, agents who fail to alter their beliefs on the basis of C-evidence will not be susceptible
to the base rate fallacy. They will alter their credences in accord with the base rates, and bet accordingly.
For more on the base rate fallacy see Kahneman (2011: ch. 14); for a response to Kahneman, see Feldman
(1988: pp. 85–86).
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agents hold beliefs all the time in face of the possibility that they are wrong.51 For
example, you might be a juror on a court case and rationally decide the evidence
best supports the proposition that Jones is the murderer. This belief is compatible
with the possibility that you are wrong being salient, e.g. many fellow jurors may be
asserting that Jones is not the murderer and giving evidence for this. However, your
belief that Jones is the murderer, if rational, will at least partially be based on evidence
that does not make salient the possibility that he is the murderer. That is, sufficient
B-evidence must be at least part of the basis for your belief in Jones’s guilt. This is
why, for example, it would be irrational to believe that Jones did it simply because of
a statistical generalization about his gender or race.

This distinction also suggests the following:

(2) It is rational to believe that p on the basis of sufficient B-evidence for p, and
rational to withdraw belief that p on the basis of sufficient B-evidence for not-p.

(2) includes the modifier ‘sufficient’ because whether one ought to form a belief on
the basis of B-evidence depends on many factors, such as how good the B-evidence
is and what the rest of the agent’s body of evidence looks like. Still, (2) gives us an
idea of what kind of evidence generally justifies forming or giving up a belief.

5.2 Salience

The difference between B-evidence and C-evidence has to do with what possibilities
each makes salient. But what is salience? David Lewis suggests that salience is closely
connected to the possibilities to which one is attending.52 Taking a cue from Lewis’s
suggestion, I distinguish two ways a proposition X might be salient:

Descriptive salience X is descriptively salient for S iff S pays attention to X.
Normative salience X is normatively salient for S iff S ought to pay attention to
X.53

Here, “pay attention” involves what S is focused on. This involves propositions, possi-
bilities, and representations that are occurrent for S. For example, it might involve the
beliefs S forms about possibilities. At first blush, a general definition of salience would
have both a descriptive and a normative component, as it seems like it would involve
both what one is actually paying attention to, but also might involve, say, possibilities
that are obvious but one is irrationally ignoring.54

In showing how my view explains the cases above, it is especially important to
clarify what it means for a possibility to be salient for an agent. If one follows Lewis
closely, onemight think that descriptive salience best captureswhatmakes a possibility
salient:

Possibility p is salient for S iff S pays attention to p.

51 Thanks to Lara Buchak. See Locke (2014), Tang (2015), Moon (2018).
52 Lewis (1996: p. 559). See especially Lewis’s “Rule of Attention.” See also Stalnaker (2002), Fantl and
McGrath (2010: pp. 55–58).
53 Thanks to Alan Hajek.
54 Thanks to Ben Lennertz and Andrew Moon.
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Though, recall that in this paper, we are concerned with agents who properly respond
to their evidence. If S is responding to her evidence appropriately, S will pay attention
to the possibilities she ought. Hence, when the above definition is applied to the agents
I have in mind in this paper, the following holds:

S pays attention to p iff given S’s evidence, S ought to pay attention to p.

In other words, for the rational agents of concern in this paper, Descriptive Salience
and Normative Salience collapse. Here is an example to illustrate this point. Suppose,
in normal circumstances, a reliable testifier informs you that your significant other is
at the grocery store. If you are responding to your evidence correctly, you should form
a belief that your partner is at the store. However, suppose instead, you are irrational
and overly paranoid that your partner is cheating on you. Then, in response to the
testimony, you might doubt they are at the store, consider the possibility that they are
elsewhere, worry you are being lied to, etc.55 Since this latter agent isn’t responding
to their evidence as they ought, whether they ought to form beliefs or credences in
response to their evidence is beyond the scope of this paper; my focus is on the former
sort of agent. Thus, for all S, where S is a rational agent:

Possibility p is salient for S iff S rationally pays attention to p,

where S pays attention to all the possibilities that S ought to be considering. It is also
worth noting that agents who are rational in my sense will not, in every circumstance,
consider the possibility they might be wrong.56 They respond to their evidence prop-
erly, but they have limited cognitive faculties, as we do. Thus, they cannot always
consider the possibility of error. They will do so when their evidence calls for it, but
they will also ignore or close off possibilities.57

6 Motivatingmy account

At this point, I hope that the reader has a grasp on the basic distinction between B-
evidence and C-evidence, and how this distinction applies to the relationship between
rational belief and evidence (claims 1 and 2). In this Section, I argue that my account
makes sense of all three cases in Sect. 3, and does better than the statistical evidence
account with respect to the worries I raised in Sect. 4.

55 This raises an interesting question: given your irrational paranoia, should you believe your partner is at
the store? A larger project that involved both rational and irrational agents would say something about this
question. More generally, it would discuss agents who respond to their evidence in less-than-ideal ways,
either because they fail to consider possibilities they ought to pay attention to (someone being careless or
thoughtless), or because they consider possibilities they ought not consider (an overly neurotic, anxious
person). It might be the case that the neurotic person ought not to form as many beliefs as the person who is
responding normally to evidence, because the anxious person’s evidence would make the possibility they
are wrong more salient. However, what doxastic attitudes irrational agents ought to form in response to
their evidence is ultimately beyond the scope of this paper.
56 Thanks to Fritz Warfield.
57 Note also that if pragmatic encroachment occurs, then a change in stakes might cause a change is what
possibilities ought to be salient for an agent, and thus affect what that agent should believe. However, I
remain neutral on whether stakes affect what is salient for rational agents.

123



5086 Synthese (2020) 197:5073–5092

6.1 Explaining the cases

First, my account gives us the right result in Buchak’s cases. When one learns that
men are 10 times more likely to steal cell phones than women, one ought to think
it is likely a man was the thief, but the statistic makes clear that a woman’s being
guilty is a live possibility. Thus, in the non-limit cases, statistical evidence will count
as C-evidence. In the bus case, the fact that 90% of the buses in a town are run by
Company X is merely C-evidence that Company X hit the pedestrian, and thus, we
ought not believe Company X did it or convict them on this basis. However, when a
reliable eyewitness testifies that they saw one of CompanyX’s buses hit the pedestrian,
we have B-evidence that Company X is responsible, and ought to both believe they
did it and (in normal circumstances) convict them on this basis.

Second, recall the lottery paradox. My account can explain why one ought not
believe their ticket will lose: in a normal lottery set-up, agents have evidence that
directs their attention to the possibility that they might win. One knows that one ticket
is going to win, and winners are celebrated and given lots of attention. When a lottery
ticket is in hand, one’s evidence calls one to pay attention to the possibility they might
just be thewinner. Because one’s evidencemakes salient the possibility that theywon’t
lose, one’s evidence is C-evidence. Since rational belief is not based on C-evidence
alone, one ought not believe one will lose.58 Since credence is sensitive to C-evidence,
one nonetheless ought to have a high credence they will lose.59

Finally, my view explains the hedged assertion case. Qualified or hedged assertions
that p, such as “I think that p, but I’m honestly not sure,” or “Probably p, but there’s
a chance I’m wrong” make salient the possibility of not-p, and thus count as mere
C-evidence for p. Thus, they are credence-justifying but not belief-justifying. Further,
a hazy or far away perception of p also calls the agent to pay attention to the possibility
of error, so the agent should raise her credence in p but ought not believe p.60 In both
cases, the agents receive mere C-evidence, which isn’t a basis for rational belief.

6.2 Normic support and C-evidence

My account compliments and illuminates Smith’s account. My account can explain
whywe ought to have a high credence in but not believe propositions forwhichwe have
mere non-normic support. C-evidence for p will almost always provide non-normic
support for p; given only C-evidence, one ought not think that p is true under normal

58 Collins (2006) also argues that the salience of the possibility of error does important work in the lottery
paradox, but his application is to knowledge, rather than rational belief. He suggests the following necessary
condition on knowledge to explain lottery cases, which nicely complements my account: “If there is some
possibility that is very close to actuality that p is false, and to which S assigns a non-zero probability, then
no matter how subjectively improbable this possibility is, S doesn’t know that p.” For a related discussion
about the relationship between lotteries, statistical evidence, and knowledge, see Nelkin (2000).
59 Staffel (2015: pp. 5–7). See also Hawthorne (2003: ch. 1).
60 For instance: suppose we are trying to figure out what time it is, and there is a far-away, blurry clock
(with hands), that makes it look roughly like it is 5:30 but it could also be 4:30 or 6:30. This would be some
evidence that it is 5:30, but the nature of the perception should cause us to pay attention to the fact that we
might be wrong; it would be natural to classify a blurry perception of this clock as C-evidence. For more
on how perception might probabilistic, see Wedgwood (forthcoming).
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conditions. Why? Recall that cases of non-normic support are marked by the fact that
we don’t look for an explanation if our belief turns out to be false. Since C-evidence
calls us to pay attention to the possibility of error, it makes sense that we wouldn’t
seek an explanation for the false belief—error was already a real, live possibility. In
other words, there is a correlation between the following:

• S has evidence for p that makes salient the possibility of not-p.
• S does not look for an explanation if S learns not-p.

To see this, consider Smith’s example again. Smith, who knows his computer back-
ground is determined by a random number generator, takes the possibility the
background is red to be live, even though it is overwhelmingly likely that his back-
ground is blue. Since his evidence makes the possibility of error salient, he doesn’t
look for an explanation if turns out to be red, and he ought not believe the background
is blue.

On the other hand, B-evidence for p is correlated with normic support for p. When
Bruce perceives the blue background, his perceptual evidence does not call to mind the
possibility that the background isn’t blue; he is not considering the possibility of error.
If he finds out he was wrong about the computer background, this will be surprising;
this is a possibility he had not considered. Thus, he will wonder why this surprising
fact obtained, and look for an explanation for it. So there is also a correlation between
the following:

• S has evidence for p that does not make salient the possibility of not-p.
• S looks for an explanation if S learns not-p.

Thus, my account complements and illuminates Smith’s. In this, one can accept both
my view and Smith’s view: since they give the same verdicts on the relevant cases, I see
no reason to think that we must pick between them. Rather, they elucidate each other
and shed light on the relevant phenomena. For instance: why do we tend to look for
an explanation when a false belief is normically supported? Because the possibility of
not-p was not one we were considering.Why do we tend not to look for an explanation
when a false belief is not normically supported? Because not-p was already a real, live
possibility. Thus, salience can help us understand normic support, and normic support
can help us understand salience.

6.3 Statistical evidence and C-evidence

Not only can my account explain the three cases from section III, but it also does
better than the statistical evidence account in section IV. Recall the first worry for
the statistical evidence account: it seems like I can rationally form a belief that p on
the basis of an all-or-nothing statistic that supports p. My account can explain this.
In the case where one knows that 100% of people who steal cell phones are men,
one’s evidence, although statistical, will be B-evidence, and this explains why one can
rationally believe a man did it on the basis. In the limit case, statistical evidence is
B-evidence.

Second, unlike the statistical evidence account, my view tells us what kind of evi-
dence is usually belief-justifying: B-evidence. This explains all of our cases: why
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hearing the winning numbers justifies your belief you lost the lottery,61 why the eye-
witness testimony justifies you believing Jake is guilty, and why perceiving the blue
computer screen justifies your belief that it is blue. In all of these cases, you can ratio-
nally form a belief that p because your evidence does not make salient the possibility
of not-p. Of course, not all B-evidence will justify altering one’s beliefs; this depends
on a variety of factors, such as what evidence you already possess, how confident you
are in that particular belief, etc. In many of these cases, however, when one rationally
changes one’s beliefs, this will generally be due to a gain or loss in B-evidence. When
one ought not to, say, give up a belief on the basis of some B-evidence, it will often
be because they have even stronger B-evidence in favor of that proposition. The close
relationship between rational belief and B-evidence becomes apparent when all the
B-evidence is taken into account.

Recall the case discussed above in which an 85% reliable eyewitness testifies that
p.62 It is difficult to say whether one ought to form a belief on this basis; it is not
pre-theoretically obvious what one ought to believe. However, we noted above that
intuitions about this case do seem to vary with the way the case is described or the
way the evidence is presented.

My view can explain this ambivalence, and specifically it can explain why the way
the evidence is presented matters. Whether one ought to form a belief will depend on
what the evidence makes salient. If the witness simply asserts p (even if you know
upon reflection that the witness is not perfectly reliable), then their testimony, qua
B-evidence, can justify belief. At the same time, it is plausible that if the lawyer
emphasizes the fact that a certain eyewitness is only 85% reliable, then it is much
less clear that you ought to form a full-out belief on the basis of the eyewitness’s
testimony. Rather, you ought to pay more attention to the possibility that the witness is
unreliable; thus, the possibility that not-p is salient. Thus, in this evidential situation,
their testimony is a piece of C-evidence rather than a piece of B-evidence. Nonetheless,
you ought to still give the witness some evidential weight, and adjust your credences
accordingly. In short, cases in which you know the testifier is less than fully reliable
can count as either B-evidence or C-evidence, depending on the specifics of the case
and to what agents with the evidence ought to be paying attention.

One might worry that this is a counterintuitive consequence rather than an inter-
esting feature of my account. It seems odd that presenting the same piece of evidence
in two different ways can affect whether agents ought to form beliefs in response to
evidence. Of course, as a matter of psychological fact, our dispositions to form beliefs
might differ based on the way the evidence is presented. Rational agents, however,
would not be sensitive to epistemically irrelevant features about the way evidence is
presented, e.g., the difference between someone’s testimony and a lawyer’s empha-
sizing the fact that the testifier is not fully reliable.63

In response, I acknowledge this is prima facie counterintuitive, but the seeming
counterintuitiveness is due to a conflation of two different kinds of rationality. Recall
that the notion of rationality I am considering applies to agents like us. As agents

61 See DeRose (1995: p. 24), Schaffer (2004).
62 Buchak (2014: p. 292).
63 Thanks to Fritz Warfield.
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with limited cognitive faculties, we cannot always consider the possibility that we are
wrong, but will do so when our evidence brings this possibility to mind. Whether this
possibility ought to come to mind for finite agents can, in some cases, be a matter
of the way the evidence is presented. This will, in turn, affect whether a cognitively
limited agent ought to believe on that basis. Idealized agents, on the other hand, will
not be affected by the presentation of evidence in this way because they can consider
the possibility of error in every situation. Thus, I commit to the following two claims:

• How evidence is presentedmakes no difference to the appropriate doxastic response
of ideal agents.

• How evidence is presented can make a difference to the appropriate doxastic
response of non-ideal, rational agents.

When these two senses of rationality are disambiguated, the counterintuitive-
ness goes away. One might wonder, given this distinction: what is the difference
between credence-justifying evidence and belief-justifying evidence for ideally ratio-
nal agents? If ideally rational agents have beliefs, we would need a different story
about rational belief formation for these agents. However, some have suggested that
the primary reason we have beliefs is to simplify reasoning by ruling out small error
possibilities64; on this picture, it is natural to think that ideally rational reasoners
would not have beliefs.65 I will not take a stand on this debate, but it has important
consequences for a further project that extends the theory of evidence to include the
ideally rational.

Finally, my account can explain why many have been tempted to endorse the sta-
tistical evidence view, that we ought not form/alter beliefs on the basis of statistical
evidence. Naked statistical evidence for p, excluding cases of 0% and 100%, will
almost always make the possibility of not-p salient; for this reason, my view can vin-
dicate the insight that, in many cases, it seems irrational to form beliefs on the basis
of statistics alone. Thus, I do not want to fully reject the statistical evidence account;
it gives us insight into the nature of rational belief. My account should be preferred,
however, because it gets even more cases right and gives a more complete explanation
of the nature of rational belief and credence.

7 Conclusion

In this paper, I have argued that, while it is irrational to base a belief on mere C-
evidence, rational belief is based on B-evidence. I examined three cases in which
rational belief and rational credence come apart: lottery cases, cases of naked statisti-
cal evidence, and hedged assertions, with an eye toward finding a unified explanation
for these cases. I argued that the statistical evidence view, while illuminating, is prob-
lematic and in need of supplementation. I suggested my own view: that it is irrational
to alter one’s beliefs on the basis of C-evidence, but rational to alter them on the basis

64 See especially Staffel (2017, Forthcominga), and also Lin (2013), Lin and Kelly (2012), Wedgwood
(2012), Smithies (2012: p. 278), Tang (2015), Weatherson (2016), Staffel (Forthcomingb).
65 See Ross and Schroeder (2014), especially the last section, “Historical Postscript.”
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of sufficient B-evidence.66 I argued this explains all three of the cases in question
but does better than the statistical evidence view. Thus, I suggest that the distinction
between B-evidence and C-evidence does important work with respect to the question
of how rational belief and rational credence respond to evidence.67
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