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Abstract Colloquially, episodic memory is described as “the memory of personally
experienced events”. Even though episodic memory has been studied in psychology
and neuroscience for about six decades, there is still great uncertainty as to what
episodic memory is. Here we ask how episodic memory should be characterized in
order to be validated as a natural kind. We propose to conceive of episodic memory
as a knowledge-like state that is identified with an experientially based mnemonic
representation of an episode that allows for amnemonic simulation thereof.We call our
analysis the SequenceAnalysis of EpisodicMemory since episodeswill be analyzed in
terms of sequences of events. Our philosophical analysis of episodic memory is driven
and supported by experimental results from psychology and neuroscience. We discuss
selected experimental results that provide exemplary evidence for uniform causal
mechanisms underlying the properties of episodic memory and argue that episodic
memory is a natural kind. The argumentation proceeds along three cornerstones: First,
psychological evidence suggests that a violation of any of the proposed conditions
for episodic memory amounts to a deficiency of episodic memory and no form of
memory or cognitive process but episodic memory fulfills them. Second, empirical
results support a claim that the principal anatomical substrate of episodic memory is
the hippocampus. Finally, we can pin down causal mechanisms onto neural activities
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in the hippocampus to explain the psychological states and processes constituting
episodic memory.

Keywords Events ·Neural sequences · Replay ·Mental time travel ·Memory trace ·
Mnemonic simulation

1 Introduction

Episodic memory is widely studied in neuroscience, psychology, and maybe less
so in philosophy. It is a critical part of the human mind and has frequently been
claimed to be a cornerstone of personal identity. Yet, there is no universal consen-
sus on what constitutes episodic memory. In many textbooks, the notion of episodic
memory is introduced in a classical taxonomical manner—per genus proximum et
differentiam specificam (a classification scheme attributed to Aristotle): In a first
step, a distinction between explicit and implicit memory (Graf and Schacter 1985), or
similarly between declarative and non-declarative memory (Squire and Zola-Morgan
1988) is made. In a second step, two subordinate categories are introduced within
the superordinate category of declarative memory, namely, semantic memory and
episodic memory. This distinction was first introduced by Tulving (1972). Episodic
memories were initially proposed to be those of personally experienced episodes,
such as “I met my wife on my first day at work at Acme Co.” By contrast, seman-
tic memories were taken to consist of knowledge about the world such as “Abra-
ham Lincoln was assassinated at Ford’s Theatre in 1865”. To elaborate on that
content-based distinction, Tulving introduced the what-where-when (WWW) crite-
rion to define the content of episodic memory (Tulving 1972). However, this criterion
was found to be insufficient to distinguish semantic from episodic memories. As a
result, Tulving later revised his definition of episodic memory based on autonoetic
consciousness, the conscious reliving of a past experience (Tulving 1985). Sudden-
dorf and Corballis (1997) went even further and suggested that episodic memory is
linked to mental time travel into the past and facilitates mental time travel into the
future.

In this paper, we digress from this classical taxonomical pathway towards ontologi-
cal classification. We will, instead, focus on the question of whether episodic memory
is a natural kind and what implications this has for what episodic memory is best taken
to be. It has recently become a central topic in the philosophy of psychology to ask
whether certain notions used in psychology correspond to natural kinds and how this
might assure that psychology has the inductive and explanatory potential we gener-
ally expect from sciences (Machery 2009). The question whether memory, in general,
is a natural kind has been addressed before by Michaelian (2010) who argues for a
negative answer. Furthermore, Bedford (1997) has argued that implicit memory is the
result of a fallacy and should not be considered a category of memory. In this paper,
we aim at expressing and consolidating our optimism that episodic memory, indeed,
is likely to be a natural kind. The issue of whether semantic memory is a natural kind
will not be addressed here.
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For systematic reasons, we regard this project as an inherently interdisciplinary one,
as a project that crucially depends on both philosophical and neuroscientific issues—
one author of this paper is a philosopher, the other a theoretical neuroscientist. The
enterprise is imperiled by two cliffs: A philosophical analysis of episodic memory and
concepts related to it, even if such an analysis would be in good accordance with our
conceptual intuitions, linguistic practices, or perhaps an introspective phenomenol-
ogy of sorts, may well fail to classify a phenomenon that constitutes a natural kind.
The question that becomes relevant when we are looking for a natural kind—for an
exposition of our notion of a natural kind see Sect. 4—is the question of whether an
underlying uniform causal mechanism exists. This question can only be settled with
the help of the natural sciences. A concept shaped by philosophical analysis alone,
however well this analysis is done, may still lack a corresponding natural kind and
thus a referent that can be regarded as real from the point of view of scientific realism
(Boyd 1991). This is the first cliff to be avoided. An inverse peril sticks out on the
side of neuroscience and psychology. The description of particular brain mechanisms
in neuropsychological memory research under the label of “episodic memory” may
be regarded as a change of subject unless it can be demonstrated that the mechanisms
provide a uniform basis for what we understand to be episodic memory. Objections
of the sort “You have changed the subject” have a long tradition in the philosophy of
mind when it comes to claims of identity or reducibility between mental and physical
properties (Ryle 1949; Bieri 1995).

To show a way to navigate between the two cliffs is the main purpose of this paper.
We are optimistic because we think that, on the one hand, we can provide a convincing
philosophical analysis of episodic memory as experientially grounded representation
with the mnemonic content of an episode and the potential for mnemonic simulation.
On the other hand, in the light of recent neuroscientific findings, we propose that the
principal anatomical substrate of episodic memory is the hippocampus. We suggest
mechanisms of temporal sequence encoding, storage and retrieval in the hippocampus
that are likely to constitute uniform causal mechanisms that underlie experientially
grounded representations with episodes as mnemonic content and enable mnemonic
simulations of those episodes.We thuswould havemade the case that episodicmemory
is a natural kind.

We begin with a critical review of prominent alternative accounts of episodic mem-
ory in Sect. 2. Guided by a number of desiderata, we, in Sect. 3, propose a new account
of episodic memory, which we call the Sequence Analysis of Episodic Memory. Sec-
tion 4 takes us from our central proposition that a notion of episodic memory should
be such that it refers to a natural kind to an exposition of the cornerstones of our
argumentation. These cornerstones set the agenda for the three subsequent sections:
In Sect. 5 we argue that the Sequence Analysis is both minimal and maximal with
regard to its inductive and explanatory potential. Section 6 substantiates the claim that
the principal anatomical substrate of episodic memory is the hippocampus. In Sect. 7
we discuss evidence that neural processes in the hippocampus provide uniform causal
mechanisms for the processing stages proposed by the Sequence Analysis. We con-
clude that episodic memory—as characterized by the Sequence Analysis—can justly
be expected to be a natural kind.
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2 Different views on episodic memory

2.1 The criterion based on content: what-where-when

When Tulving (1972) first introduced the distinction between episodic and semantic
memory, he suggested that episodic memories were unique in that they included infor-
mation about the what-where-when of an event. Importantly, the three different types
of information have to be represented jointly in a single memory, not separately in
different memories (Clayton et al. 2003). Since the what-where-when criterion refers
to the content of a memory that can be tested in non-human animals, it has been
frequently employed in animal cognition studies. Memory of joint what-where-when
information of an event has been reported in food-caching scrub jays (Clayton and
Dickinson 1998), pigeons (Zentall et al. 2001), mice (Dere et al. 2005) rats (Babb
and Crystal 2005), chimpanzees and bonobos (Martin-Ordas et al. 2010). While what-
where-when information is undoubtedly frequently part of the content of episodic
memory, the WWW criterion is insufficient to fully distinguish episodic from seman-
tic memory since semantic memories can also include what-where-when information
(Tulving 1985).

Memories that satisfy the WWW criterion in animal cognition studies are often
referred to as episodic-like memories (Clayton and Dickinson 1998). In addition to
the WWW criterion, some authors have suggested that for memories to be episodic-
like they must be used flexibly, not only for rigid behaviors (Clayton et al. 2003).
Such flexible behavior contradicts the Bischof-Köhler hypothesis, so-named by Sud-
dendorf and Corballis (Suddendorf and Corballis 1997), which states that nonhuman
animals can react only to immediate needs and cannot take actions for future needs
that conflict with their current needs (Köhler 1925; Bischof 1980; Bischof-Köhler
1985). To avoid this contradiction, recent studies in animal cognition in this area
have sought to refute the Bischof-Köhler hypothesis (Naqshbandi and Roberts 2006;
Raby et al. 2007; Paxton and Hampton 2009). Most importantly, it has been shown
that scrub jays, whose caching behavior meets the WWW criterion, could plan for a
future need independently of their current needs (Raby et al. 2007; but see Suddendorf
and Corballis 2008). After having been trained that they receive food in the morning
only in one room, but not in another, scrub jays were given free access to food to
cache. Perhaps not surprisingly, the majority of the food was cached in the room with-
out breakfast. However, in contradiction to the Bischof-Köhler hypothesis, the scrub
jays were fed before the caching trial and therefore had no immediate need to cache
food.

In our view, the what-where-when criterion is insufficient to characterize episodic
memory. In some cases, the WWW criterion is too rigid. For instance, in episodic
memories, one of the WWW components can be poorly encoded or missing (Fried-
man 1993; Bauer et al. 2012). In other cases, the WWW criterion is too broad. For
instance, semantic memory of an event that was not personally experienced may
also contain all WWW components (Tulving 1985). To distinguish such seman-
tic memories from episodic memories, Clayton et al. (2003) have suggested to
add two more conditions, the structural and the flexibility condition. However,
even with these additions Clayton et al. acknowledge that the combined criteria
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describe episodic-like memory, not proper episodic memory. In summary, even if
the WWW criterion is convenient in nonhuman animal studies (Clayton and Dickin-
son 1998; Morris 2001) and supplemented by other conditions (Clayton et al. 2003),
it does not appear to appropriately capture the very idea of episodic memory in
humans.

2.2 Descriptive approaches

An alternative approach to analyze episodicmemory is to list the properties of episodic
memory and show that the sum of these properties distinguishes it from other forms
of memory, in particular semantic memory. This approach, too, has been pioneered
by Tulving who proposed that semantic memory differs from episodic memory in
28 properties (Tulving 1983, Table 3.1, p. 35). Episodic memories are memories of
events or episodes that are organized temporally. By contrast, semantic memories are
memories of facts, ideas, or concepts that are organized conceptually. However, the
distinction is not as clear as it may seem at first glance since information about an
event or episode that occurred is information about a fact, too. Some properties remain
vague, such as the temporal organization of the information in episodic memory, a
notion which plays a central role in our analysis below. Other properties are properties
of the neural system supporting memory, rather than of individual memories, such as
appearing early or late in development. It is conceivable that the sumof all 28 properties
would clearly distinguish between semantic and episodicmemory.However, it remains
unclear which properties are important characteristics of episodic memory and which
ones are secondary consequences of those properties. Tulving later shifted his attention
to focus on the difference in the subjective experience of memory retrieval, which we
discuss below (Tulving 1985).

More recently, other authors have followed a similar approach. Conway (2009,
Table 1, p. 2306) suggested nine different properties of episodic memories, and Henke
(2010) suggested that memories can be distinguished along three dimensions: the
number of learning trials required for memory formation, the cognitive complexity of
the memory (single item vs. associative encoding), and the flexibility of the mental
representation (Henke 2010). In this space ofmemories, episodicmemories are rapidly
encoded and flexibly represented associations, whereas semantic memories are slowly
encoded and rigidly represented associations. However, more recent experiments have
shown that semantic learning can occur rapidly after a single learning trial (Sharon et
al. 2011), calling Henke’s account into question.

2.3 The criterion based on subjective experience during retrieval: mental time travel

Having realized the difficulty in distinguishing episodic memory from semantic mem-
ory on the basis of content alone, Tulving (1985) instead suggested a criterion based
on the subjective experience during retrieval:

“Semantic memory is characterized by noetic consciousness. Noetic conscious-
ness allows an organism to be aware of, and to cognitively operate on, objects and
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events, and relations among objects and events, in the absence of these objects
and events. […]

Of special interest in the present paper is autonoetic consciousness, correlated
with episodic memory. It is necessary for the remembering of personally experi-
enced events. When a person remembers such an event, he is aware of the events
as a veridical part of his own past existence.” (Tulving 1985)

Tulving further described the difference between autonoetic and noetic consciousness
as the difference between a person remembering a particular episode and knowing
some information about the episode. The experience during retrieval of episodic mem-
ories was likened to mental time travel into the past (Tulving 1985, 1993), a reliving of
the past. However, the purpose of traveling back in time is to inform future behavior.
Therefore, the episodic memory system was suggested to sustain mental time travel
into the future (Tulving 1985; Suddendorf and Corballis 1997). This suggestion is sup-
ported by experimental studies that show that amnesics have deficits in constructing
imaginary scenes (Hassabis et al. 2007) and that the hippocampus is activated when
healthy subjects imagine a future event (Weiler et al. 2010).

Appealing to the Bischof-Köhler hypothesis, Suddendorf and Corballis (1997)
made a strong argument that mental time travel is unique to humans. Since the publi-
cation of this article, a number of studies, some of which wementioned in the previous
subsection, have sought to prove the Bischof-Köhler hypothesis wrong. Suddendorf
and Corballis, however, are not convinced by these studies because of methodologi-
cal concerns (Suddendorf and Corballis 2008) and because the studied behaviors are
limited to ecological niche behaviors, such as food caching in scrub jays (Suddendorf
and Corballis 2007). Planning for the future in a narrow behavioral context is not
equivalent to mental time travel into the future.

Although Suddendorf and Corballis originally proposed the mental travel idea to
study foresight, it is arguably the currentlymost widely used account of episodicmem-
ory in humans. Despite its popularity, we believe that this approach is unsatisfactory
at several levels. At a practical level, mental time travel is difficult, if not impossible,
to study in nonhuman animals (Morris 2001; Clayton et al. 2003) since it relies on the
subjective experience during retrieval, which perhaps cannot be shared between dif-
ferent species. While it may turn out in the end that nonhuman animals do not possess
episodic memory, that conclusion would be much stronger if episodic memory was
not construed in such a way as to preclude, or severely bias against, this possibility. At
a theoretical level, it seems unsatisfactory that the nature of a memory would depend
predominantly on the subjective experience during recall since the memory persists
even when not being recalled. One possible remedy might be to specify that a memory
is episodic memory if an autonoetic recall could be cued (Klein 2013). However, at
a conceptual level, doubts are emerging about the association between different lev-
els of consciousness and the retrieval of certain memories. For instance, it has been
suggested that there is no clear dissociation between explicit and implicit memory
systems (Berry et al. 2008; Dew and Cabeza 2011) and that consciousness does not
always accompany episodic memory retrieval (Hannula and Ranganath 2009; Henke
2010).
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2.4 Summary

Each of the accounts discussed above focuses on certain aspects of episodic memory,
while neglecting others. The what-where-when criterion focuses on the content of the
memory, the descriptive approaches on a set of apparent properties, and themental time
travel hypothesis on the subjective experience during retrieval. Each approach has its
strengths and drawbacks, accounting for some experimental results, but not for others.
In the following,we propose the SequenceAnalysis of EpisodicMemory,which,while
containing some elements of the previous approaches, rejects other elements from
each of them. The Sequence Analysis is therefore not a synthesis of these previous
approaches.

3 Episodic memory—a philosophical analysis

Our intention is to develop a philosophical analysis of episodic memory that is firmly
grounded in empirical research from psychology and neuroscience. To set the stage for
a rigorous analysis, we first sketch some desiderata to account for the most important
empirical properties of episodic memory:

(D1) The analysis needs to clarify what is potentially stored in episodic memory, that
is, its content (discussed in Sect. 3.1).

(D2) Despite subjective experiences of recalling detailed episodic memories, numer-
ous experimental studies have consistently found that episodic memory in
humans often preserves little more than the gist of the experienced episode.
Therefore, our analysis has to integrate two competing requirements. On the
one hand, the memory of an episode Emust be allowed to differ in content (even
significantly) from the experience of the grounding episode E∗. On the other
hand, our analysis has to enforce a sufficiently stringent relationship between
the experiential base E∗ and the mnemonic content E to justify that the memory
is based in the experience (discussed in 3.3).

(D3) Overwhelming evidence indicates that subjects frequently retrieve inaccurate
information when asked to recall episodic memories (see Sect. 5.1). We regard
these cases as improper episodic memory and aim for an analysis of episodic
memory that presupposes its factivity1 (discussed in Sect. 3.5). Such a strong
notion of episodic memory, we think, is theoretically more adequate and, at the
same time, has the practical advantage that it provides an incentive for empirical

1 In psychology, the adjective-noun combination “false memory” is often used to refer to a false mnemonic
representation. The use of this phrase by psychologists is sometimes interpreted as if memory in psychology
would not be regarded as factive. However, this conclusion would be justified only if “false” were an
intersective adjective, for which the inference from “x is AN” to “x is N” is valid. The more plausible
interpretation, we think, is that “false” in “falsememory” is a privative adjective like “false” in “falsemoney”
or “fake” in “fake gun”. For privative adjectives, the inference is not valid: false money is not money, a fake
gun is not a gun and, likewise, false memory is not a case of memory. Moreover, in psychological research
and, even more so, in forensic situations the question of whether a memory report of the form “I remember
that…” truly is a case of memory or rather a case of confabulation or error often arises and is naturally
regarded as a sensible question. This question would be pointless if memory were not generally regarded
as factive.
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investigations ofwhen and how the episodicmemory system fails to yield proper
episodic memory.

(D4) The philosophical analysis should be in accordance with our knowledge of
neural mechanisms that underlie episodic memory (discussed in Sects. 6 and 7).
Only then we can hope that the analysis captures a natural kind.

The key to fulfilling these desiderata, we propose, is to emphasize the sequential nature
of episodic memory. In our view sequentiality is a distinguishing structural feature of
both the content of episodic memory and its underlying neural realization. Based
on numerous experimental studies on the neural realization of episodic memory, we
recently suggested that neuronal sequences play a crucial role for episodic memory
(Cheng 2013; Cheng andWerning 2013). However, wewere by nomeans the first to do
so, since others before us have noted this property (Kahana et al. 2008; Conway 2009)
and some computational models have accounted for episodic memories as neuronal
sequences (Levy 1996; Lisman 1999; Hasselmo 2012).

3.1 Definition of an episode

We propose a recursive definition of an episode.We thereby attempt to give an account
of what the potential contents of episodic memories are. We are, however, aware that
specifying the potential contents of episodic memories does not suffice to characterize
episodic memory and to demarcate it against semantic memory. Our definition of an
episode presupposes that events—being spatially and temporally extended concrete
particulars—are elements of our ontology and that an (at least) partial order of proper
temporal succession < can be defined on them: e < e′ means that the event e occurs
before the event e′.

Definition

(A1) If e1 and e2 are (primitive)2 events and if e1 < e2, then the ordered pair 〈e1, e2〉
is an episode.

(A2) If 〈. . . , ei 〉 is an episode and ei+1 is an event and if ei < ei+1 then
〈〈. . . , ei 〉, ei+1〉 is an episode.

(A3) Every episode is a (complex) event.

Following a standard convention, embedded bracketswill be dropped: 〈〈. . . , ei 〉, ei+1〉
= 〈. . . , ei , ei+1〉.

We regard our definition of an episode as minimal because further criteria to hold
among the events of an episode could arguable be added: such as (i) temporal proximity,
(ii) spatial proximity, (iii) causal structure (e.g., one event being the cause of another) or
(iv) internal cohesion (e.g. shared participants). Sticking with the minimal definition,
we do not want to preclude that two otherwise completely unrelated events—think of a

2 Our definition presupposes some version of event atomism, i.e., the assumption that there are primitive
events that do not further divide into other events. We, however, leave open on which ontological level those
events occur (on a microphysical or rather on a neuro-cognitive level). We regard this issue as inessential
to the following argumentation of the paper.
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child’s birth and a supernova that occurred millions of years ago, but is only perceived
at about the same time—become part of the same episode in episodic memory3.
Moreover, we do not even want to imply that every episode in the sense defined
here could serve as content of episodic memory under realistic circumstances. Being
episodically memorable may impose additional conditions on an episode that follow
from the nature of episodic memory and its underlying mechanism.

By saying that an event is a particular (rather than a universal) wemean that it occurs
only once: It neither repeats in time, nor does it occur as a whole at a different place at
the same time. In the sentence “John reads a book every Sunday” the verb “read” does
not denote an event. It rather denotes a class of events. In contrast, “read” in “John
read his favorite book last Sunday” does denote an event. By assuming that events are
concrete (rather than abstract), we mean that each event occupies a distinctive region
in space-time, which no other therefrom independent event occupies. Spatial locations
arranged in timemay therefore serve as indices for events. For amore detailed analysis
of the ontological status of events, see Pianesi and Varzi (2000).

Eventsmayhave a number of participants as in “Yesterday, John donated his favorite
book to his parents”—i.e., John, the parents and the book.But need not as in “Yesterday
itwas raining”4.Weare also inclined to accept rather sparse events as in “Lastweekend,
John was there”. Even though we often use linguistic expressions to refer to events,
we do not want to tie our account of events to any particular representational format
and in particular not to language. While many discussions of events focus on language
(Davidson 1980; Parsons 1990; Trustwell 2011), we do not want to confine the theory
of events to semantics.

For our proposed analysis, what counts is the relationship between episodes and
events. Our definition of episodes implies that an episode is an ordered list of events.
As such, an episode is distinct from a set of events, which is an unordered list of events.

Example [John has dinner] is an episode because it is the sequence of events [John
sits down at his dining table]< [John drinks red wine]< [John eats a tomato soup]<
[John eats a steak] < [John drinks coffee]. By contrast, the set of these events would
not constitute an episode, even though the unordered list of events would still make it
true that John was having a meal. Since characterizing content of episodic memory is
insufficient to fully constrain episodic memory, other conditions have to be satisfied.

3.2 Sequence Analysis of Episodic Memory

We continue our investigation into whether episodic memory is a natural kind with the
following more explicit analysis of the concept of episodic memory. For this analysis,
sequential representations in both experience and memory are crucial. We therefore
call this analysis the Sequence Analysis of Episodic Memory. The question, discussed

3 There is experimental evidence that humans segment their experience into distinct episodes. For instance,
Ezzyat and Davachi (2011) reported that cued retrieval is more successful if cue and target were perceived
to have occurred within the same episode as opposed to distinct episodes.
4 For a neurophilosophical account of events and their participating objects, see Werning (2003).
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later on, will be whether there is a uniform neural mechanism that is a good candidate
for the realization of episodic memory so characterized:

A subject S has episodic memory with content E at a time t1 if and only if the
following conditions are fulfilled:
(S1) E is an episode with E = 〈e1, . . . , en〉. E is called the mnemonic content.
(S2) At some time t1, S compositionally representsE as an episode of temporally

succeeding events e1, . . . , en. S’s representation of E at t1 is called the
mnemonic representation.

(S3) At a time t0 < t1, S has a reliable experience of the temporally succeeding
events e∗

1, . . . , e
∗
m, which make up an episode E∗ = 〈e∗

1, . . . , e
∗
m〉. E∗ is

called the experiential base.
(S4) The episode E∗ occurs at or before t0 (factivity).
(S5) Themnemonic content E is ontologically grounded in the experiential base

E∗ in the following sense of counterfactual dependence: Were E∗ to occur
at or before t0, E would also occur at that time.

(S6) S’s representation with content E at t1 is causally grounded in S’s experi-
ence of E∗ through a reliable memory trace.

(S7) On the basis of its mnemonic representation with content E, S is capable
of generating a temporally explicit simulation with content E at some time
t2 ≥ t1. The generated simulation is called a mnemonic simulation.

These conditions can be related to the fourmajor stages ofmemory processing: percep-
tion, encoding, storage and retrieval. (S3) and (S4) propose conditions on perception,
(S5) and (S6) on encoding, (S1) and (S2) on storage, and (S7) on retrieval. Mapping
conditions to processing stages may help translate between the more philosophical
terminology of the Sequence Analysis and the terminology used in psychology and
neuroscience.

3.3 The relation between experiential base and mnemonic content

Episodic memory is grounded in experience. A major challenge for any analysis of
episodic memory is to characterize the relation between the content (E) of episodic
memory and the content (E∗) of the experience it is based on. Had I not experienced
the piano concert performed by the famous pianist in our concert hall last Saturday, I
would not remember the melody of the sonata today. However, the content (E∗) of my
experience thenwas very different, in a sense, from the content (E) ofmymemory now.
The experience involved more than just the auditory sense. I experienced the concert
perhaps with all my senses, but at least also with the visual one. My memory today is
merely auditory. Furthermore, even the quality of the auditory content is very different:
The auditory content of the experience was much richer, more nuanced, detailed and
vivid than the content ofmymemory is now. Still, mymemory now (i.e., themnemonic
representation of E at t1) and my experience then (i.e., the experience of E∗ at t0) are
not representations of two distinct concerts. What I experienced then makes truewhat
I remember now. Otherwise my mnemonic representation would be deficient. I would
have a mnemonic representation of something that I did not experience.
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One proposal to capture the dependence of mnemonic content on the experiential
base would be to appeal to a logical entailment relation between them (for a discussion
see Bernecker 2010). However, this would make appeal to the rather presumptuous
premise that both the representation of the experiential base and the representation
of the mnemonic content are conceptual. For, logical entailment relations can only
hold between conceptual (or linguistic) representations. At least for the experiential
representations this is highly controversial (Raffmann 1995; Bermudez 1995; Kelly
2001; Toribio 2007). This is why we suggest a counterfactual dependence relation as
expressed by condition (S5). Given Lewis’ (1973) standard account of counterfactuals
in terms of possible worlds, condition (S5) amounts to the following: Every close
possible world in which the experiential base E∗ occurs at or before t0, is a world in
which themnemonic content E also occurs at that time. In other words, the experienced
occurrence of the episode E∗ secures the occurrence of the remembered episode E. E is
not just contingently linked to E∗, but grounded therein. We could also say: What one
has experienced is a truth-maker of what one remembers. Our formulation warrants a
sufficiently strong dependence relation without requiring the identity of experiential
base and mnemonic content.

Mnemonic content can be ontologically grounded in an experiential base in a num-
ber of ways: (i) Identity: A probably merely theoretical option of ontological ground-
edness is the identity betweenmnemonic content and the experiential base. In that case
the remembered episode would be identical to the experienced episode with regard to
the events in the episode, the participants of these events, and the features of the events
and participants. This is perhaps linked to the idea that some people have inmindwhen
they talk about “photographic memory”. (ii) Constituency: A more realistic option is
that the mnemonic content is ontologically grounded in an experiential base because
the former is a part of the latter. In memory, some events of the experienced episode,
some participants of the events, or some features of the events and participants might
have been dropped. A person might have experienced how a dark-haired girl lost her
vanilla ice cream and dropped it on her left black shoe after a tall boy with a yellow
shirt jostled her. The person might just remember, though, that a girl dropped her ice
cream after being jostled. (iii) Abstraction: A mnemonic content may also be ontolog-
ical grounded in an experiential base when the former is an abstraction of the latter.
This is the case if a very specific sequence of events, a single event or a participant
or feature in the experienced episode is remembered as belonging to a more coarse-
grained category; say, a sequence of kicks and punches on the body and the face as a
physical attack, an assembly of seven sheep as a flock, or a particular shade of red as
a warm color. Often psychologists speak of the gist of an episode in those cases.

3.4 Mnemonic representation and mnemonic simulation

In the Sequence Analysis we distinguish between an actual and temporally enduring
mnemonic representation (S2) and a possible and only instantaneous mnemonic sim-
ulation (S7). Both are representations of the same episode E, which, however, have
rather different representational formats. For an explicit characterization of the two
formats see the appendix. According to condition (S2), the mnemonic representation
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is a compositional representation in which the temporal succession of the events in
the episode is encoded by some structure among the representational constituents.
The encoding structure is typically not temporal itself and thus allows for an enduring
representation of the episode. Compositionality—the principle that the content of a
complex representation is a structure-dependent function of the contents of its parts—is
a widely acknowledged, though not uncontentious, criterion for the adequacy of rep-
resentational structures in general, be they linguistic, conceptual or neural (Hodges
2001; Werning 2005; Pagin and Westerståhl 2010; Werning et al. 2012).

Condition (S7) appeals to a potentiality insofar as it requires that the subject is
capable of generating a temporally explicit simulation with content E (for an account
of episodic memory as mental simulation see Shanton and Goldman 2010). The most
salient difference between the enduring mnemonic representation of a temporal suc-
cession of events and its temporally explicit mnemonic simulation is that in the latter
the temporal succession of events in the domain of representational contents is repre-
sented itself by a temporal succession of events in the domain of the representational
vehicles—in our case neural processes (for simulation or emulation accounts of men-
tal representation see Grush 2004; Werning 2012; Mroczko-Wąsowicz and Werning
2012). On the basis of empirical observations, it has been argued that the generative
or constructive nature of the episodic memory system might be explained by postu-
lating that information is added during retrieval (Bernecker 2008; Michaelian 2011a;
Schacter 2012). It may, indeed, often be the case that in retrieval the subject generates
a simulation of an episodêE, in which information—events, participants or features—
is added to E such that ̂E contains, but is not identical to, E. Let us assume that the
remaining conditions of the Sequence Analysis are fulfilled for the episode E, but not
for the enriched episodêE, because the subject does not have a mnemonic represen-
tation of ̂E or did not even have an experience of ̂E. In such a case, the Sequence
Analysis would entail that the subject does have episodic memory of E, but not of̂E.
This entailment holds whether or not̂E actually occurred.

The requirement of a mnemonic simulation of E is in some respects akin to Tul-
ving’s and Suddendorf and Corballis’ idea that episodic memory should allow the
subject to “consciously relive” an episode. There is, however, an important distinc-
tion. Tulving (1985) regarded it on a priori grounds as essential to episodic memory
that the “reliving of an episode”—the explicit simulation of the episode—is conscious.
By contrast, the Sequence Analysis does not, a priori, presuppose that some form of
consciousness is essential for episodic memory. However, we do not want to preclude
that future research might result in an identification of mnemonic simulation and some
form of consciousness or the establishment of a close link between them. Of course,
much depends on a better understanding of the neural correlates of the various forms
of consciousness.

3.5 Factivity and the knowledge-likeness of memory

The Sequence Analysis proposes an epistemically strong notion of episodic memory.
First, our notion of episodicmemory is factive: If S has episodicmemory of the episode
E, E in fact occurred. This follows from the conjunction of conditions (S4) and (S5).
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E∗ occurred at or before t0—due to (S4)—and if E∗ were to occur at or before t0,
E would occur at that time—due to (S5). Second, episodic memory amounts to a
knowledge-like state provided that knowledge is analyzed in reliabilist terms—i.e. as
a reliably produced true belief (Goldman 1986). An information process is standardly
regarded as reliable if it is conducive to truth with a probability greater than some
threshold value. With regard to episodic memory, the reliability of the production
process depends on two stages: At the stage of perception, condition (S3) warrants
that the causal process leading to the grounding experience is reliable. Regarding the
stage of encoding, condition (S6) makes sure that the memory trace, too, is reliable.5

We are aware that in ordinary language the verb “remember” is sometimes also used
in a non-factive way. In some contexts, speakers would be fine with a sentence like
“John remembered that a green Renault jumped the red light, but in fact it was a grey
Peugeot”. This occasional non-factive use is a linguistic feature that “remember” shares
with many other mental attitude verbs like “to see”, “to hear”, and “to feel”. These are
typically analyzed in a factive way such that “John saw that a green Renault jumped
the red light” is taken to imply “A green Renault jumped the red light”. However, many
speakers, in certain contexts, would also be fine with a non-factive use of the verb “to
see” as in “When John had consumed LSD, he saw a pink elephant” or “John saw that a
green Renault jumped the red light, but in fact it was a grey Peugeot”. The occasional,
context-driven non-factive use does not undermine a general, context-neutral factive
analysis. One only has to assume that particular contexts may coerce the interpretation
of a word and may lead to a weakening of the word’s lexical component that is
responsible for its factivity. Coercion is a wide-spread phenomenon in language.6

Note that a person’s having a false mnemonic representation and thus having
improper episodic memory does not entail that the person’s episodic memory sys-
tem is defective. The situation is somewhat analogous to certain cases of illusionary
perception. Take for example the apparent motion illusion: On a screen, a red and
somewhat distant green dot are shown alternatingly. Given a certain distance of the
two dots and a certain frequency of their alternation, neurotypical subjects report see-
ing amoving dot that changes its color in themiddle of the distance. It would, however,
be false to say that any of these subjects actually sees a moving dot changing its color
because none of the dots is actually moving. The subjects do not have a perception
of a moving, color-changing dot, but a perceptual illusion thereof. This is so even
though the subjects’ perceptual systems are functioning perfectly well. Ophthalmol-
ogists even sometimes use visual illusions to test whether a subject’s visual system is
working properly.

The situation is analogous to that of episodic memory. Having a false mnemonic
representation, e.g., due to an episodic memory illusion, is fully consistent with a
subject’s episodic memory system working properly. Below we will discuss cases
in which episodic memory illusions were explicitly induced in neurotypical subjects

5 For a discussion on reliable memory traces, see (Martin and Deutscher 1966).
6 It is astounding that in some linguistic cases even the use of the noun “knowledge” does apparently not
imply factivity. In the quite frequent phrase “his knowledge was outdated” the predicate “outdated” coerces
an interpretation of “knowledge” as denoting a set of propositions that are not true given the current state
of evidence.
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(Section 5.1). But just as perceptual illusions in subjects with a properly functioning
perceptual system are cases of improper perception, episodic memory illusions in
subjects with a properly functioning episodic memory system are cases of improper
episodic memory.

4 Is episodic memory a natural kind?

When we ask whether episodic memory is a natural kind, we presuppose a notion of
natural kind that can be traced back to Boyd (1991, 1999). It is commonly labelled “the
homeostatic property cluster view” (HPC view) of natural kinds. The core idea is that,
in science, entities should be clustered together in away that (i) optimizes the inductive
and explanatory potential of theories that make reference to those clusters and (ii) that
this inductive and explanatory potential should rest on uniform causal mechanisms
underlying each cluster. In the spirit of the HPC view and closely following Machery
(2009), we will use the notion of natural kind as defined in the following way:

A class C of entities is a natural kind if and only if there is a large set of properties
that subserve relevant inductive and explanatory purposes such that C is the
maximal class whose members are likely to share these properties because of
some uniform causal mechanism.

Along with the HPC view, our definition reveals its strengths when contrasted with
two extremes: On the one hand, it opposes essentialism, i.e. the view that each kind
is identified by a necessary property, its essence (“Gold is whatever has atomic num-
ber 79”). If one were to presuppose essentialism, there would probably be no kinds
left anywhere other than in elementary physics. This would belie the inductive and
explanatory potential of sciences like biology, geology and psychology where essen-
tial properties are notoriously hard to identify. On the other hand, the HPC view shies
nominalism according to which there are only nominal kinds (“the set of solid objects
in Paris with a mass below 13 kg”). Our notion of natural kind seems to capture just the
right idea of clustering to account for the inductive and explanatory power we observe
the various sciences to have. It makes sure that for each natural kind, there is neither a
subset nor a superset with just the same inductive and explanatory potential. It finally
assumes that for each natural kind there is a uniform causal mechanism that explains
why the members of the kind are likely to share the set of properties in question.
Uniformity requires that the underlying causal mechanisms in all instances are of the
same type, but permits that the mechanisms in question are themselves complex and
decompose into various partial mechanisms. For different kinds, the underlying causal
mechanism may also be very different: For instance, we have the causal mechanism
of genetic flow in the case of biological species, the electromagnetic forces in the case
of chemical elements, and the causal mechanism of language acquisition that explains
why the members of particular language communities are likely to share a grammar.

In the following, we will argue that episodic memory as analyzed above indeed is
a natural kind. Our argumentation will proceed along three cornerstones.

(C1) The SequenceAnalysis is bothminimal andmaximalwith regard to its inductive
and explanatory potential.
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(C1.1) It is minimal because any violation of one of the conditions will lead to
a deficiency in episodic memory (Sect. 5.1).

(C1.2) It is maximal because other forms of memory do not satisfy the condi-
tions nor do other cognitive processes (Sect. 5.2).

(C2) The principal anatomical substrate of episodic memory is the hippocampus.
(C3.1) The principal function of the hippocampus is episodic memory. That is,

all processes hosted by the hippocampus contribute to episodic memory
(Sect. 6.1).

(C3.2) Episodic memory is principally hosted by the hippocampus. That is:
Even though episodicmemory involves interactionswith other cognitive
processes, which are supported by a variety of brain regions, processes
specific to episodic memory are hosted by the hippocampus (Sect. 6.3).

(C3) Neural processes in the hippocampus provide uniform causal mechanisms for
the processing stages proposed by the Sequence Analysis.
(C3.1) The hippocampus provides a uniform causal mechanism that aligns

the sequential representation of mnemonic content with the sequential
representation of the experiential base (Sect. 7.1 on phase precession
and theta sequences)

(C3.2) The hippocampus provides a uniform causal mechanism for the com-
positional mnemonic representation of episodes and their mnemonic
simulation in retrieval processes (7.2 on replay).

(C3.3) Interventions in the memory trace warrant that mnemonic representa-
tions are causally grounded in experiences (Sect. 7.3 on disruption of
systems consolidation).

We are aware that these cornerstones define an ambitious research agenda that can-
not be treated comprehensively in this paper. We will nevertheless discuss selected
experimental results that provide exemplary evidence for each of the cornerstones.

5 The properties of episodic memory according to the Sequence Analysis

Here we outline why we believe that the conditions for episodic memory in the
Sequence Analysis are unique to episodic memory. Due to the large number of cog-
nitive processes that can be distinguished, we are not able to discuss the entire range
of processes. Instead, we will focus on a few prominent candidates and, in particu-
lar, we give examples for cases, in which mnemonic representations satisfy nearly all
conditions, but fail to be proper episodic memories.

5.1 Why the Sequence Analysis is minimal

As a logical consequence of the Sequence Analysis, there are a number of ways a
mnemonic representation of an episode can fail to be an instance of episodic memory.
We discuss the empirical evidence for each logical possibility to show that all the con-
ditions in the Sequence Analysis are necessary, i.e., the Sequence Analysis is minimal
(C1.1). In cases, where a number, but not all, conditions in the Sequence Analysis are
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satisfied, we will refer to the mnemonic representation as improper episodic memo-
ries7.
(a) The mnemonic representation of an episode E may be false.

This would be the case if the episode E did not occur. A mnemonic representation
may be false even if both the experience and the memory trace are reliable. Being a
probabilistic notion, the reliability of the production process does not entail the truth
of the resulting representation (also see Sect. 3.5 above).
(b) Themnemonic representationmay be a case of improper episodicmemory because
there is no grounding experience at all regardless of whether the mnemonic represen-
tation is true or false.

Loftus and Pickrell (1995) have demonstrated that it is possible to induce a
mnemonic representation of an episode that is not grounded in any experience. In
the lost-in-the-mall experiment, adult subjects listened to four descriptions of a child-
hood event supposedly provided by relatives. One of these stories, about being lost in
a shopping mall at age 5, was false. Nevertheless, the story did include factual infor-
mation from the subjects’ childhood such as a description of a mall that the family
usually shopped at. When asked later, six out of 24 subjects said that they “remem-
bered” the false episode. Subjects were even able to provide details about the false
episode. Interestingly, even after being told that one narrative was false, five out of the
six subjects did not identify the lost-at-the-mall episode as the false narrative.
(c) Regardless of whether the mnemonic representation is true or false, it may be
improper episodic memory because the grounding experience is not reliable.

In this context, it is important to notice that we do not want to restrict the term expe-
rience to experience based on external sensory inputs, but are open to include other
forms of experiences, e.g., proprioceptive experiences (e.g., pain) and introspective
experiences (Werning 2010). Proprioceptive and introspective events may as well be
elements of episodes and hence may sometimes mix with perceptually experienced
events. Now a mnemonic representation of an episode, say an encounter with a black
panther, may fail to be a case of episodic memory because the representation is based
on amisperception, illusion or even a hallucination. Amnemonic representation of that
episodewill also fail to be a case of episodicmemory if it is based on the imagination or
confabulation of that encounter. In all these cases, condition (S3) is violated. However,
a subject may also form a mnemonic representation of an introspective episode: “She
remembers that she imagined an encounter with a black panther”; “She remembers
that she hallucinated an encounter with a black panther”. Here the represented episode
is the imagination of the encounter with a black panther, or, respectively, its hallucina-
tion. Each of the two utterances may truthfully refer to an instance of episodic memory
if the person has had a reliable introspective experience of her imagination, or, respec-
tively, her hallucination, and the remaining conditions of the Sequence Analysis are
satisfied.

7 In psychology, the terms “false episodic memory” or “false memory” are popular (Marsh et al. 2008).
We use the broader term “improper episodic memory” to indicate that a mnemonic representation fails to
be proper episodic memory if one or more of the conditions (S1)–(S7) is violated, even in cases where the
content of the mnemonic representation is veridical. In other words, false episodic memories are improper
episodic memories, but the reverse is not true.
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What if the mnemonic representation of an episode is grounded in the testimony
of another person who may be reliable as a witness and may have experienced the
episode, say a car accident, himself? What if I have read about the car accident in a
court file? What if I have seen an offline video recording of the accident? It is true that
the testimony of an episode by a personal witness, a text or a video may establish a
reliable informational link between a subject and the episode. Still, according to the
Sequence Analysis, in none of the three cases the subject has episodic memory of
the car accident. The reason is that the subject has not experienced the car accident
(Cohen and Meskin 2004). It is noteworthy that the ordinary language use of the
verb “remember” does not make the appropriate distinctions here: Sometime after
I listened to a witness, read the court file or saw the video, it might be fair to say
that I remember that the blue Mercedes violated the green Beatle’s right-of-way. This
mnemonic representation, however, does not qualify as episodic memory. Again, my
remembering that I heard/read/saw-on-video that the blueMercedes violated the green
Beatle’s right-of-way does qualify as episodic memory.
(d) A mnemonic representation of an episode may fail to be a case of episodic
memory—even though the subject has had a reliable experience—because the causal
link between the subject’s experience and the mnemonic representation is not estab-
lished through a reliable memory trace.

Many psychological studies into eyewitness testimony have studied the reliability
of the memory trace and found that subsequent experiences can alter the content
of a stored memory (retroactive inference). Examples of retroactive inference are
imagination inflation and the misinformation effect (Marsh et al. 2008). The latter
effect was first demonstrated by Loftus and Palmer (1974). They showed subjects a
filmof a traffic accident.After answering questions about the details of the accident, the
participants were split into different groups. One group of subjects was asked “About
how fast were the cars going when they hit [emphasis added] each other?”, while
another group was asked “About how fast were the cars going when they smashed
[emphasis added] each other?” The only difference between the two groups was that
the word “hit” was substituted by “smashed” in the question. After a week, subjects
were asked whether they had seen any broken glass, even though there was none in
the film. The number of subjects answering in the affirmative was significantly larger
in the second than in the first group. This and many other experiments (Marsh et al.
2008) show that subsequent experiences can intervene in the memory trace linking the
grounding experience to the mnemonic representation. When this occurs the memory
trace might become unreliable.
(e) A mnemonic representation can be deficient because the experiential base does not
secure the mnemonic content, e.g., if events are ordered fallaciously or added up.

The case, when events are ordered fallaciously or added up to an episode that has not
been experienced, is referred to as misattribution in psychology (Schacter and Dodson
2001). Such a case occurred, for example, after the bombing of a federal building
in Oklahoma City in 1995 (Schacter 2002). A mechanic in a rental shop reported
that he had seen the prime suspect, Timothy McVeigh, together with an accomplice,
referred to as “John Doe No. 2”. After an extensive search for this second suspect, the
police determined, that John Doe No. 2 had visited the shop on his own one day after
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McVeigh did. In controlled experiments, such intrusions of one memory into another
can be induced reliably (Lindsay et al. 2004).
(f) A mnemonic representation of an episode may fail to be a case of episodic memory
because the subject is unable to generate a mnemonic simulation with content E.

This case would occur if a person had a reliable experience and a reliable memory
trace, but was unable to retrieve thememory for some reason. It is difficult to study this
case empirically because memory retrieval, the very instrument that usually demon-
strates that a subject has a mnemonic representation, is defective. How else can we
ascertain the existence of the mnemonic representation? In the example of repressed
memories, memories of traumatic events are thought to be repressed by the subject
due to the pain they cause, but can be recovered through external interventions such
as psychotherapy or hypnosis (Patihis et al. 2014). However, the concept of memory
repression and recovery is highly controversial. Many authors believe that recovered
memories are false memories, often induced by therapists inadvertently during the
recovery process (Loftus 1993). In controlled experiments, it can be shown that sub-
jects are able to recall items that they could not recall during previous testing. This
phenomenon is called reminiscence (Payne 1987), but it has been studied mainly with
words and images and the relationship to episodic memory remains unclear. While
the empirical basis for this case of improper episodic memory is unclear, the possi-
bility of its existence is widely acknowledged and the subject of many psychological
studies.
(g) Finally, the content of the mnemonic simulation could fail to be of the same con-
tent as that of the mnemonic representation, while all other conditions in the Sequence
Analysis are satisfied. This case may occur, if additional information available during
the retrieval process changes the information retrieved from memory. For instance,
suggestive questions can bias the report of a subject’s memory (Scoboria et al. 2002).
In the study of Loftus and Palmer (1974), discussed above, the subject in the smash
group reported a higher speed (40.8 mph) than the subjects in the hit group (34.2
mph). This case is related to, but distinct from, the misinformation effect discussed
in (d) above. In this case, the suggestive question biases the subject’s immediate
response, whereas the misinformation effect refers to the fact that the suggestive ques-
tion interfereswith thememory trace such that subsequencememory retrieval becomes
faulty.

In the discussion above, we reviewed a number of cases inwhich post-episode expe-
rience interfered with, i.e., had a distorting influence on, previously stored memories.
However, we note that post-episode experience could be consistent with previously
stored episodic memories and even improve on it by, e.g., adding detail. Michaelian
(2011b) suggested recently that the post-episode addition of accurate information
occurs far more often than the addition of inaccurate information.Whether an episodic
memory that wasmodified post-episodicallywith accurate information still constitutes
a case of episodic memory in accordance with condition (S6) depends on whether
we can still maintain, with some right, that the mnemonic representation is causally
grounded in the experiential base through a reliable memory trace.

In summary, there is rich empirical evidence for a correspondence between realistic
example cases and logical possibilities for improper episodic memories. Any of these
logical possibilities are opened up by one or more conditions in the Sequence Analysis
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not being fulfilled. We therefore conclude that all conditions in the Sequence Analysis
are required, i.e., that the Sequence Analysis is minimal (C1.1).

5.2 Episodic memory in the Sequence Analysis is clearly distinct from
other types of memory

It does not take much imagination to see that most types of memory do not satisfy
the conditions for episodic memory in the Sequence Analysis. For instance, mem-
ory acquired during perceptual learning, classical conditioning, and conditioned taste
aversion is not episodic memory because the content is not representable as a sequence
of events (S1). Learned motor skills, e.g., running, are representable as a sequence
of small movements and shorter sequences can be combined into longer ones. Even
though some memories of motor sequences may be cases of episodic memories, many
motor sequences of any complexity are usually not learned in a single trial, or through
an experience thereof, and therefore do not constitute episodic memory. Our assump-
tion that events are particulars, together with (S5) and (S6), imply that episodic mem-
ories have to be formed after a single experience, which is also called one-trial (or
one-shot) learning. The other examples of memorymentioned above in this paragraph,
except for the case of conditioned taste aversion, are also not usually acquired after
single learning trials.

In psychology and neuroscience there is a vigorous debate about whether a dividing
line exists between semantic and episodic memory (McKoon and Ratcliff 1986; Toth
and Hunt 1999; Klein 2013), and if yes, where to draw it8. We believe that this
uncertainty has led to two opposing views in the psychological literature on what
happens to an episodic memory after it has been encoded. McClelland et al. (1995)
suggested that an episodic memory remains an episodic memory however long ago it
was encoded. By contrast, Nadel andMoscovitch (1998) propose that through repeated
retrieval of episodic memory, memory traces of a different type, semantic memory, is
established by extracting regularities from the content of the episodic memory. These
two different views lead to different explanations of systems consolidation, which we
discuss in the next section.

The Sequence Analysis provides several ways to distinguish semantic memory
from episodic memory based on different criteria. One possibility is that the content
of the semantic memory does not constitute an episode. Take for example the memory
that Paris is the capital of France. However, other cases of semantic memory are
more difficult to distinguish from episodic memory, for instance, when the content
of episodic and semantic memories are similar. The statement “I remember that I
received an airplane for Christmas when I was eight-years-old” may fail to refer to
a case of episodic memory because (i) the person has just an associative mnemonic
representation of the various objects referred to in the sentence; (ii) the memory is

8 A major methodological hurdle in studying the potential dissociation between semantic and episodic
memory is that the retrieval might always involve both types of memory (e.g., McCabe et al. 2011).
However, irrespective of whether an experimental paradigm can be developed to dissociate the retrieval
process behaviorally, there could be a conceptual and neural difference between the two types of memory.
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not causally grounded in the experience, but rather on a second-hand report; or (iii) in
retrieving the information the person does not generate a simulation of the remembered
episode. We note that it is irrelevant for our argument, whether the person is aware of
the mnemonic simulation.

There might be memories of sequences that are based on multiple experiences of
the sequence and that allow for some kind of mental simulation of the sequence, for
instance, the memory of the sequence of notes acquired by hearing a certain musi-
cal piece multiple times. Some people might call these memories cases of semantic
memory. However, it remains an open question whether such memories differ from
paradigmatic cases of episodicmemory categorically or by degree. This raises the gen-
eral question whether the difference between semantic memory and episodic memory
is categorical or gradual. To address this issue, future conceptual and empirical work
is needed.

In summary, experimental results suggest that no othermemory or cognitive process
satisfies all the conditions for episodic memory in the Sequence Analysis and thus that
the Sequence Analysis is maximal (C1.2).

6 The anatomical basis of episodic memory

While in principle a uniform causal mechanism for episodic memory could be distrib-
uted widely in the brain, the case for a uniform causal mechanism might be simpler to
make if the mechanism were localized in a particular region. Here we suggest that the
uniform causal mechanism for episodicmemory is, in fact, located in the hippocampus
because the hippocampus appears to be the principal anatomical substrate of episodic
memory (C2). We argue in the following that damaging or removing the hippocampus
severely impairs episodic memory without much impact on other cognitive functions
(C2.1, see Sects. 6.1–6.3) and that no other brain region appears to play a similarly
selective role in episodic memory (C2.2, see Sect. 6.4). This is not to say that episodic
memories are exclusively encoded, stored and retrieved by the hippocampus. On the
contrary, we believe that the hippocampus is only part of a network that performs these
functions and this network includes among other structures the neocortex (for a more
detailed discussion, see 6.4). However, the hippocampus appears to play a principle
role in this network with regard to episodic memory.

6.1 The role of the hippocampus in episodic memory

The first andmost important hint that the hippocampus is involved in episodic memory
was the case of patient HM. After both his hippocampi were removed in a surgery to
control his epileptic seizures, he could no longer formnewepisodicmemories (Scoville
and Milner 1957). This condition is called anterograde amnesia. Intriguingly, HM did
not suffer apparent impairments of most other cognitive functions such as language,
perception and working memory (Scoville and Milner 1957). Over the years, these
basic and many other observations have been confirmed in a number of hippocam-
pal patients (Squire and Zola-Morgan 1988), although doubts have been voiced, too,
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which we review in the next section. Amnesics also lose memories of past episodes,
i.e., from the period before the hippocampal damage (retrograde amnesia). Memo-
ries from the remote past appear to be less affected than recently formed memories.
This gradient of retrograde amnesia had been observed earlier after head trauma that
did not involve permanent brain damage (Ribot 1881; Müller and Pilzecker 1900).
The process by which episodic memories become less prone to disruption is known
as systems consolidation. Hippocampal damage leads to graded retrograde amnesia,
suggesting that the hippocampus is not only required during the encoding of episodic
memories, but also during systems consolidation.

Why systems consolidation is necessary has been the subject of much debate.
McClelland et al. (McClelland et al. 1995) suggested that due to catastrophic interfer-
ence a neural network cannot both store memories rapidly and stably over time. As a
consequence, they proposed that the brain uses two complementary learning systems
(CLS) to store episodic memories. They are first quickly stored in the hippocam-
pus, where plasticity is rapid, and then gradually transferred to the neocortex, where
memories are encoded more slowly, but also more stably. In the CLS model, episodic
memories are stored in both hippocampus and neocortex but at different rates. This
prediction is consistent with imaging studies that find activations above baseline in
the hippocampus for retrieval of recent memories, but activity in neocortical regions
for remote memories (Bontempi et al. 1999). However, it is hard to conceive why the
transfer process would last 15 years or more, as suggested by the temporal gradient
of retrograde amnesia observed in amnesics whose brain damage was limited to the
hippocampus (Squire and Alvarez 1995).

By contrast, the multiple memory trace (MMT) theory proposes that episodic mem-
ories are stored only in the hippocampus (Nadel andMoscovitch 1997). To account for
graded retrograde amnesia, Nadel and Moscovitch postulate that during each retrieval
a new copy, or trace, of the memory is created. The older the episodic memory, the
more frequently it generally has been retrieved and the more traces of it exist. These
multiple traces would then make the older memories less prone to (partial) lesions of
the hippocampus. According to MMT theory, autobiographical memory that persists
after complete hippocampal lesions is not episodic memories, but event information
stored in semantic memory, which is supported by neocortex (Nadel and Moscovitch
1998; Cheng 2013). MMT theory therefore predicts that recall of episodic memory
requires the hippocampus, no matter how remote the memory is. This prediction is
supported by findings in amnesics (Steinvorth et al. 2005) and fMRI studies (Nadel
et al. 2000; Ryan et al. 2001; Harand et al. 2012). We therefore conclude that storage
and retrieval of episodic memories always require the hippocampus.

6.2 Other functional roles attributed to the hippocampus

While it was initially accepted that patient H.M. and other patients with hippocampal
lesions have deficits only in episodicmemory, later studies have found potential deficits
in other cognitive functions. Some of these findings were corroborated by observations
of hippocampal activation in healthy subjects performing those same tasks. We briefly
summarize some findings of this kind in this section before proposing in the following
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section that these findings can generally be accounted for by an involvement of episodic
memory in the cognitive tasks that were employed.

Perception of objects. The most common task used to study this link is a visual dis-
crimination task. Patients with extensive lesions to the medial temporal lobe have
deficits in discriminating between very similar visual stimuli (Lee et al. 2005; Lee and
Rudebeck 2010; Barense et al. 2012).

Perception of space.Discrimination of images of spatial scenes is impaired in patients
with focal lesions of the hippocampus (Lee et al. 2005). There has been a prolifera-
tion of studies that link the hippocampus to visual perception (see Baxter 2009 for a
review). During this task, fMRI studies find that, in control subjects, the hippocampus
is activated during a visual discrimination task (Aly et al. 2013).

Language. While language ability initially seemed unaffected in patient HM, careful
investigations found that with advanced age HM had forgotten low-frequency words
more often than age-matched controls (James and MacKay 2001). HM had more
difficulty to remember both the meaning of low-frequency words and whether the
presented text was in fact an English word or not.

Short-term memory. Amnesics have deficits in short-term-memory tasks (Aggleton et
al. 1992; Owen et al. 1995; Holdstock et al. 1995, 2000), so do monkeys with lesions
of the medial temporal lobe (Zola-Morgan et al. 1989). BOLD activity in the medial
temporal lobe is associated with active maintenance of novel information (Ranganath
and D’Esposito 2001) and the degree of activation during the delay predicts later
long-term memory performance (Ranganath et al. 2005).

Temporal associations. The hippocampus is required for learning tasks that require
associations across temporal gaps and processing of temporal sequences. For instance,
in learning sequences of odors in the same location (Fortin et al. 2002), disambiguation
of overlapping sequences (Agster et al. 2002) and for trace conditioning (Weiss et al.
1999).

Semantic memory.Acquisition of new semantic memory was reported to be very slow
and laborious in amnesics (Levy et al. 2004). Klein (2013) recently proposed that
semantic and episodic memory do not differ in their memory trace during storage,
i.e., the nature of the stored memory trace is uncategorized until it is retrieved. Only
during retrieval is the memory differentiated into semantic and episodic memory, as
suggested by Tulving (1985), based on the type of consciousness that accompanies
retrieval, noetic and autonoetic, respectively.

Scene construction.Amnesics have deficits in constructing imaginary scenes (Hassabis
et al. 2007).

Spatial memory. Another prominent example of hippocampally-dependent process is
spatial memory in rodents (Morris et al. 1982) and humans (Eichenbaum et al. 1999;
Burgess et al. 2002).
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6.3 The putative role of the hippocampus in other cognitive functions
can be accounted for by its role in episodic memory

When we say that the hippocampus is primarily serving a role in storing and retrieving
episodic memory, this does not exclude that the hippocampus might be involved in
learning or performing other tasks. Cognitive processes interact with each other in
complex ways to give rise to an observable behavioral output. That makes it all the
more important to dissociate the individual function of each cognitive process and
examine how a process interacts with others. In our opinion, some studies mentioned
in the previous sections find a hippocampal involvement because the task used in those
studies draw on episodic memory for optimal function.

Perception of objects. Where deficits in object perception have been reported in sub-
jects with extensive MTL lesions, it has to be carefully evaluated whether this deficit
is due to damage to the hippocampus or to MTL regions outside the hippocampus. For
object perception, the mounting evidence is that subjects with damage limited to the
hippocampus perform on par with controls, even if patients with broader MTL lesions
are impaired (Lee et al. 2005; Lee and Rudebeck 2010; Barense et al. 2012). The
majority of studies examining the role of the MTL in visual discrimination structures
have focused on the perirhinal cortex (Lee et al. 2012), since monkeys with lesions of
the perirhinal cortex have deficits using conjunctions of visual features (e.g., object
perception) to make visual discriminations (Buckley et al. 2001; Bussey et al. 2002).
Importantly, the same monkeys have no deficit in visual discrimination based on sim-
ple visual features such as size and color. Furthermore, focal hippocampus lesions
in monkeys specifically do not impair object discrimination tasks that are sensitive to
lesions of the perirhinal cortex (Saksida et al. 2006). Taken together, the results suggest
that, if the MTL is involved in object perception at all, it is not due to the involvement
of the hippocampus. However, due to methodological concerns some authors suggest
that perceptual deficits after damage to the perirhinal cortex might in fact be due to an
implicit memory component in the task (Hampton 2005; Suzuki 2009).

Perception of space.The situation is different for the visual perception of spatial scenes,
where the hippocampus itself appears to play a role (Lee et al. 2005). However, the
experimental evidence is far from consistent and the interpretation of these findings
remains in dispute. For instance, two patients with focal hippocampal lesions in one
study had deficits, while two others, including onewith dense amnesia, did not (Hartley
et al. 2007). The heterogeneity of these findingsmight be due to a lack of understanding
of how subjects solve the tasks. Some subjects might try to rely more than others on
their (impaired) long-term memory to solve the task (Suzuki 2009). It is possible,
in general, that subjects might perform better in the perceptual task by learning the
stimuli across different trails (Shrager et al. 2006; Kim et al. 2011). Consistent with the
hypothesis that perception itself is unaffected in patients with MTL damage, a recent
study has found that these patients show the same eye fixation patterns while solving
difficult visual discrimination problems (Erez et al. 2013). We therefore conclude that
the experimental data currently does not show unambiguously that the hippocampus
is directly involved in the perception of space.
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Language. Since there is no evidence that patients with brain damage restricted to the
hippocampus have language deficits immediately following the damage, we conclude
that the hippocampus does not have a direct involvement in language. The reduced
retention of low-frequency words was observed in patient HM only decades after
his surgery, but not immediately afterwards (James and MacKay 2001). Since high-
frequency words are unaffected regardless of age (James and MacKay 2001), our
interpretation of these results is that low-frequency words are forgotten, if they are not
maintained. Maintenance requires either using the words, or covert rehearsal driven
by episodic memory, which requires the hippocampus.

Short-term memory. For the Sequence Analysis, the delay between t0, at which the
experience occurs, and t1, at which the memory is retrieved, plays no role. Thus,
according to the Sequence Analysis, episodic memories can exist across both short
and long retention delays. However, short- and long-term memory cannot be simply
distinguished based on the delay between storage and retrieval (Cowan 2008). Short-
term memory is thought to differ in essential ways in that it has a limited chunk
capacity and to decay over relatively short time scales. When short-term memory
is used in a processing system requiring attention, then we refer to this combined
system as working memory (Baddeley and Hitch 1974; Cowan 2008). Nonetheless,
some authors have suggested that short-term memory is simply activated long-term
memory, where the activation has limited capacity and decays in time (Cowan 1995;
Ruchkin et al. 2003) and that, therefore, short- and long-term memory share the same
neural basis (Ranganath and Blumenfeld 2005; Jonides et al. 2008). In this case, the
working memory deficit in amnesics could be simply explained by their deficit in
episodic memory.

However, other authors regard the working memory system as distinct from long-
term memory (Baddeley 2012). Even in this case, the working memory deficit in
amnesics does not necessarily imply that the hippocampus has a non-episodic-memory
function in working memory. At least two alternative explanations are possible. First,
findings of workingmemory deficits might be confounded by extra-hippocampal dam-
age. For instance, even dense amnesics have preserved working memory across short
delays—if their intelligence and executive capacities are well-preserved (Baddeley
and Wilson 2002), consistent with other findings that in healthy subjects intellec-
tual aptitude is strongly correlated with working memory performance (Daneman and
Carpenter 1980; Alloway et al. 2009; Alloway and Alloway 2010). Second, working
memory deficits were seen either because the tasks involved a long-term-memory
component or because the subjects attempted to use a long-term memory strategy to
solve the task (Cowan 2008; Baddeley 2012). Finally, we like to emphasize that acti-
vation of the medial temporal lobe during active maintenance of novel information
(Ranganath and D’Esposito 2001) does not necessarily imply that the hippocampus is
directly involved in working memory. Instead, the hippocampus might become active
because working memory interacts with long-term memory (Baddeley 2012). Consis-
tent with this interpretation is the finding that the strength of the delay activity predicts
later long-term memory performance (Ranganath et al. 2005).

Temporal associations. Sequence learning has a clear relationship to episodic memory
in the Sequence Analysis. In trace conditioning, animals learn to associate an initially
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neutral stimulus, such as a tone, with a stimulus that elicits an automatic response,
such as an electric shock. The crucial point is that the two stimuli do not overlap in
time. If they do (delay conditioning), learning is independent of the hippocampus. We
suggest that trace conditioning requires the hippocampus because episodic memory
is required to learn the task. Since episodes are extended in time in the Sequence
Analysis, episodic memory is apt to bridge the temporal gap between the two stimuli
(Pyka and Cheng 2014).

Semanticmemory.Semanticmemories can be formedwithout a functioning hippocam-
pus, because subjects who became amnesic during childhood can acquire sufficient
semanticmemory to pass secondary education and reach a normal IQ (Vargha-Khadem
et al. 1997). This observation calls into question the hypothesis, such as Klein’s (2013)
recent suggestion, that a single memory system subserves both semantic and episodic
memory. A potential mechanism by which amnesics form new semantic memories
is a special learning protocol, called fast mapping, which was recently found to be
intact in amnesics (Sharon et al. 2011). We therefore conclude that the hippocampus is
not a prerequisite for semantic learning. The difficulty that amnesics have in learning
new semantic memories (Levy et al. 2004), we suggest, are due to the fact that usu-
ally episodic memories are used by the neocortex to extract new semantic knowledge
(Nadel and Moscovitch 1998; Cheng 2013).

Scene construction. There is currently an unresolved discrepancy between subjects
who became amnesic in adulthood and during development. Adulthood amnesics are
either impaired at scene construction or use residual hippocampal tissue for scene con-
struction (Mullally et al. 2012). However, few developmental amnesics are impaired
and, at least, one subject (Jon) does not engage remaining hippocampal tissue during
scene construction (Mullally et al. 2014). On the other hand, developmental amnesics
are equally impaired in their episodic memory performance as compared to adulthood
amnesics. These results suggest that scene construction, but not episodic memory, can
be accomplished without the hippocampus.

Spatial memory. To account for the strong spatial responses recorded in the rodent
hippocampus, O’Keefe and Nadel (1978) suggested that a cognitive map evolved in
the hippocampus of non-human mammals to support spatial navigation and that this
cognitive map is used in humans to support episodic memory. The view that spatial
information plays a special role for the hippocampus was boosted by the discovery of
grid cells in the medial entorhinal cortex, one of the major inputs to the hippocampus
(Hafting et al. 2005). Alternatively, other authors (Eichenbaum et al. 1999; Cheng
2013) have suggested that episodic memory is the primary function of the hippocam-
pus and that spatial information is only one aspect of the content of episodic memory
(Tulving 1972), which enters the hippocampus via the grid cells (Cheng and Frank
2011; Azizi et al. 2014). Consistent with this view, the other major input to the hip-
pocampus, the lateral entorhinal cortex, does not exhibit spatial coding (Hargreaves et
al. 2005), and nonspatial information stronglymodulates hippocampal spiking activity
(Wood et al. 1999).

Taken together, the experimental evidence suggests to us that the various functions
that have been attributed to the hippocampus can be accounted for by an involvement
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of episodic memory in the tasks used for testing. Therefore, we conclude that the
experimental results are consistentwith the hippocampusbeingdedicated to the storage
and retrieval of episodic memories (C2.1).

6.4 The role of other brain regions for episodic memory

Experimental evidence suggests that other brain regions, in particular the prefrontal
cortex, are involved in the formation and retrieval of episodic memories. For instance,
after lesions of the prefrontal cortex (PFC), patients have a deficit in effortful memory
tasks such as recognition, cued-recall and free recall (Wheeler et al. 1995). In addition,
imaging studies revealed that the PFC is activated during encoding and retrieval of
episodic memories (Tulving et al. 1994). It was suggested that the two hemispheres
are activated asymmetrically during different memory phases with the left more active
during encoding and the right more during retrieval (Tulving et al. 1994). However,
later studies suggest that the left-right asymmetry depends on the content of the mem-
ory rather than on thememory phase (Golby et al. 2001). The left PFCwasmore active
for verbal tasks, whereas the right PFC was more active in non-verbal tasks. Interest-
ingly, these asymmetries are similar to the verbal/non-verbal asymmetries observed
after hippocampal lesions.

However, general episodic memory is only slightly impaired after lesions of the
PFC. So patients with restricted frontal lesions are not usually considered amnesic
(Wheeler et al. 1995). In addition, cognitive deficits are much more widespread after
frontal than after hippocampal lesions. The affected functions are collectively referred
to as executive control and include, among others, task switching (Milner 1963),
decision making (Bechara et al. 1994), and working memory (Jacobsen 1935). In
summary, to the best of our knowledge, there is no convincing evidence that any other
brain region is as central for the formation of episodic memory as the hippocampus.
While it is always possible that future studies will reveal such a brain region, until that
time, it is most parsimonious to assume that the hippocampus plays a unique role in
episodic memory.

Thepreceding statement does not imply that episodicmemory is stored and retrieved
in the hippocampus alone. On the contrary, we believe that the hippocampus is part of
a network that performs these functions and that the neocortex is critical for processing
the sensory information to be stored, for initiatingmemory retrieval and for processing
the retrieved information (Tulving 1995; Nadel and Moscovitch 1998). Specifically,
what wemean by “the hippocampus plays a unique role in episodicmemory” is that the
hippocampus endows the cortico-hippocampal network with a capability that the net-
work does not have without the hippocampus. For instance, a recent modeling study
suggested that the hippocampus enables the cortico-hippocampal network to asso-
ciate two inputs across significant time gaps of 150 ms (Pyka and Cheng 2014). This
function emerges from two simple anatomical properties of the biological network:
heterogeneous synaptic conductance delays between neocortex and hippocampus, and
a high degree of convergence from cortical to hippocampal cells. We hyphothesize
that adding more detailed anatomical structures such as intra-hippocampal connec-
tions could further increase the time gap across which temporal associations could
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be formed. Without the hippocampus, the network can still learn associations, but
across significantly smaller time gaps of 50 ms. Without the neocortex, the model
cannot learn any associations. So both neocortex and hippocampus are required, but
the hippocampus adds a specialized functionality to the network. We are therefore
justified in saying that, in the model, the hippocampus plays a special role in learning
an association across larger time gaps. We think that a similar characterization can be
applied to the biological cortico-hippocampal network.

In summary, no other brain region is required for episodic memory to the degree
that the hippocampus is (C2.2).

7 Neural mechanisms of episodic memory

The representation of episodic memory, on which the Sequence Analysis rests, cannot
be studied with purely behavioral readouts. While humans are able to report some
information about their internal states verbally, it is doubtful that they have direct
access to all the representations in their brain. A case in point is the fact that episodic
memory was discovered accidentally as a form of memory only after a certain brain
region was removed from patient HM to control his epileptic seizures. To shed light on
the neural basis of episodic memory, we therefore have to rely on invasive experiments
in nonhuman animals. Since the Sequence Analysis makes no reference to language
or subjective experience, it is well suited to study episodic memories in animals.

So far we have argued that mnemonic representations that satisfy the Sequence
Analysis form both a maximal and minimal class and that the properties specified
in the Sequence Analysis serve inductive and explanatory purposes (Sect. 5). What
remains to be done to conclude that episodic memories as explicated in the Sequence
Analysis form a natural kind is to show that episodic memories share these properties
because of some uniform causal mechanisms. We have presented evidence in Sect. 6
that the hippocampus is the principle anatomical substrate of episodic memory. In this
section, we change the level of description and zoom in into the neurophysiological
mechanisms within the hippocampus (C3). We argue that neural processes in the
hippocampus provide uniform causal mechanisms for the conditions that the Sequence
Analysis places on encoding (S5 and S6), storage (S1 and S2) and retrieval (S7). We
may presuppose in the following that there are neuralmechanisms that ensure veridical
perception (S3 and S4).

7.1 Compression of experiential sequences and mnemonic sequences
in the hippocampus

Principal neurons in the hippocampus are active in specific, circumscribed spatial
regions (place fields). O’Keefe and Dostrovsky (1971) therefore called these neurons
place cells (Fig. 1a). While it remains unresolved whether spatial information plays
a special role in episodic memory (we discussed this point in 6.3), here we only rely
on the uncontroversial observation that place cells are activated at certain locations
in the environment. We suggest that the activations of place cells p1, p2, p3 signal
the occurrences of events e∗

1, e
∗
2, e

∗
3 that occur at the location of their respective place
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Fig. 1 Schematic illustration of neural activity of hippocampal neurons. aAs the animal explores the linear
track, place cells (1, 2, 3) fire spikes when the animal is located in a circumscribed region in space, the
place field (indicated by three colored ellipses). The location marked by x2 is used in an example discussed
in the main text. b In addition, the spiking of place cells is modulated by the phase of the theta oscillation.
Each dot marks the theta phase and position of the animal when a neuron fired a spike as the animal runs
from left to right. Early in the place field, spikes occur at late phases. Just before the animal exits the place
field, spikes occur at early theta phases. The relationship between theta phase and animal position is known
as theta phase precession. c When spiking of a group of place cells is analyzed within one cycle of the theta
oscillation (black trace at the top), temporal sequences emerge across neurons (theta sequences). Dotted
lines illustrate the (arbitrary) beginning and end of theta cycles. Cycle 2 occurs roughly when the animal
is located in postion x2. d During the offline state, sharp wave/ ripples occur in the local field potential
(black trace in middle, filtered between 150 and 250 Hz) and place cells are reactivated in a sequence that
is related to the theta sequences

fields. If the place cells are sorted according to their place field locations, then the
place cells fire in a temporal sequence that could represent the experience of an episode
E∗ = 〈e∗

1, e
∗
2, e

∗
3〉 when the animal runs along a trajectory (S3).

According to the Sequence Analysis, to form episodic memory in the hippocampus,
amnemonic representation of E has to be stored in the hippocampus,where the relation
of E to E∗ satisfies condition (S5). Many authors have suggested that the hippocampal
circuitry is optimized for storing neural sequences. There is widespread agreement in
neuroscience thatmnemonic representations, i.e., the neural substrate ofmemories, are
stored in the weights of the synaptic connections between neurons. More specifically,
it has been suggested that the dense recurrent network in subarea CA3 is well suited to
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generate neural sequences (Levy 1996; Amarasingham and Levy 1998; Wallenstein
et al. 1998; Lisman 1999; Azizi et al. 2013; Cheng 2013). To store a memory, the
experiencemust drive some appropriate change in the synapticweights. These changes
are referred to as synaptic plasticity and require precise timing relationships between
the spikesfiredby the connectedneurons.Thegenerationof amnemonic representation
is not trivial since there is a mismatch of timescales: The experienced episode E∗
unfolds over seconds (the time the animal requires to run through the place fields
of p1, p2, p3), whereas spike-timing dependent plasticity requires spikes to co-occur
within tens ofmilliseconds. Thismismatch of timescales raises the question of how the
experience of E∗ could causally ground the mnemonic representation of E as required
by condition (S6). The answer could be provided by a compression mechanism that is
based on theta phase precession (O’Keefe and Recce 1993; Dragoi and Buzsáki 2006).
This compression mechanism generates a representation of the behavioral sequence at
the shorter timescale required for synaptic plasticity. We explain how this mechanism
works in more detail in the next paragraph, but a detailed understanding of phase
precession is not required to follow the subsequent arguments.

Theta oscillations (5–12 Hz) occur when rats are actively involved in a task, which
we refer to as online state (Buzsaki 1989). During spatial exploration, place cells
initially fire spikes at the peak of this theta oscillation and then at earlier and earlier
phases of the theta oscillation as the animal traverses the place field (from left to
right in Fig. 1b). The relationship between the location within the place field and
the theta phase, when spikes are fired, is called theta phase precession. Due to phase
precession, place cells with overlapping, but non-identical, place fields fire spikes at
different phases of theta. For instance, assume the animal is located at x2 and the theta
oscillation is in cycle 2 (Fig. 1a–c). Then cell p1 fires spikes early in theta cycle 2
because x2 is near the exit portion of p1’s place field. The same location x2 falls into the
middle of p2’s place field, and so p2 fires spikes in the middle of theta cycle 2. Finally,
p3 fires spikes late in theta cycle 2 since x2 lies in the entry portion of p3’s placefield.As
a result, the spikes of the three cells are temporally orderedwithin the single theta cycle
2 (Fig. 1c). Furthermore, the temporal sequence of the spikes of p1, p2, p3 corresponds
to the spatial succession of their respective place fields x1, x2, x3 (Skaggs et al. 1996).
Since the temporal sequence is played out within a single theta cycle, the spikes occur
within tens of milliseconds, on a much shorter time scale than the behavioral sequence
(Dragoi and Buzsáki 2006) and well within the time window of synaptic plasticity.

While brain recordings in humans are rare, one recent experiment found that neu-
ronal activity in the hippocampus during memory encoding is sequentially organized
(Paz et al. 2010), suggesting that the observations of neural sequences in rodent hip-
pocampus might generalize to humans.

7.2 Offline sequential activity and replay in the hippocampus

In the offline state, i.e., when the animal sits quietly or is asleep, sharp-wave ripples
(SWRs, Fig. 1d) dominate network oscillations. SWRs have been observed in rodents
(Buzsáki et al. 1983), non-human primates (Skaggs et al. 2007) and the human hip-
pocampus and entorhinal cortex (Bragin et al. 1999), suggesting that SWRs are part of
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a general, conserved mechanism. Concurrent with SWRs in the hippocampus, popula-
tions of place cells fire spikes in a temporal sequencewithin a 50–400ms time-window
(Lee and Wilson 2004).

The critical point is that the sequence of spiking, e.g., of p1, p2, p3, in the offline
state is correlated with and influenced by preceding online activity (Fig. 1d; for a
review, see Buhry et al. 2011). Pavlides and Winson (1989) were the first to report
that individual place cells that were active during behavior were more likely to be
active again during subsequent sleep and quiescence than those place cells that were
not active during explorations. Subsequent studies reported the reactivation of pairs of
cells (Wilson andMcNaughton 1994; Kudrimoti et al. 1999), which also preserve their
ordering (Skaggs andMcNaughton 1996).Most importantly, populations of neurons in
the offline state fire in a sequence that correlates with the sequence, in which they were
active at an earlier time in the online state (Nádasdy et al. 1999; Lee andWilson 2002).
Thus, sequential neural activity in the offline state is a replay of sequential activity in
prior experience. Replay has been observed across species and brain regions, such as
rodent hippocampus (Lee andWilson 2002); rodent PFC (Euston et al. 2007); primate
motor, somatosensory, and parietal cortex (but not prefrontal cortex) (Hoffman and
McNaughton 2002); and during free recall of movie sequences in humans (Gelbard-
Sagiv et al. 2008). This is consistent with the mnemonic content E being grounded
ontologically in the experiential base E∗ (S5). Togetherwith the results discussed in the
preceding section, this means that the sequential representation of mnemonic content
in the offline state is aligned with the sequential representation of the experiential base
in the online state (C3.1).

As discussed in 3.4, in the Sequence Analysis we distinguish between an actual and
temporally enduring mnemonic representation (S2) and a possible and only instanta-
neous mnemonic simulation (S7). We have recently shown in a computational model
that the weights in a neural network can be set up such that the network can sponta-
neously generate neuronal sequences (Azizi et al. 2013). In other words, the enduring
structure of the network, i.e., the matrix of synaptic weights, can represent sequential
content. This enduring representation of a sequence can be read out resulting in a replay
of the sequence and thus generating an instantaneous simulation of the sequence.

Corballis (2013) has argued recently that neural sequences are an indication that
non-human animals have episodic memory. However, his view of episodic memory
depends on the mental time travel idea (Suddendorf and Corballis 1997) and he needs
to argue that neural sequences are a correlate of the subjective experience of the ani-
mal, which Suddendorf has rejected (Suddendorf 2013). Condition S7 in the Sequence
Analysis remains agnostic about the subjective experience during the mnemonic sim-
ulation.

Experimental evidence suggests that the hippocampus can combine segments of
previously experienced sequences into a new sequence that was never experienced
as a whole (Gupta et al. 2010). In addition, our computational simulations indicate
that a network can generate a variety of sequences and the same neurons can partic-
ipate in different sequence representations (Azizi et al. 2013). In summary, we can
conclude that experimental and modeling results suggest that the hippocampus pro-
vides a uniform causalmechanism for the compositional representation andmnemonic
simulation of experientially grounded episodes (C3.2).
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7.3 Replay in the hippocampus is linked to the formation and consolidation of
episodic memory

The final crucial aspect missing from our discussion is evidence for a memory trace
that causally links the experience of the episode to the mnemonic representation (S6).
The most relevant studies in this regard are those that examine the link between offline
sequences and the systems consolidation process. Much time and effort has been
devoted to understanding the exact properties and neuralmechanisms of consolidation.
Buzsaki (1989) proposed that, first, a labilememory trace is formed in the hippocampus
during the online state. Then, during subsequent offline states, hippocampal replay
gradually transfers the memory trace to neocortical areas (Buzsaki 1989; McClelland
et al. 1995).

To examine the functional role of neural sequences, a number of studies exploited
its co-occurrence with SWR (Fig. 1d). Mounting experimental evidence suggests that
SWRs are important for learning and memory. For instance, the rate of SWRs was
found to be higher in a novel than in a familiar part of an environment and so is
the spiking probability of place cells (Cheng and Frank 2008). SWRs were observed
to increase during slow-wave sleep after learning (Eschenko et al. 2008; Ramadan
et al. 2009). The number of rhinal SWRs in humans during a daytime nap appears
to be correlated with the number of successfully recalled items learned prior to sleep
(Axmacher et al. 2008). Disrupting SWR in rats during sleep after a learning session
interferes with the formation of long-term memories (Girardeau et al. 2009). Dis-
rupting SWRs in rat hippocampus during the awake state disrupted learning a spatial
working memory task (Jadhav et al. 2012). Taken together, these results suggest that
offline replay of sequences in the hippocampus are involved in maintaining the mem-
ory trace of episodic memories (Cheng andWerning 2013), and that the memory trace
causally links experiences to mnemonic representation (C3.3).

For completeness, we note that not all sequential activity in the hippocampus is
causally grounded in previously experienced sequences. During exploration, theta
sequences appear to begin in the past and sweep to anticipated locations (Gupta et
al. 2012). These results indicate that memories are retrieved during exploration, as
would be required if memory influences future behaviors. The temporal order of
offline neural sequences also does not strictly correlate with the temporal order of
online neural sequences that have occurred in the past. In the awake state, Gupta et
al. (2010) observed in the hippocampus offline neural sequences that corresponded to
trajectories that the animal had never traveled. Dragoi and Tonegawa (2011) reported
evidence for pre-play. Neural sequences recorded during rest were predictive of the
sequence of the neurons’ place fields on a linear track that the animal had never
experienced before. These results suggest that the hippocampal network generates
spontaneous sequences that are constrained by its network architecture and dynam-
ics (Buhry et al. 2011; Azizi et al. 2013). The fact that sequential representations in
the hippocampus may play a role also in the exploration of future possible trajecto-
ries hints at a possible relationship between episodic memory and anticipating the
future.
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8 Conclusion

The starting point for us in this paper has been the insight that the two questions:
“What is episodic memory?” and “Is episodic memory a natural kind?” are inherently
connected to each other. The first question cannot be answered meaningfully without
aiming at a positive answer to the second: It is one thing to have a notion of episodic
memory that, for better or worse, matches our conceptual intuitions, our linguistic
practice and perhaps some introspective phenomenology. However to enable induction
and explanation in science, one should make sure that one is referring to a natural kind
when speaking of episodic memory. For the purposes of sciences such as psychology
and neuroscience, identifying natural kinds with homeostatic property clusters, as we
did, seems most fruitful.

In turn, an answer to the second question has to be assessed in light of the conse-
quences it has for the first. It would not suffice to enlist a number of neural mechanisms
that amount to particular psychological properties and label them “episodic memory”.
What has to be done in addition is to show that uniform causal mechanisms explain
why the psychological properties are shared such that the cluster of those properties
subserve inductive and explanatory purposes of what we are to understand is episodic
memory.

In search for an answer to the conditional question “What is episodic memory if
it is a natural kind?” we have tied analytical and empirical approaches most closely
together. This has made our paper a truly interdisciplinary one, a combination of
philosophy and neuroscience. In the Sequence Analysis episodic memory is conceived
of as a factive, knowledge-like state that consists of an experientially based mnemonic
representation and has the potential for mnemonic simulation. We have stressed the
sequential character of themnemonic content as being an episode. That is, a temporally
ordered list of concrete and particular events.

We have tried to substantiate the Sequence Analysis of episodic memory as cor-
responding to a natural kind by proceeding along three empirical cornerstones: Is
there psychological evidence that a violation of any of the conditions of the Sequence
Analysis amounts to a deficiency in episodic memory and is it assured that no form
of memory or cognitive process but episodic memory fulfills them? Even though we
could not exhaust the empirical literature here, our answer was affirmative. Do the
empirical data support a claim of what the principal anatomical substrate of episodic
memory is, given that the Sequence Analysis holds? We have pointed to a great deal
of evidence that there is one: the hippocampus. Finally, do we know the neural activ-
ities in the hippocampus onto which we can pin down causal mechanisms in order to
explain the psychological states and processes appealed to by the Sequence Analysis?
Also here we could call on a body of evidence from neuroscience.

We regard the mutually supporting interaction between philosophical analysis and
neuroscientific evidence as a particular strength of our approach. This is something
that the alternative accounts of episodic memory mentioned earlier in this article have
yet to deliver. Furthermore, our notion of episodic memory does not depend on a
classical taxonomical classification and is therefore independent of whether or not
the contrasting notion of semantic memory or the superordinate notion of declarative
memory correspond to natural kinds.
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Of course, our conclusions depend on a particular selection and interpretation of
experimental results. We admit that it is likely that details, or even substantial aspects,
of our interpretations have to be modified in the future. Whether it is possible to
adjust the framework to stay consistent with new findings has to be seen, when the
time comes. The utility of our account is that it provides a uniform and parsimo-
nious framework for the interpretation of a highly diverse set of experimental results.
We hope that this framework will drive the vibrant research on episodic memory
forward.
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Appendix

In Sect. 3.4 we distinguish between an actual and temporally enduring mnemonic
representation and a possible and only instantaneous temporally explicit mnemonic
simulation. The mnemonic representation is a compositional representation in which
the temporal succession of the events in the episode is encoded by some structure
among the representational constituents. This can be formally accounted for in the
following way:

(R1) Let R = (R, {s}) be a representational structure, where R is the set of repre-
sentational states and s : R × R → R a thereon defined binary and recursive
structure building operation; if r′′ = s

(

r, r′
)

, r and r′ are called the representa-
tional constituents of r′′.

(R2) LetV = (V, {〈·, ·〉}) be an event structure where V is the set of events (including
episodes) and 〈·, ·〉 the previously defined binary and recursive episode building
operation 〈·, ·〉 : V × V → V.

(R3) Let μ : R → V be a mapping from the set of representational states into the
set of events. μ(r) = e means that e is the event or episode represented by the
primitive or complex representational state r.

(R4) Then the mapping μ is a homomorphism from the representational struc-
ture R into the event structure V. That is, for every r, r′ ∈ R, μ

(

s
(

r, r′
)) =

〈μ(r), μ(r′)〉.
Statement (R4) is equivalent to the claim that the representational structure is com-
positional: The content μ of a complex representational state s

(

r, r′
)

is a structure-
dependent function, namely 〈·, ·〉, of the contents of its representational constituents r
and r′, i.e., μ(r) and μ

(

r′
)

.
In a temporally explicit mnemonic simulation the temporal succession of events

in the object domain is represented itself by a temporal succession of events in the
representational domain. We can formally account for this in the following way:

(Q1) Let V = (V, {〈·, ·〉}) again be our event structure, where V is the set of events
and 〈·, ·〉 the episode building operation.
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(Q2) LetQ = (Q, {〈·, ·〉}) be the simulational structure, which itself contains a set of
events Q, i.e., Q ⊆ V, together with the operation 〈·, ·〉, which builds temporally
succeeding sequences of events. Q hence is a substructure of V.

(Q3) Let the mapping ν : Q → V assign each primitive or complex simulational state
the primitive or complex event it, by simulation, represents.

(Q4) Then the mapping ν satisfies the following condition: For every q, q′ ∈ Q,
ν
(〈q, q′〉) = 〈ν(q) , ν(q′)〉.

In this account, the representational content of a temporal succession of simulational
states is just the episode comprising the temporally succeeding representational con-
tents of each simulational state. Mathematically speaking, ν, unlike μ, is not only a
homomorphism but an endomorphism.
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