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Abstract We investigate under what conditions a given set of collective judgments
can arise from a specific voting procedure. In order to answer this question, we
introduce a language similar to modal logic for reasoning about judgment aggre-
gation procedures. In this language, the formula g expresses that ¢ is collectively
accepted, or that ¢ is a group judgment based on voting. Different judgment aggrega-
tion procedures may be underlying the group decision making. Here we investigate
majority voting, where Og holds if a majority of individuals accepts ¢, consensus
voting, where ¢ holds if all individuals accept ¢, and dictatorship. We provide
complete axiomatizations for judgment sets arising from all three aggregation
procedures.

Keywords Judgment aggregation - Modal logic

1 Introduction

Social choice theory has traditionally been concerned with the aggregation of ind-
ividual preferences. More recently some researchers have shifted the focus from
preference aggregation to judgment aggregation. The difficulties arising in judg-
ment aggregation are illustrated by the discursive dilemma (also known as doctrinal
paradox): Consider a situation with three individuals each of which has an associ-
ated judgment set, the proposition he considers to be true. If the judgment sets for
the three individuals are given by {p,q,p A q}, {p,—~q,—~(P A ¢)} and {—p,q,—(p A
q)}, then each individual is logically consistent, but judgment aggregation based on
proposition-wise majority voting will produce an inconsistent set of group judg-
ments, namely {p,q,—( A q)}. This simple observation has been generalized in
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List & Pettit (2002) and subsequent articles to impossibility results which go beyond
majority voting.

From a different perspective, the discursive dilemma shows the importance of pro-
cedural effects in social decision making. If a group needs to decide whether or not
to accept a conjunction p A g, one can imagine at least two different procedures: The
standard conclusion-driven procedure simply asks for a majority vote on p A g. An
alternative premise-driven procedure would accept p A g precisely when both p and
q separately are accepted by majority vote. The discursive dilemma shows that these
two procedures may produce different results, essentially because a majority for p
and a majority for ¢ do not imply a majority for p A gq.

In this paper, a logical model for judgment aggregation procedures is developed.
The premise- and conclusion-driven procedures mentioned are only two examples in a
wide range of possible procedures for deciding complex issues. What is the logical rela-
tionship between these different procedures? For majority voting, for instance, accept-
ing p Aq on the conclusion-driven procedure implies acceptance on the premise-driven
procedure, but not vice versa. If consensus voting is applied instead of majority voting,
however, both procedures are equivalent. Similar logical questions we might ask are:
What are the views that can be consistently held by different majorities? What can
we conclude from the fact that there is a majority for ¢ or a majority for ¥? Can a
particular set of group judgments have been obtained by majority voting?

Our aim in this paper is to develop a logical framework that allows us to char-
acterize precisely the logical relationships that exist between different procedures
involving not only majority voting, but also consensus voting and dictatorship. On the
one hand, this will yield an axiomatization of these voting mechanisms in the context
of judgment aggregation. On the other hand, it will allow us to compare what logical
properties distinguish, e.g., consensus voting from majority voting.

The axiomatizations obtained in this paper differ from those normally presented
in social choice theory, like May’s characterization of majority voting (May, 1952), in
that they use a formal logical language for expressing axioms. We aim for finding an
axiomatization which is syntactically minimal, i.e., in a logical language which extends
propositional logic in a minimal way, where we can only talk about the propositions
accepted by the group or society and nothing else. Thus, we may not, for instance, refer
to propositions accepted by particular individuals, the fact that at least two individuals
accept a certain proposition, and so on. The advantage of such a minimalist approach
is that we can state, e.g., our characterization of collective judgment sets X arising
from majority voting purely in terms of the formulas that need to be in X.

The paper is structured as follows: In Sect. 2, we begin by introducing the syntax and
semantics of a minimal language for describing the results of aggregation procedures.
Sect. 3 presents the axiomatization results for consensus voting and dictatorship; an
axiomatization for majority voting is given in Sect. 4. Finally, Sect. 5 discusses some
implications of the results obtained as well as future research.

2 A formal model of collective judgments

2.1 Individual and collective formulas

Given a finite nonempty set of propositional atoms &, we define the set of individual
formulas @i as the set of all formulas o generated by the following grammar, where
p € ®p:
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a:=p|-a|ag Aoy

In words, the set of formulas is the smallest set of expressions that contains all the
propositional atoms and is closed under negation and conjunction.

An individual valuation is a function v: &y — {0,1}, and we let V1 be the set of
all individual valuations. In the standard way, we extend an individual valuation v
by induction to a function v: ®; — {0,1} which assigns truth values also to complex
propositions:

v(p) = v(p) forp € Og
V(—a) 1—79(x)

V(A B) = min((a), V()

In general, we shall usually identify v and ¥, simply writing v(«) instead of V(«).
Note that since @ is finite, valuations can be characterized completely by individual
formulas. Given an individual valuation v € Vi, we define [v] = A (pedolv(p)=1} P A
Npewov(p)=0; ~p- For a finite set of valuations V' € V1, we define [V] =/}, [v].
Finally, we shall let Vi(a) = {v € Vi|v(e) = 1} denote all the individual valuations
satisfying o € ®j. Analogously for a set of formulas ¥ C &1, we let V(2) = {v €
VilVo e £ : v(o) = 1}.

In order to talk about collective judgments, we shall use the modal O-operator
which will refer to the collective or aggregate judgment on a formula: the formula D«
will be considered true whenever the group accepts «. Since in principle we want to
allow for arbitrary collective judgments to be made, boxed formulas will be treated
like atoms which can be assigned arbitrary truth values. Formally, we define the set of
collective formulas ® ¢ as the set of all formulas ¢ generated by the following grammar,
where o € Pr:

@ :=0a|—=p| o Ap

In words, the set of collective formulas is the smallest set of expressions that is closed
under negation and conjunction and that contains all O« expressions, where « is
an individual formula. For both individual and collective formulas, we use the stan-
dard abbreviations for the remaining connectives: T :=p Vv —p, L := =T, o V ¢ :=
(o AY), 0 > Yi=—pVyand g < Y= (9 = Y) A — @),

Let &qp = {Ja|a € ®1}. Then we can also define a collective valuation or model as
a function v: &p — {0, 1}, and we can analogously extend a collective valuation to a
function v: ®c — {0, 1}. We shall let V= denote the set of collective valuations. A for-
mula y is a collective (individual) tautology iff v(y) = 1 for all collective (individual)
valuations v. A collective (individual) formula y is satisfiable if there is a collective
(individual) valuation v such that v(y) = 1. Similarly, a set of formulas I' is satisfiable
if there is a collective (individual) valuation v such that v(y) = 1 for all y € T.
Analogous to individual formulas, we let Vc(p) = {v € V|v(p) = 1} for ¢ € O¢
and Ve(Z) ={veVc|VoeX: v(o) = 1} for T C &c.

The notion of logical consequence is defined in the standard way: ¢ is a logical
consequence of I', denoted as I' = ¢, provided V(') € V(¢). We say that a set of
collective formulas A C ®¢ is sound for a class of models C iff C € V(A), and A
is complete for C iff Vc(A) C C. An axiomatization of a class of models is a set of
formulas which is both sound and complete for that class.
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2.2 Examples

To give some examples of aggregation procedures expressible in this language, note
that the premise-driven procedure mentioned in the introduction can be written as
Op A Og whereas the conclusion-driven procedure can be written as O(p A q). The
formula Op A Og will be true whenever the collective accepts p and the collective
accepts g. Hence, collective decision making is applied to the premises, and the final
outcome will be the conjunction of the voting outcomes on the premises. On the
other hand, the formula O(p A g) applies collective decision making to the conclu-
sion p A g directly. The fact that a positive result in the conclusion-driven procedure
implies a positive result in the premise-driven procedure is accordingly expressed
by the formula O( A g) — (Op A Ogq), and hence we would expect this formula
to be valid in those systems that are based on majority voting (in fact, it will be an
axiom). In fact, this formula can itself be viewed as an aggregation procedure, a meta-
procedure that responds to the difference between premise- and conclusion-based
procedure. This aggregation procedure will return “no” only in the case where the
premise-base procedure returns “no” but the conclusion-driven procedure returns
“yes”.

Collective valuations (models) represent outcomes of aggregation rules applied to
particular profiles of individual valuations. Consider the case described in the intro-
duction, where we have three individuals with individual valuations v{, v, and v3 such
that vi(p) =vi1(q) =va2(p) =v3(q) =1 and v2(q) =v3(p) =0. Suppose that the collec-
tive valuation v is the result of applying majority voting to these individual valuations,
i.e., we define v(Oa) = 1 iff v;(«) = 1 for a majority of the three individuals. Hence, we
have v(Op) =v(Oq) =1 while at the same time v(O(p A g)) =0 since only a minority
of the individuals accepts both p and g. Thus, the conclusion-based procedure yields
a negative outcome while the premise-based procedure yields a positive outcome:
v(Op A Og) =1 since v(Op) =v(dq) =1. Hence, this collective valuation captures
precisely the situation of the discursive dilemma.

Some more remarks concerning logical consistency: Models require logical con-
sistency only on the non-atomic level. On the atomic level, no logical consistency is
required for the collective judgment, since the atoms of a collective valuation can be
assigned arbitrary values. This also points to the raison d’étre of the O-operator,
for it is needed to separate the logically consistent part of a collective formula
from the possibly inconsistent part. Within the scope of the O-operator, no logi-
cal consistency is required. This means that group judgments are not required to
be logically consistent, since O(p A —p) may be true. Similarly, it is not necessar-
ily the case that v(O(p A ¢)) =1 if and only if v(Op) =v(Og) =1. Outside of the
O-operator, however, we do require logical consistency: Op A —[p can never be
true.

Finally, note that not every collective valuation can occur under every method of
aggregation. The example above showed that the discursive dilemma model can occur
under majority voting. Under consensus voting, however, this collective valuation can
never arise: the group will accept p A g unanimously iff it accepts both p and g unan-
imously (given that we assume individuals to be logically consistent). Thus, we would
expect O(p A q) < (Op A Og) to be a valid principle for consensus voting but not for
majority voting. It is these logical differences we want to get at in our axiomatization
results for the different voting methods.
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2.3 Model classes: consensus, majority and dictatorship

We are interested in collective valuations which arise by means of certain decision
methods. For a finite set of individuals N = (1, ...,n}, a decision method D {0,1}N —
{0,1} maps n individual yes/no-decisions into a collective yes/no-decision. We shall
be interested in axiomatizing models based on a few specific decision methods. An
n-ary decision method D is a dictatorship if there is some individual d € N such that
D(x1,...,xp) = x4 for all x1,...,x, € {0,1}. Majority voting is the decision method
D where D(xq,...,x,) = 1iff [{xjlx; = 1}| > %n. Note that we have chosen here
for strict majority, but the axiomatization results to be presented later have their ana-
logues for weak majority, where for an even number of voters exactly half of the voters
will also suffice. Finally, we call D consensus voting provided that D(xy,...,x,) = 1
iffallx; = 1.

The terminology we applied to decision methods can also be lifted to collective
valuations. A model v € V¢ is n-systematic iff there is some n-ary decision method
D and there are n individual valuations vq,...,v, € Vi such that for all « € &,
v(Oo) = D(vi(),...,vy(x)). We denote the class of n-systematic models as SYS,,.
In systematic models, the group judgment on some formula will only depend on the
individual judgments concerning that formula. Furthermore, the way in which the
group judgment depends on the individual judgments is uniform for all formulas.
The class of all majority models, i.e., n-systematic models where the decision method
is majority voting, will be denoted as MA.J,, and the class of all consensus models
based on # individuals will be denoted as CON,. Finally, we let DZC denote the class
of all dictatorial models. Note that the arity of the decision method does not matter
in the case of dictatorships, so there is no need to specify the number of individuals
for dictatorships on the level of collective valuations.

Figure 1 summarizes the definitions of the different model classes. We occasionally
want to abstract over the number of individuals, using CON as an abbreviation for
U,,CON,,, and similarly for the other model classes. The relationships between the
different model classes are given in Theorem 1.

Theorem 1

1. DIC < MAT,,CON, C SYS,, for all n.
2. DIC = MAJ, = CONi and MAT> = CONo.
3. MAJ, L CON, for |®g| > 2andn > 3.
4. CON, £ MAJ, for |®g| = 2andn > 3.

Proof Properties 1 and 2 are easy to verify, we shall only demonstrate properties 3
and 4. For property 3, consider the situation of the discursive dilemma generalized
to n individuals, where there are individual valuations vy, ..., v, defined as follows:
vi(p) = 1iffi < %n + 1,andv;(q) = 1iffi > %n. If v € Vs the collective valuation
associated to majority voting, we have v(Op) = v(dg) = 1 while v(O(p A q)) = 0

SYS,  systematic v(DOa

DIC dictatorial  v(Oa
MAT, majority o(O«a
CON, consensus  v(Oa

=D(vi(a),...,vn(®))

= vo(a), for some vy € V;

= Liff [{i <nlvs(a) =1} > in
=1iffVi<n:v(a)=1

NGNS

Fig. 1 Model classes
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which shows that v ¢ CON, since O distributes over conjunction for consensus voting
(see axiom C in Sect. 3.2).

For property 4, we will show in the proof of Theorem 8§ that every collective val-
uation in M.AJ will satisfy axiom T introduced in Sect. 4. Hence, it suffices to show
that there are collective valuations based on consensus voting which fail to satisfy the
axiom. Consider n > 3 individual valuations vy, ..., v, such that we have v; # vy,
v1 # vz and vo # v3. Let v € V be the collective valuation associated with these
individual valuations under consensus voting. Then the following formula

=OL A =0y, vl A\ =OWil A =O=[vi]
i<n
is true in v. If v satisfied axiom T, this would imply that —OT is also true in v, a
contradiction. Hence, v cannot satisfy axiom T, and so v ¢ MAJ. O

3 Axiomatization results

We will now axiomatize a number of classes of models. Due to the link with non-normal
modal logic, our terminology shall be close to the one used in Chellas (1980). We
leave the most complex case of majority voting for later. Also, it will be instructive
to compare the axiomatization results obtained here with the characterization results
normally obtained in social choice theory. In order to facilitate this comparison, we
will also state the results obtained in a way that gets rid of logic terminology as much
as possible. The question we are asking then turns out to be this: what is a set of
necessary and sufficient conditions that guarantee that a set of collective judgments
can be the outcome of a particular voting procedure?

3.1 Systematicity

Systematicity is the minimal requirement which all our model classes share, so it is
instructive to see what axioms can enforce systematicity. Let E = {Oa < OB €
dc | o < B € pis a tautology}.

Theorem 2 V((E) = SYS,, provided n > 21%0l. Hence, E also axiomatizes SYS.

Proof Forsoundness, all axioms of E are easily seen to be true in any systematic model.
For completeness, suppose that v¢(E) = 1 for some collective valuation v, € V¢ and
that n > 2/%l. We need to find individual valuations vi,...,v, € Vi and a decision
method D such that v (Oa) = D(vi(a),...,vy(a)) for all @ € P1.

As for the individual valuations, we will assign every possible valuation v € V
to some individual, i.e., we will simply order all the valuations in Vi in some way,
assigning the first valuation to individual 1, the second to individual 2, etc. and the last
possible valuation to all the remaining players. Note that since n > 2!®0l_ there are
sufficiently many players so that every world view (i.e., valuation) will be represented.
As for D, we define D(xq,...,x;) = v.(Oa), in case there is some o € ®y such that
for alli < n we have vj(«) = x;, and we let D(xq,...,x,;) = 0 otherwise. Given that
ve(E) = 1, D is well-defined: if there is also a second formula 8 € ®; such that for all
i <n,vi(B) = x;, we know (since all valuations are present among the individuals)
that « and B are logically equivalent, so v.(O«) = v.(dB). By definition, we have
ve(@Da) = D(vi(a),...,vy(a)) for all @ € Pr. O
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We can identify a collective valuation v with the set of formulas collectively
accepted, i.e., with {¢|v(O¢) = 1}. Then with less logic terminology, we can restate
the content of Theorem 2 as follows:

A set of formulas X can be the outcome of systematic voting iff for every two
logically equivalent formulas « and 8, « € X iff 8 € X.

In other words, the result implies that if we are interested in systematic judgment
aggregation, group decision making is invariant under logical equivalence, i.e., within
a decision procedure ¢ which contains Co as a subformula, we can substitute (8 for
Oa provided that « is logically equivalent to 8.

Two further remarks concerning the result. First, the restriction that there are suffi-
ciently many individuals to express all the possible valuations (n > 2/®l) is only
needed to show completeness; soundness holds for an arbitrary number of individu-
als. Second, completeness does fail if there are not sufficiently many individuals. For
n = 1, the formula Op A O—p — Ogq holds in all systematic models, while there are
systematic models with n > 1 where the formula fails to hold. More generally, the
formula \/,y, (O[v] < O.1) holds in all systematic models if n < 21%0l whereas it is
easy to falsify the formula in a systematic model with n > 2/%0/, Hence the bound on
the number of individuals given in Theorem 2 is tight.

3.2 Consensus voting

Let EMCN or K denote the set of collective formulas containing E and all instances of
the following three axiom schemes:

M. O A B) = (Oa AOB)

C. QanOp)— OaAp)

N. OT

If, in addition, the axiom D —[J_L is added, we obtain the set of formulas KD.
Lemma 3 (Monotonicity) EM = Oa — U, provided a — B is a tautology.

Proof If « — B is a tautology, then so is @ < (a A B). Consequently, any model v
satisfying E will satisfy Oo <> O(a A ), and applying the M axiom v must also satisfy
Do — OB. o

Lemma 4 For any set ' C @y, if every finite subset of T is satisfiable, then so is .

Proof While this result is simply the compactness theorem for propositional logic
treated in most logic textbooks, in our case, the result can be obtained in a simpler
manner. Suppose that I is not satisfiable. Due to the fact that @y is finite, there must
be a finite 'y C I' such that for every « € I' there is some B8 € I'g such that « and 8
are logically equivalent. Hence, I'g cannot be satisfiable. O

Theorem 5 V(KD) = CON, providedn > 2101, Hence, KD also axiomatizes CON.

Proof The proof is analogous to the proof of Theorem 2. Soundness is easy to check,
and for completeness, let n > 2!®0l and suppose that v.(XKD) = 1 for some collective
valuation v, € V. We will construct individual valuations vy, ...,v, € Vy such that
ve(Da) = liff foralli < n we have vj(a) = 1.
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Consider the sets ' = {a € ®qjv.(Oa) = 1} and W = {v € Vi|Va : v.(Oa) =
1 = v(a) = 1}. Since v.(OT) = 1 by axiom N, we know that I" is nonempty. Also
W must be nonempty. For suppose to the contrary that W were empty. Then there is
no individual valuation satisfying all of I', and so by Lemma 4, there is some finite
o = {¥1,--.,Ym} C T such that A T'o — L is an individual tautology. By Lemma 3,
this implies that v.(O A Tp — OL) = 1, and by axiom C, v.((Oy; A ... A Oym) —
Ol) = 1. Consequently, v.(OL) = 1, a contradiction with axiom D. Hence, W is
indeed nonempty.

Now we will assign every valuation v € W to some individual, and since n > 2!®0l,
there are sufficiently many players to cover all valuations in W.

It remains to show that v.(O«u) = 1 iff Vi < n we have v;(o) = 1. First, if
ve(Oa) = 1, then we have v;(«) = 1 by definition of W for all i < n. Conversely,
suppose that v.(Oa) = 0. In this case it suffices to find a single individual valuation
v; € W such that v;(«) = 0. For this, it suffices to show that I" U {—«} is satisfiable.
Suppose again to the contrary that it is not, then by Lemma 4 there must be a finite
I'o = {(¥1,---»¥m} € T such that ATy — « is an individual tautology. Then by
Lemma 3 and axiom C, v.((Oy; A ... AOy,) — Oa) = 1, and hence v.(Oa) = 1,
a contradiction. Hence, I' U {—«} is indeed satisfiable, and so there must be some
individual valuation v; € W such that v;(a) = 0. o

As in the case of systematicity, completeness may fail if there are not enough
individuals present. The formula \/‘,EVI O[V1 — {v}] holds in all consensus models if
n < 2%l but not necessarily if n > 2/%0l Hence, also the bound in Theorem 5 is
tight. In terms of the formulas collectively accepted, Theorem 5 can be restated as
follows:

A set of formulas X can be the outcome of consensus voting iff (1) « € X iff
B € X, whenever « and B are logically equivalent, (2) T € X, (3) L ¢ X, and
AanpeXiffa e Xand B € X.

Note that this result does not say that a set of formulas satisfying the four conditions
mentioned must be the outcome of consensus voting. The set may equally well have
been obtained, e.g., by a dictatorship (recall Theorem 1).

Note that collective judgments that arise from consensus voting must be logically
consistent, but they may be incomplete, i.e., there may be a formula ¢ such that neither
¢ € X nor —¢ € X. This will be the case whenever there is neither a consensus for ¢
nor for —¢. Our next voting method, by contrast, will guarantee complete collective
judgment sets.

3.3 Dictatorship

Let MCY denote the set of collective formulas containing M, C and all instances of the
following axiom

Y. —a < O-a.

Note first that MCY |= E: Suppose that v(MCY) = 1. If ¢ < 8 € @y is an individual
tautology, then the collective formula ¢, obtained by replacing every propositional
atom p € ®¢ in a < B by Op, must be a collective tautology, and hence v(p) = 1.
But given the axioms v satisfies, v(¢) = v(Oa < OB), and hence axiom E is indeed a
logical consequence of MCY.

@ Springer [330]



Synthese (2007) 158:233-250 241

Furthermore, MCY = N: In the presence of axiom Y, —=(Cp ALO—p) must be valid and
using axiom C, —[J_L must be valid which yields N using again axiom Y. Note finally
that we also have MCY = D.

Theorem 6 V(MCY) = DIC, i.e., MCY axiomatizes DZC.

Proof Soundness is easy to check. For completeness, given a model v, € V satisfying
MCY, we simply need to find an individual valuation v; € Visuch thatv.(Oa) = vi(x)
for all « € ®1. Simply define vi(p) = v.(Op) for all p € ®y. We then verify by induc-
tion on « that vi(a) = v.(Oa) for all « € ®1. The base case holds by definition, the
inductive step for conjunction follows from axioms M and C and the inductive step for
negation from axiom Y. O

Intuitively, axioms M, C and Y together require the group decision to be logically
consistent. A dictatorship, being based on a logically consistent individual decision
maker, clearly satisfies these requirements. Conversely, any logically consistent group
decision can be represented by a dictatorship based on an individual who holds
precisely the group’s views. This reasoning is formalized in Theorem 6. Since in a dis-
tributive logic the OJ operator distributes over all connectives, there are no procedural
effects for dictatorship, i.e., no matter how a decision problem for a complex formula
is proceduralized, the outcome will always be the same.

Like for the other voting methods, we can also restate Theorem 6 in a more intuitive
manner:

A set of formulas X can be the outcome of a dictatorial voting process iff (1)
—oxeXiffoa ¢ X,and Q) Ap e Xiffo € Xand € X.

There is an immediate consequences we can draw from this characterization result:
it follows that sets of formulas that arise from dictatorial voting must not only be log-
ically consistent, but also complete, i.e., for any formula ¢, the collective must accept
either ¢ or —¢.

3.4 A simple example

Due to the axiomatization results obtained, we can now also easily derive some
intuitive consequences from the axioms considered so far. We will only give one sim-
ple example taken from Snyder (“An axiomatic approach to judgment aggregation.”
Unpublished manuscript, 2006).

Consider the set of axioms A = EMCDV, where V is the axiom scheme o Vv O—a.
These axioms express that decision making is systematic (E) and yields deductively
closed (MC) logically consistent (D) and complete (V) judgments. These axioms have
a high degree of normative appeal. However, it turns out that A = v: If v(O—-a) =
v(Ow) = 1, then by axiom C, v(O(—a A «)) = 1, so using axiom E, this means that
v(OLl) = 1, contradicting axiom D. Conversely, if v(—O«) = 1, by axiom V, we must
have v((O—«a) = 1 as desired.

This little argument showing that EMCDV = Y, and hence EMCDV = MCY, in
fact establishes that every collective valuation satisfying EMCDV must be in DZC,
by Theorem 6. This means that any systematic, consistent, complete and deductively
closed collective judgment set is obtainable from a dictatorship. This should not come
as much of a surprise, but it still serves to illustrate the simple deductive reasoning
that can be carried out with our language.
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This result also points out the difference between axiomatizing aggregation func-
tions and axiomatizing collective valuations, the output of aggregation functions.
An aggregation function analogue to our result would claim that an aggregation
function that is systematic and always produces consistent, complete and deductively
closed judgment sets must be a dictatorship. Such a result has been obtained in Pauly
and van Hees (2006), but is very different from the result we have obtained here for
collective valuations and much more surprising. Further comments on the relationship
between axiomatizing aggregation functions vs. collective valuations can be found in
Pauly (“On the role of language in social choice theory.” Unpublished manuscript,
2006).

4 Axiomatizing majority voting
4.1 Simple games with ties

In order to obtain a complete axiomatization of M.AJ we will make use of a charac-
terization result for simple games with ties. A simple game with ties (SGT, also known
as a prehypergraph with ties in Taylor and Zwicker (1992)) G = (N, W, T, L) consists
of a finite nonempty set of individuals N and sets of winning (W), tied (7') and losing
(L) coalitions, where W, T, € P(N) and these sets are pairwise disjoint. We call
an SGT (N, W, T, L) weighted iff there exists a weight function w: N — R and a
threshold or quota g € R such that for all X € N,

1. if X e Wthen> yw(k) > g,
2. ifXeTthen)  ywk) = g, and
3. if XeLthen) _ywk) < gq.

The UN security council and the original European Economic Community (EEC)
provide examples of weighted voting games. In the EEC, for instance, France, West
Germany, and Italy each had a weight of four votes, Belgium and the Netherlands
had two votes and Luxembourg one vote. Every motion which got at least 12 of the
17 possible votes passed.

We callan SGT G = (N, W, T, L) k-trade robust iff the following condition holds:
For all sequences of coalitions (X7,...,Xx) and (Y7q,..., Y) such that (1) for every
peN,|{i:peXi}| = |{i:peVYi}l,(2)foreveryi < kwehave X; € WU T, and (3)
foreveryi < kwehave Y; e LUT,wehave X; € TandY; € T foreveryi < k. Gis
trade robust iff it is k-trade robust for all k. Intuitively, suppose we have k non-losing
coalitions and k non-winning coalitions. The non-losing coalitions can be obtained
from the non-winning coalitions by trading, i.e., if an individual occurs x times in the
non-losing coalitions, he will appear also x times in the non-winning coalitions. In this
situation, all the coalitions involved must be tied.

Roughly speaking, trade robustness demands that you cannot move from a win-
ning situation (where all sets are winning or tied) to a losing situation (where all sets
are tied or losing) by simply trading members among the sets involved, unless all
these sets are ties. To illustrate the notion of trade robustness, consider the following
example: N = {1,2,3}, W consists of all sets containing two elements, 7 = {{1,2,3}}
and L contains all remaining sets. Then this game is not trade robust: Let X7 = {2,3},
X> = {1,3} and X3 = {1,2,3}, and so all these sets are tied or winning. By trading
members among the Xs, we can then obtain Y| = Y, = {1,2,3}and Y3 = {3}, all of
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which are tied or losing. Thus, this contradicts trade robustness since {2,3} is in fact
winning rather than tied. We can re-establish trade robustness by slightly changing
the game: simply take {1, 2, 3} to be winning rather than tied. In that case, the Y's given
fail to be a counterexample given that Y7 and Y, are now winning rather than tied.
The fact that this modified game is indeed trade robust will follow from the following
theorem and the observation that the modified game (in contrast to the original game)
is weighted: assign weight 1 to each element of N and take the threshold g to be 3/2.

The following combinatorial result due to Zwicker (pers. commun) generalizes a
result of Taylor and Zwicker (1992) for simple games (without ties). Since the com-
pleteness theorem for majority voting relies essentially on this highly non-trivial result,
we present its proof in the appendix in order to make the exposition self-contained,
and also because the proof has not been published before.

Theorem 7 (Zwicker, pers. commun) For any simple game with ties G = (N, W,
T, L), the following are equivalent:

(i) G is weighted.
(ii) G is trade robust.
(iii) G is 2k-trade robust, with k = 2N

4.2 Axiomatization

For the purposes of formulating our axiom system, it will be useful to define a number
of abbreviations referring to non-strict majority, ties, etc. We will use [>]¢ for Og
simply to remind the reader that our basic modality refers to strict majority. Further-
more, we define [=]g as =g A =O—g, [>]p as [>]¢ V [=]p, [<]e as —[>]¢ and [<]e
as ~[>]gp.

Let STEM denote the set of collective formulas containing M, E and all instances
of the following two axiom schemes

S. [>la = —[>]—«
T. ([Zley A ALzl ALSIBLA L ALSIB) =\ (=loi A =16)
I<i<k
where Vv e Vi: [{i:v(a) =1} = [{i: v(B) = 1}]
Axiom T is easily seen to express trade-robustness, and axiom S states that there can
be no strict majority for ¢ and its negation at the same time.

Theorem 8 STEM axiomatizes MAJ, i.e., Vc(STEM) = MAJ.

Proof As for soundness, all axioms except T are straight forward to verify. For trade-
robustness, consider a model v, based on individual valuations vy, . . ., v, and majority
voting. In order to obtain a contradiction, suppose that T is false in v, i.e., without
loss of generality, one of the majorities for some «; is strict. Then

Zva(ai) > k- %n > ZZVP(IBI')-

i<k p=n i<k p=n

But since the trading property Vv € V1 : [{i : v(e;) = 1}| = |{i : v(8;) = 1}| implies that
Zpsn i<k Vplai) = Zpsn 2 i<k Vp(Bi), we have a contradiction.

For completeness, consider any model v, € V¢ satisfying STEM, and consider the
simple game with ties G = (V1, W, T, L) where W = {Vi(a)|v.(dw) = 1}. For the tied
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and losing coalitions, we define L = {Vi(a)|v.(O—«) =1}and T = {Vi(e)|v.(Oo) =
ve(d—a) = 0}. Note that due to axiom S, sets W and L are disjoint, and hence G is
a well defined SGT. Axiom T guarantees that G is trade robust, and hence by apply-
ing Theorem 7 we know that G is weighted, with some weight function w: Vi — R
and some threshold g € R. We now proceed to show a few properties of the weight
function w and the threshold q.

First, we show that we can assume that g = % Zvevl w). Ifv.(Oa) = 1, Vi(a) €
W and Vi(—a) € L, and hence > ey @y =1 W) > @ > 2 cyii(@)=0 W), showing
that 3"y, =1 W) > 3 2 vey, W(v). The case where ve(O—a) = 1 is analogous.
Finally, if v.(Ow) = v.(O—-a) = 0, Vi(«) is a tie, and hence ZveVl:v(a):l wly) = q =
ZVGVI:v(a)zo w(v), ShOWing that Zveva(a):l w(v) = % ZVGV[ w(v).

Second, we show that we can assume the weight function to be nonnegative, i.c.,
for all v € Vi, w(v) > 0. We distinguish two cases. (i) Suppose that v is irrele-
vant, i.e., for all @ € @1, vo(Oa) = v.(O(x V [v])). In that case, the presence of v
never matters, and we can take w(v) = 0. (ii) If v is relevant, there is some « € &g
such that v.(Oa) # v (O(a Vv [v])). Using the monotonicity axiom M we know that
ve(Da) < ve(D(a Vv [v]), hence w(v) > 0.

Third, note that we can assume all weights and the threshold g to be integers.
Due to the discreteness of the domain of the weight function w, all weights and the
threshold can be assumed to be rational numbers, and hence we only need to multiply
these by a sufficiently high integer to obtain integer weights and threshold.

Hence, taking these three observations together, we know that there exists a weight
function w: V; — N such that

ve(@a) = 1iff > wm > %Z w).

veVrv(a)=1 veVy

Now we can consider as individual valuations vy, ..., v, precisely all those valuations
v for which w(v) > 0, and we let the number of individuals with world-view v equal
w(v). Hence, in total, we have ZA/EV[ w(v) individual valuations. If D is the decision
method of majority voting, then we have for all « € ®;

D(i(@),...,va() = 1iff S owm = D> wwiff vea) =1,

veViv(a)=1 veViv(a)=0

thereby showing that v, is a majority model based on individual valuations vy, ..., vj.
]

Note that in contrast to the previous axiomatization results, Theorem 8 does not
provide a characterization of M.A7,. Hence, the result is weaker than the others in
the sense that we do not know beforehand how many individuals there need to be.
The result can be thought of as a result in the limit. The model constructed in the proof
will usually have a number of individuals exponential in 2/®0!, since the weights and
quota obtained after transformation into integers may be exponential in 2!®0! (cf. the
results in Anthony (2003) on linear threshold units).

Finally, we also restate Theorem 8 in an alternative manner. Due to the need to
distinguish weak from strict majorities, we will let A = {«|v(O«a) = 1} stand for
the formulas accepted by the group, R = {«|—«a € A} for the formulas rejected, and
T = {a|la ¢ AU R} for the formulas neither rejected nor accepted (ties). Then we
can formulate Theorem 8 as follows:
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Consider sets of formulas A, T and R representing the formulas collectively
accepted, tied and rejected, respectively. These sets can be the outcome of
majority voting iff (1) « € A iff B € A, provided « and g are logically equivalent,
2)ifanpBeAthena € Aand 8 € A, (3) if @ € A then -« € A, and (4) for
all sets of formulas Xi,..., Xy and Yq,...,Y, if foralli < k, X; € AUT and
Yie TUR,and forevery v, [{i: v € X;}| = |{i : v € Y}}|, then for all i < k we
must have X;,Y; € T.

Note that for majority voting, collective judgment sets need to be neither complete
(due to the possibility of ties in case there are an even number of voters) nor logically
consistent (as the discursive dilemma illustrates).

5 Conclusion

The present paper has provided axiomatizations of the possible outcomes of majority
voting, consensus voting and dictatorship in the context of judgment aggregation.
In other words, given a set of formulas X, these results tell us when X can arise,
for instance, from majority voting. In contrast to standard axiomatization results in
social choice theory, all axioms are expressed in a formal logical language (similar to
modal logic), a language which is syntactically minimal in the sense that the language
only allows for expressing what propositions have been accepted or rejected by the
collective.

With respect to majority voting, the result obtained differs both from the classic
result of May (1952) and from more recent attempts to define a modal logic of majority
(Pacuit & Salame, 2004). The logic of majority considered in Pacuit and Salame (2004)
aims at adding a majority operator to graded modal logic. The models considered are
standard Kripke models rather than the models considered here, and infinite models
are allowed. Furthermore, the language considered is much richer than the minimal
language considered here, and no comparison between different voting procedures is
made. As a consequence, the results obtained are at present more relevant to modal
logic than to the axiomatization of judgment aggregation considered here.

When comparing Theorem 8 to May’s classic characterization of majority voting
(May, 1952), a number of differences become apparent. First, we focus on judgment
aggregation rather than preference aggregation. Secondly, we did not axiomatize
aggregation rules but rather collective valuations, instances of aggregation rules, col-
lective opinions that may arise based on majority voting. The third and most important
difference, however, is the use of a formal logical language to express our axioms. The
advantage of this approach is that different axiomatizations can be compared along
a new dimension, namely the richness of the language used in the axioms, or more
generally, the concepts expressible in the formal language. In fact, it even becomes
possible to show that something is not axiomatizable using a certain set of concepts,
i.e., using a particular formal language. This issue of informal vs. formal language as
well as the question what semantic concept to axiomatize both concern the method-
ology of social choice theory, discussed in detail in Pauly (“On the role of language in
social choice theory.” Unpublished manuscript, 2006).

There are a number of open issues arising out of the results presented in this
paper. First, Theorems 2 and 5 require a minimum number of individuals to be pres-
ent. If there are too few individuals, additional properties hold, as we showed. In
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other words, the axiomatization given is complete only for a big group of individuals.
While these two result provide a bound, Theorem 8 is really a result in the limit. A
closer analysis of the proof can yield an upper bound (Perry, L. “Strengthening the
axiomatization of majority voting in MJAL.” Unpublished manuscript, 2006), but this
upper bound is extremely high. It remains to find out whether a smaller bound can be
found and whether any interesting additional axioms become valid for small groups
of individuals.

Second, we implicitly assumed that the agenda, i.e., the set of propositions con-
sidered by the decision makers, includes the whole language. This choice was mainly
made for the sake of mathematical elegance. But while there are certainly important
cases where this assumption is not unrealistic (e.g., merging large databases), in many
practical situations, both the individuals and the group will only care about a relatively
small number of propositions. Hence, we could introduce the agenda as an explicit
parameter into the model and results.

Third, one might want to consider 3-valued rather than 2-valued logic. This would
allow individuals to abstain on propositions, where the third truth value represents
abstention. More generally, the framework may be generalized from propositional
logic to a very abstract logical framework like the one used in Dietrich and List
(forthcoming), which also covers predicate logic and modal logic. This would allow
us to model cases of judgment aggregation where the propositions involved are more
complex.

Acknowledgements I would like to thank Bill Zwicker for his permission to incorporate Theorem
7 together with its proof into the paper, and Christian List, Franz Dietrich, Josep Freixas and three
anonymous reviewers for their helpful comments and suggestions.

Appendix

The following theorem generalizes the result in Taylor and Zwicker (1992) from simple
games to simple games with ties. The proof closely follows Zwicker (pers. commun).

Theorem 7 For any simple game with ties G = (N,W,T,L), the following are
equivalent:

(i) G is weighted.
(ii) G is trade robust.
(iii) G is 2K-trade robust, with k = 2N,

Proof (i) = (ii): Consider a weighted game G = (N, W, T, L) with weight function
w and quota q. Suppose that there are two sequences (X,...,Xy) and (Yq,..., Yy)
which satisfy the antecedent of the trade-robustness condition. Since w(X;) > g and
w(Y;) < q for every i, we have ¢ < % 2 WX = % 2i<kw(Yi) < q, where the
equality is due to the fact |{i : p € X;}| = |{i : p € Y;}| for every p € N. Hence, the
average weight of the X's and the average weight of the Y's are both g. But then if
some X; were actually winning, the average weight of the X's would have to be strictly
bigger than ¢, analogously if some Y; were actually losing.

The proof that (ii) = (iii) is trivial, so it only remains to show that (iii) = (i). We
inductively construct the weighting in such a way that at each stage, the unweighted
part N — A acts like it is reasonably trade robust, and the weighted part A behaves as
if it were part of a correct weighting. The following definition formalizes this. O
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Definition Suppose that G = (N, W, T, L) is a simple game with ties where N =
{1,...,n}.If A € N and f: A — R, then we call f trade robust for A iff the following
holds: Whenever k < 2%, wheres = 2IVI=141—1 and (X;UY,..., X, UY}) and (X]U
Yi,..., X UY)) are two sequences of (not necessarily distinct) coalitions satisfying

1) Vi<sk: XinYi=X/NnY, =0

() Vi<k:Y,Y/CA

B) Tt Xperi S @) = T peri FO)

(4) YpeN: [{i:peXi}l=Wi:peX}

(5) Yi<k: X;UY;eWUTandX/UY/ e LUT,
then

(A) Vi<k: X;uY;eT

(B) Vi<k: X/UY|eT

(C) Zf'{:l ZpeYif(p) = 25;1 ZpeY[-’ f(p)

Note first that if G is 22" trade robust, then the empty function is trade robust for
A = . Second, if G is trade robust for A = N, then G must be weighted. To see this,
observe that G is weighted if winning coalitions weigh more than both tied and losing
coalitions, tied coalitions weigh more than losing coalitions, and all tied coalitions
have the same weight. In this case, one may choose the quota g as the weight of a tied
coalition, thereby showing that G is weighted. Now if G is trade robustfor A = N, we
can apply the definition for k = 1 to the sequences (4 U Y1) and (U Yi) in the cases
just mentioned, e.g., with Y1 € W and Y{ € T. Given these observations, in order to
prove the theorem, it suffices to show the following:

MaIN CLaM: Suppose that G= (N, W, T, L) is a simple game with ties, AC N, f is
trade robust for A and a € N — A. Then there exists a ¢ € R such that f U {(a,¢)} is
trade robust for A U {a}.

The idea behind the following argument is that when a real number fails to be an
appropriate weight for the new individual a to be added, it can be classified as being
either too light or too heavy. After showing that every failure is indeed either a low
or a high failure (but never both), a number of claims are proved about these failures.
In the end, we will have shown the existence of a weight which is less than all the high
failures and greater than all the low failures. We now proceed to make this argument
precise.

We call a number ¢ € R a low failure of type A if there exist sequences (X; U
Yi,..., X UYy) and (X]UY7, ..., X, UY}) showing that fU{(a,c)} is not trade robust
for AU {a} such that |{i : a € Y;}| > |{i : a € Y]}|, clauses (1)—(5) of the definition are
satisfied, and clause (A) of the definition is violated. Intuitively, ¢ is chosen too low as
a weight for a, and this is exploited in the witnessing sequences by using a excessively
in the winning coalitions. Low failures of type B and C are defined similarly; a number
can be a low failure of more than one type. Finally, we analogously define a high
failure of type A, B and C, if violating sequences exist with the inequality reversed.

Cramv 1: Every failure is either a high or a low failure.
Proof: Suppose c is a failure, but neither high nor low. Then if two sequences of
coalitions witness the failure, there is an equal number of a among the Y; and the Y;.
But then the occurrences of a can be shifted from Y; to X; and from Y] to X] with
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conditions (3) and (4) of the definition preserved. This would show that f is not trade
robust for A, a contradiction.

CLAM 2: ¢ € Ris a low failure iff there are witnessing sequences for which a occurs
in none of the Y7.
Proof: Given any two sequences showing that c is a low failure, shift each occurrence
of a among the Y] to X/, and an equal number of occurrences of ¢ among Y; to
X;. Again, this modification preserves (3) and (4) of the definition, so the resulting
sequences are as desired and still witness the low failure of c.

CrLam 3: ¢ € Ris a high failure iff there are witnessing sequences for which a occurs
in none of the Y;.
Proof: Analogous to the proof of claim 2.

Cram 4: If ¢ € R is a low failure and ¢’ < ¢, then ¢’ is also a low failure.
Proof: Sequences witnessing a low failure ¢ will also witness a low failure ¢/, given that
condition (3) is preserved by decreasing the failure.

Cram 5: If ¢ € Ris a high failure and ¢’ > ¢, then ¢’ is also a high failure.
Proof: Analogous to the proof of claim 4.

Cram 6: No failure can be both a high and a low failure.
Proof: Suppose that c is a low failure of type « as witnessed by

(X1UY1,..., X UYy) and (X] U Y],..., X, UY}),
chosen as in claim 2, and a high failure of type 8 as witnessed by
(U1 UVy,...,U0UV))and (U UVY,..., U UV))

chosen as in claim 3. Note also that k,/ < 2? with z = 2IN-(AVEDI _ 1 Tet|{i:a €
Y}l =sand|{i:a € Vj}| = t. We now construct two new sequences of coalitions, first
the sequence of unprimed coalitions where we repeat each unprimed coalition X; U Y;
t times and U; U V; s times, second the sequence of primed coalitions where we repeat
each primed coalition X] U Y] ¢ times and U; U V] s times. In these new sequences, a
occurs s -t times among both Y; and V;, and not at all among Y7 and V;. Hence, we can
shift a from the Ys to the X;s and from the Vs to the Ujs while preserving conditions
(3) and (4) of the definition. Also, a violation of condition (A), (B), or (C) by the
original sequences will carry over to the new combined sequences. Finally, the length of
the new sequences is at most 2- (22)2, where z = 2/N~=(AYlaDl _1 which is equivalent to
2% withw = 2IN=A4l_1. Consequently, f cannot be trade robust for A, a contradiction.

IN|

Cram 7: Let ¢ = 2-22"". ZpeA If(p)|. If ¢ > c, then ¢ is not a low failure. If
/

¢ < —c, then ¢ is not a high failure.
Proof: Assume that ¢’ is a low failure with ¢’ > ¢ and witnessing sequences chosen as
in claim 2. Since a appears among the Y; but not among the Y7,

k k
33 > =2 > el = 2V S el = S ),
i=1 peY; peEA PEA i=1 peY}

thus contradicting condition (3). The argument for the case where ¢’ < —cis analogous.
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Cram 8: The low failures are bounded above, and hence there is a supremum ¢y, of
the low failures. Analogously, the high failures are bounded below, and hence there
is an infimum cy of the high failures.

Proof: A direct consequence of claim 7.

Cram 9: If ¢7, is the supremum of the low failures of type A, then ¢y, is itself a low
failure of type A. The same holds for low failures of type B.
Proof: Since we have a bound on the length of coalition sequences, only finitely
many can witness failures. Hence, there must be a sequence ¢; < ¢ <
converging on ¢, for which there is a single pair of coalition sequences witnessing
that each c; is a low failure of type A. But this means that we have Zf-‘zl pev, () =

Zf';l > pey! f(p) for each ¢; = f(a), and so the inequality must still hold for f(a) = c..
Hence, c¢;, must be a low failure of type A. The case for failures of type B is analogous.

Cram 10: If ¢z, is the supremum of the low failures of type C, then ¢y is itself
not a low failure of type C. Instead, there is a lower margin witness pair of coalition
sequences for A U {a} and f U {(a, c)} satisfying conditions (1)—(5) of the definition
such that [{i:a e Y}| > [{i:a e Y}

Proof: If ¢ were a low failure of type C, then by continuity, there is also some suffi-
ciently small ¢ > 0 such that ¢; + ¢ is also a low failure of type C, contradicting
our assumption that ¢y, is the supremum. Like in claim 9, there must be a sequence
c1 < ¢ < ...converging on cz, for which there is a single pair of coalition sequences
witnessing that each ¢; is a low failure of type C. This now means that we have

]-‘: fp) < ]-‘: , f(p) for each ¢; = f(a), and so the weak inequalit
i=1 £LupeY; i=1 LupeY] ] q y

Zf;l Zpeyif(p) < fozl ZpeY,-’f(P) must still hold for f(a) = cr. Since ¢z, is not a
low failure of type C, this inequality cannot be strict for f(a) = cr. Hence, the pair
of coalition sequences is a lower margin witness.

Cram 11: If ¢y is the infimum of the high failures of type A, then cy is itself a high
failure of type A. The same holds for high failures of type B.
Proof: Analogous to the proof of claim 9.

Cram 12: If ¢y is the infimum of the high failures of type C, then cp is itself not
a high failure of type C. Instead, there is an upper margin witness pair of coalition
sequences for A U {a} and f U {(a, cyy)} satisfying conditions (1)—(5) of the definition
suchthat [{i:ae Y} < {i:aeY}}.
Proof: Analogous to the proof of claim 10.

To complete the proof of our main claim, we consider four different cases depend-
ing on whether ¢, and cy are themselves failures.

Case (i) Assume that ¢y, is a low failure and cp is a high failure. Then the high failures
constitute an interval closed on the left and the low failures constitute a disjoint inter-
val closed on the right. Hence, there is an open interval between the two which contains
real numbers that are not failures and that can be chosen as a suitable weight for a.

Case (ii) Assume that ¢y, is not a low failure and ¢y is not a high failure. Then the
low failures constitute an interval open on the right, and the high failures a disjoint
interval open on the left. Hence, there is a nonempty closed interval between the two,
and so there must be at least one point which is not a failure.
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Case (iii) Assume that ¢ is not a low failure but ¢y is a high failure. Then ¢y must
be a high failure of type A or B, and c; must be the supremum of low failures of type
C. It suffices to show that ¢; < cy for obtaining a nonempty half open interval of val-
ues which are not failures. In order to obtain a contradiction, suppose that ¢;, = cp.
Suppose that

(X1UYq,...,. X UYy)and (X] UY],..., X UY)),
chosen as in claim 2, serve as a lower margin witness for ¢y, and
(U1 UVy,...,UUV))and (U UVY,..., U UV)),

chosen as in claim 3, witness that cy is a failure of type A or B. Now apply the con-
struction of claim 6, multiplying, combining and shifting a from the Y; to the X; and
from V] to the U]. The combined system satisfies conditions (1)—(5) of the definition,
and fails to satisfy (A) or (B), depending on the type of failure of cy;. Consequently,
f cannot be trade robust for A, a contradiction.

Case (iv) Assume that ¢y, is a low failure but ¢y is not a high failure. Then the proof
is analogous to case (iii). |
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