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In his 1993 book, Discovery and Explanation in Biology and Medicine, Schaffner
compared the merits of two models of intertheoric reduction: the Causal Mechanical
(CM) model and the General Reduction Replacement (GRR) model. The GRR
model, a modified version of Nagel’s model of intertheoric reduction,! was seen as
the “appropriate framework in terms of which deeper logical questions”, like the
establishment of synthetic identities, “could be pursued” (1993, p 498); while the CM
model, according to Schaffner, could “not be the whole story” by any means because it
was occluding “important deep structural issues such as specific points at which iden-
tities need to be formulated between levels” (1994, p 293). In the Paris’ conference
on Reduction and Emergence, Schaffner made the following comment concerning his
GGR model:

“The GRR model, itself an extension of the Nagel model, is more suited to fully
axiomatized sciences, of which there do not appear to be any” (emphasis added).

It is not clear how to understand this statement. Should we conclude that Schaffner
has significantly moved away from the GRR model, i.e. should we interpret him as
now viewing it as a model of situations that never occur? In a way, “yes”. But this
has always been the case as Schaffner has presented GRR as forcing actual ongoing
reduction into a “rational reconstructive” mode (1994, p 336):

“The GRR is [...] useful in providing us with a kind of systematic summary and
regulatory ideal, but it should not in general be confused with the process of estab-
lishing reductions in the ongoing elaboration of connections that typically unite the
reducing and the reduced theory” (1993, p 497; my emphasis).

1 The modification is intended to avoid the derivability problem faced by Nagel’s theory, that is, the
fact that most cases of actual reduction would imply deriving a false theory from a true one as in the
case where the lower-level theory corrects the higher-level theory
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A more plausible interpretation of Schaffner’s statement is that his optimism about the
prospects of systematic reduction in the biomedical sciences has dwindled over the
past few years. Reduction, when it occurs at all (see for instance his doubts about
the reduction of behavior to genes in his 1998), is local and patchy or as he puts it,
“creeping”. For this kind of reduction, the CM model is more adequate. “Sweeping”
reductions are a “myth” so there is no need to lose time constructing a model of
reductions for a never-to-be completed science.

According to the CM model, reduction occurs when a phenomenon at one level of
aggregation is explained by reference to mechanisms described at a lower level. The
CM model abandons the idea that reduction occurs between theories and involves
synthetic identities between entities and properties at different levels. On the CM
model, reduction consists in identifying causal relations between lower-level mecha-
nisms and higher-level processes: mechanisms occurring at the lower-level are causally
responsible for the phenomena occurring at the higher-level. If CM seems better at
describing the process of establishing reductions, up to recently Schaffner has been
reluctant to abandon GRR altogether, as Wimsatt (1976) once suggested him. One
reason he invoked at the time to motivate his decision was that proponents of this
model have used “mechanism” as an unanalysed term. Times have changed. The
neo-mechanists are now providing such an analysis (Machamer, Darden, & Craver
2000; Craver 2002; Glennan 2002) and their position is gaining a certain momentum
in philosophy of science as it is seen as providing a more adequate description of how
science “in the wild” is practiced (I borrow the phrase from Craver 2002).

What I would like to do in the rest of this paper is to quickly summarize the neo-
mechanistic position and to try to apply some of its insights to the understanding
of psychopathology, a domain Schaffner has explored lately in several papers (2001,
2002; see also his 1992). In doing so, I hope to show some possible avenues to explore
by a mechanistic philosophy as well as some of the limits of this approach for reduc-
tionist philosophy. My remarks won’t be critical of Schaffner’s effort to contribute
to a truer description of scientific explanation “in the wild” for instance, through his
notion of “field elements” and “preferred model system”), for I think that his account
is quite adequate.

As defined by Machamer et al. (2000), “mechanisms are collections of entities and
activities organized in the production of regular changes from start or setup condi-
tions to finish or termination conditions” (p 3). Mechanisms exhibit what they call
“a productive continuity”, that is, a sequence of steps without gap going from the
setup conditions to the termination conditions. Together, the entities and activities
are organized to produce something, the molar behavior of the mechanism.

A mechanical explanation works by providing a mechanical model or schema of
the molar behavior of the mechanism. Such a model includes: “(1) a description of the
mechanism’s behavior; and (2) a description of the mechanism which accounts for that
behavior” (Glennan 2002, p 347), the latter is understood as describing the “guts of
the mechanism”. An ideal explanation would give us a description of the mechanism
without gap in productive continuity. In practice, a complete explanation is rarely
available at first, what we have instead is a mechanistic sketch, a partial description
of the mechanism, with gaps to be filled by further research.

Craver (ms) distinguishes between two kinds of explanation (in fact three, but
for reasons of space, I won’t present the third one here): constitutive explanation
and etiological explanation. Constitutive explanations are explanations “that pro-
ceed by describing internal mechanisms—organized lower (—1) level activities and
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entities—by virtue of which some aspect of the complex 10 [input-output] func-
tion is produced” (Craver ms). Kandel’s molecular cartoon explaining the working
of memory (the distinction between short and long-term memory for instance) is an
example of this type of explanation. Etiological explanations are “are typically offered
in response to questions concerning the origins of some item, its path of development,
or its historical trajectory” (Craver ms). Etiological explanations describe the working
of etiological mechanisms, that is, “the organized entities and activities antecedent to
and productive of the phenomenon to be explained” (Craver 2002, p 70). The expla-
nation of the development of certain types of behavior in Caenorhabditis elegans as
described by Schaffner (1998) is an example of etiological explanation.

Schemata often describe mechanisms organized in multi-level hierarchies, where
one higher level activity is realized by a lower level mechanism whose activities are
realized by still lower-level mechanisms, “with the important additional restriction
that lower-level entities and activities are components of higher-level mechanisms”
(Craver & Darden 2001), so that the relation is not simply a “brute” part-whole rela-
tionship (like you would have in a relation between the grains of sand and a pile of
books the particular books that constitute it).

Finally, explanations are bottoming-out when a further description is seen as unnec-
essary, unavailable or inappropriate. The decision of bottoming-out is a pragmatic one
and we can expect that different scientists belonging to different fields or traditions
decide to bottom-up at different level. This is not only due to limitation of knowledge,
but also to the kind of questions addressed.

This question of the level of bottoming-out is a good place to make a first remark
concerning reduction. If the level at which the inquiry stops is determined by the type
of questions one is asking, attempts at reduction are more motivated by preferences
concerning the place where to look for an answer (preferences that may be motivated
theoretically or more pragmatically) than by ontological motives of the type postu-
lated by the logical positivists (need for reduction or unification of science). And it
is not obvious at all that the answers will always require the scientist to look down.
For instance, it seems that psychiatry has recently been interested in identifying the
biological substrates of mental disorders like schizophrenia, autism and ADHD. But
this means something different for different researchers. Some are trying first to iden-
tify at a quite abstract level the cognitive systems that are defective in patients with
mental disorders. Chris Frith, for instance, explains delusion of control and voices
in schizophrenia by invoking a problem with the mechanism in charge of monitoring
movement (Frith 1992), and then tries to locate the defective structure underlying that
function (like the cerebrellum, Wolpert, Miall, & Kawato 1999). Some are looking
for defective genes and try to reconstitute the story from the genes up.? Others, not
necessarily denying the fact that genes are involved and that cognitive systems might
be defective because of those genes, are underscoring instead the role of the environ-
ment in the production of the defective phenotype. Panksepp (1998), for instance, has
proposed that Attention Deficit Hyperactivity Disorder (ADHD) might be the result
of the fact that certain individuals need to play more than others and since this is
not always possible in our regimented society, they develop a pathology of attention
(the most compelling hypothesis is that ADHD symptoms tend to emerge from some
type of slow development or dysfunctions of the frontal lobe, which is in charge of

2 This strategy has encountered many problems, some of which caused by the interpretation of the
results of some methods (like twin studies, see Robert 2000), some other by the fact that the diagnostic
of schizophrenia does not seem to capture a natural kind (see Poland 2006; Schaffner 2002).
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executive functions related to attention, planning and social sensitivities). If Pank-
sepp is correct and if he can show that play therapy works by increasing attentional
behavior (see his 2003) and if we had the means and will to implement that ther-
apy, I bet that environment-oriented research would gain momentum in that domain.
Reflecting on a similar case, Schaffner (1994) concludes that the reference to the
environment is not an argument against in-principle reductibility, with which I agree.
To use a term he introduces in his article in this volume, it is at most an argument
for pragmatic emergence, for it is thinkable, and surely desirable, to discover how
the interlevel causal interaction —the playing of the infant contributes to a functional
frontal lobe —is implemented at the biomolecular level, but I see no reason why this
level should be given any ontological precedence. What reduction achieves in this
case is render more intelligible the high-level phenomena, not getting rid of them.
We still might want to understand all the factors involved in the production of the
disorder (why are certain persons more likely to suffer from ADHD). In a case like
Panksepp’s, we have to take an “augmentationist” stance instead of a “reductionist”
one: our explanation does not consist in going down one level, but going up one level
to include the environment (cultural or social, depending on the case) in which the
organism lives, then it can move down again. A very similar case could be made for
memory (the conclusion of this case seems more radical though). You might want to
go down to the molecular level of implementation to explain the difference between
short-term and long-term memory and go to the system level to explain why H.M.
has troubles with his anteretrograde memory. But there would be no need to go down
to the molecular level to explain why we remember better informations that are pre-
sented in a story-like fashion than randomly or why old couples remember more of
their common life when asked together and can help each other out than when asked
individually.

A second remark can be made using psychopathologies as an example. Progress
can take many forms in a mechanistic model. It can happen by (1) replacing or
reshaping the high-level phenomena to be explained; by (2) finding that a phenom-
enon X is explainable by a type Y of mechanisms (without knowing precisely which
one); by (3) discovering part of the mechanism Y that explains the phenomena X; by
(4) going from a mechanistic sketch to a complete schema; by (5) discovering a
still lower mechanism to explain the activities of a lower-mechanism. I want to pro-
pose another way in which progress can come about. We talked earlier about two
types of mechanistic explanations: constitutive explanation and etiological explana-
tion. It seems that progress in some domains can be seen as a switch from one type
of explanation to the other. For instance, Karmiloff-Smith (1998) has recently crit-
icized neuropsychology for having adopted a constitutive explanation approach in
the case of developmental disorder. Take for instance the way autism is traditionally
conceived. Developmentalists (Baron-Cohen 1995; Leslie & Scholl 2001) and evolu-
tionary psychologists (Cosmides & Tooby 1995) are seeing autism as the breakdown
of an innate theory of mind mechanism (ToMM).? They thus see autism on the model
of adult neuropsychopathology, that is as the breakdown of one module (ToM) with
other modules unaffected (Shallice 1988). A similar story would apply for William
syndrome where children have defective spatio-constructive abilities, as well as in
problem resolution, planification, and numerical cognition but would have otherwise

3 For instance Carruthers (1996, p 258) who wrote: “Autism represents a developmental failure of
innate, isolable component of the mind which embodies a theory of the nature and operations of
mind”.
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intact face recognition and language abilities, or for schizophrenia where the system
of action monitoring is thought to be impaired (Frith 1992).

Karmiloff-Smith’s project is to oppose the picture of intact and damaged modules
(what she calls the “localization” picture) by re-injecting development in neuropsy-
chology. Karmiloff-Smith bases her proposal on data coming from developmental cog-
nitive neurosciences (she develops a point of view quite compatible with Schaffner’s
work on development 1998). Data from developmental cognitive neurosciences, she
writes, suggest that “genes that are expressed in neocortex tend to do so throughout
most regions, resulting in a similar six-layer structure and a similar overall pattern of
intrinsic connectivity. Combinations of neuroanatomical features, cortical layers and
brain cytoarchitectural regions are found to be remarkably similar in all regions of the
brain from birth to 72 months” (Karmiloff-Smith 1998, p 397). To make a long story
short (for a more developed story see Johnson 1999; Quartz 1999), the cortex, where
many of the modules postulated by neuroscientists are supposed to be, goes through a
process of progressive specialization (and focalization of its activity) or “modulariza-
tion”. For instance, perception of faces goes from very crude representation of faces
(blob faces) to more sophisticated (6-month olds can recognize particular human
faces as well as particular monkey faces and show similar psychophysical effects, like
the inversion effects, see Johnson 1999) to still more sophisticated (older kids can’t
recognize monkey faces as well). At the same time, the part of the brain in charge of
recognizing faces moves from the superior colliculus to the cortex where at first many
areas are activated at the view of a face, until this capacity is taken in charge uniquely
by the fusiform gyrus (this is what Johnson calls an “increasing restriction of fate”
(1999, p 420)). Indeed what developmental cognitive neuroscientists are showing is
that the environment (the presence of human faces in the infants’ environment) and
the activity of the organism play a very important role in shaping his brain (again
here, the complete explanation of how we end up with a face recognition system
would require to take an ‘augmentationist’ stance).

In the light of these data, Karmiloff-Smith proposes that we should see develop-
mental disorders as “different developmental trajectories caused by initial differences
at a neurocomputational level (caused by gene mutation or delation*). Thus, there
might be differences in the microcircuitry of the brain or the firing properties of
neurons, as opposed to discrete lesions to particular large-scale brain structures or
pathways” (Karmiloff-Smith & Thomas 2002, p 293). In this approach, delation or
mutation of genes will “have stronger effects on some outcomes and weaker effects
on others. A totally specific disorder will, ex hypothesi, be extremely unlikely, thereby
changing the focus of research in pathology” (Karmiloff-Smith 1998, p 390). This is
indeed what she found when she started looking more closely at William syndrome
children. She found that what looked like intact capacities where indeed results of
compensation from a plastic brain: for instance, William syndrome kids are not using
the same holistic strategies to recognize faces (they are better at recognizing faces
identified by single features than faces requiring to compute configurations of fea-
tures) or they show atypicalities in language development (they learn the lexicon in

4 “Genes that affect brain development relatively early are likely to have wide cascading effects,
often resulting in severe mental retardation [. . .] genetic defects that have their influence late in brain
development are likely to affect those part of the brain that show the most prolonged growth, such
as the cerebral cortex. [...] [they] are likely to specifically affect [...] dendritic and synaptic devel-
opment [that] take place after cell migration in all brain structures [...]” (Johnson, Halit, Grice, &
Karmiloff-Smith 2002, p 524).
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a way different from normals and show difficulties in processing embedded relative
clauses for instance).’> The disorder has much more blurry borders than was thought
by traditional neuropsychologists. Progress here came from abandoning one type of
explanation for another. This forces to rethink the distinction between the “field ele-
ments” and the “preferred model system”. What seems to happen in this case is a
proposal by Karmiloff-Smith to reject the “Field Preferred Model System” for one
more consistent with brain and cognitive development data.

There would be more to say about how this neuropsychological model of develop-
ment challenges some forms of reductionism (the idea that there is a gene for grammar
or that TOMM’s mechanism and representational content is coded in the genes; Leslie
and Scholl 2001), but I’ll leave that for another time. All I wanted to do today was to
propose some reflections on the neo-mechanistic model now adopted by Schaffner.
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