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Abstract

The strong Slater condition plays a significant role in the stability analysis of linear semi-
infinite inequality systems. This piece of work studies the set of strong Slater points, whose
non-emptiness guarantees the fullfilment of the strong Slater condition. Given a linear
inequality system, we firstly establish some basic properties of the set of strong Slater
points. Then, we derive dual characterizations for this set in terms of the data of the system,
following similar characterizations provided also for the set of Slater points and the solution
set of the given system, which are based on the polarity operators for evenly convex and
closed convex sets. Finally, we present two geometric interpretations and apply our results
to analyze the strict inequality systems defined by lower semicontinuous convex functions.
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1 Introduction

This paper deals with the set of strong Slater points of a linear inequality system in R” of
the form

o:={{ar,x) <b, 1 €T}, ey
where (-, -) denotes the standard inner product in R”, T is an arbitrary (possibly infinite)
non-empty index set, and the coefficients are given by two functions a : T — R”" and
b: T — R,being a; := a(t) and by := b(t) forall t € T. It is said that x € R” is a strong
Slater point of o if there exists & > 0 such that (a;,x) + ¢ < b, for all t € T. We shall
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denote by Fsg the set of all the strong Slater points of o and, when this set is non-empty, it
is said that o satisfies the strong Slater condition.

Additionally, the system o is said to satisfy the Slater condition if there exists x € R”
such that {(a;,x) < b, forall t € T and, in such a case, x is called a Slater point of o. It
is obvious that any strong Slater point of ¢ is also a Slater point, that is, the fulfillment of
the strong Slater condition is sufficient for o to satisfy the Slater condition. However, both
conditions are not equivalent in general. In [3, Lemma 3.2], Christov and Todorov proved
that the equivalence holds provided that o is a continuous linear system, that is, o is a
system as in Eq. 1 such that T is a compact Haussdorff topological space and the parameter
functions a and b are continuous on 7.

The Slater condition was used by Brosowski [2] and Fisher [7] in order to characterize
a certain stability property (the lower semicontinuity) of the solution set mapping for the
class of consistent continuous linear systems. In [18], by replacing the Slater condition by
the strong Slater one, Helbig obtained the counterpart of Brosowski and Fisher characteri-
zation in a more general case, with T being an arbitrary topological space but keeping the
continuity of the parameter functions a and b. In [12], the authors considered the most gen-
eral setting for the system o, when both the index set 7' and the parameter functions a and b
are arbitrary, and they obtained six different equivalent conditions to the strong Slater con-
dition, connecting this property with the main known stability concepts (see also [14]). One
of them, introduced by Robinson [22], is related to the existence of error bounds for the dis-
tance between a solution of the system o and the solution set of a certain system obtained
by applying sufficiently small perturbations on the data of o. More precisely, in [12, Theo-
rem 3.1] the authors provide an error bound which depends on a strong Slater point X of o
and on the positive scalar ¢ associated to x. We refer to [21, 25] for applications in nonlinear
convex inequality systems.

The main objective of this paper is to study the set Fgg of strong Slater points of the
linear inequality system o. Section 2 deals with the relationships between Fsg, the set of
Slater points, and the solution set of o. We obtain, in Section 3, dual characterizations for
the set of strong Slater points in terms of the data of o, following similar characterizacions
provided also for the set of Slater points and the solution set of the system, based on the
polarity operators for evenly convex and closed convex sets, and analyze conditions under
which Fgg is contained in a weak/strict halfspace. Section 4 is devoted to show two geomet-
ric interpretations of Fsg. Finally, Section 5 presents an application to systems with strict
convex inequalities.

2 The Set of Strong Slater Points

We begin this section by introducing the notation and basic definitions used throughout the
paper. Given a non-empty set X C R”, we denote by conv X, cone X, aff X and dim X the
convex hull of X, the convex cone generated by X, the affine hull of X and the dimension
of aff X, respectively. We consider cone ¥ := {0,,} where 0, is the zero vector in R". By
R, and Ry} we denote the sets of non-negative and positive real numbers, respectively,
being Ry X :={Ax : A >0, x € X}and Ry 1 X := {Ax : L > 0, x € X} cones in R"”
with 0,, € R4 X. The smallest convex cone containing X U {0,} is cone X = R4 conv X.
For T, the index set of o, the space of generalized finite sequences, R is the linear space
of those functions A : T — R whose support, suppA := {t € T : A; # 0}, is finite. The
convex cone of the non-negative generalized finite sequences is denoted by Rf). From the
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topological side, given X C R", we denote by cl X, int X and rint X, the closure, the interior
and the relative interior of X, respectively.

A set X C R" is said to be evenly convex (see [6]) if it is the intersection of some
family, possibly empty, of open halfspaces. The evenly convex hull of a set X C R", denoted
by eco X, is the smallest evenly convex set which contains X, or equivalently, it is the
intersection of all the open halfspaces containing X. From the definition, given x € R”,
X ¢ eco X if and only if there exists z € R” such that (z, x —x) < 0 for all x € X. Further
properties of the evenly convex hull operator can be found in [4, Chapter 1].

The set A C R”" is called radiant (see, e.g., [26]) if x € A, A € [0, 1] imply that
Ax € A. The set B C R”" is called coradiant if its complement R"\ B is radiant, that is,
if either B = R" or 0, ¢ B and x € B, . > 1| imply that Ax € B. Given a proper
(different from both ¥ and from R"), closed, convex and coradiant set C C R”, the function
¢c : R" = R := R U {£o00} given by ¢¢(x) := inf{{v, x) : (v,¢) > 1,Vc € C} is called
the concave gauge of C (see [1]). This function ¢¢ characterizes the set C since it holds

C={xeR":pc(x)=1}. @)

Now we recall two polar operators in the literature. For a proper set X C R”, we consider
X ={yeR": (x,y) <0, Vx € X},
X :={yeR":(x,y) <0, Vx € X},

assuming that R” is the polar in the first sense of {0,} (and in the second sense of J), and
conversely. X° is a closed convex cone containing the origin, while X¢ is an evenly convex
cone omitting the origin. Furthermore, one has X°° = clcone X, and so X = X°° if and
only if X is a closed convex cone. In the same way, one has X = X¢¢ if and only if X is an
evenly convex cone omitting the origin.

For a function f : R” — R, its effective domain is dom f := {x € R" : f(x) < 400}
and its epigraph is epi f := {(x,7) € R"*! : f(x) < r}. The Legendre-Fenchel conjugate
of f is the function f* defined, for every x* € R", by f*(x*) = sup, cpn {(x*, x) — f(x)}.
If f is a proper lower semicontinuous convex function, then f = f**.

We shall denote by F', Fs and Fysg, the solution set, the set of Slater points, and the set
of strong Slater points of o, respectively, that is,

F:={xeR":{(a,x)<b,teT}
Fg :={xeR":{a;,x) <b;, t €T},
Fss = {xeR":3¢>0,(a;,x)+e<b;, t €T}

From these definitions, one clearly has that Fss C Fs C F. It is well-known that F is
a closed convex set and Fs is an evenly convex set. However, we do not know in general
about the geometry of Fsgs beyond its convexity and that, in some particular cases that are

described ahead (cf. Proposition 2.5), it coincides with Fg.
A weak or strict inequality is said to be a consequence of the system o in Eq. 1 (equiv-
alently, it is a consequent relation of F) provided that every solution of o satisfies such

an inequality (that is, F is contained in the closed/open halfspace defined by such an
inequality).

Lemma 2.1 Assume that Fsg is non-empty. Then,

(i) C1F55=01F5=F.
(ii) rint Fgg = rint F'g = rint F.
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Proof (i) Since Fss C Fs, we have cl Fsg C cl Fs = F where the last equality follows
from [9, Proposition 1.1]. Now, let X € F and X € Fsg. Thus, by definition, (a;, X) < b,
for all + € T and there exists ¢ > 0 such that {(a,,X) + & < b, for all t € T. For every
A €10, 1] it follows that (a;, AX + (1 — A)X) + Ae < b, for all t € T, which means that
AX + (1 — A)X € Fgsg for all A €]0, 1[. Hence, by taking limits one gets

X =1limAX + (1 — A)x € cl Fgg
20

which concludes the proof.
(ii) If Fsg is non-empty, then from () one has

rint(cl Fsg) = rint(cl Fs) = rint F.

The conclusion follows from [23, Theorem 6.3] which ensures rint(cl Fgg) = rint Fgg and
rint(cl Fg) = rint Fy. O

As a consequence of Lemma 2.1 we getrint F C Fgsgs when Fgg is non-empty, and so
rint F C Fss C Fs C F. 3)

A direct proof for the first inclusion can be found in [11, Proposition 1]. All the set
containments in Eq. 3 can be strict, as the following example shows.

Example 2.2 Let o = {—tx;1 —x2 < |t|, t € R\ {0}} (this linear system is a slight modifi-
cation of the one given in [13, Example 5.2] where the index set is R). It is easy to see that
F=[-1,1]1 xRt and Fs = F\ {(—1,0), (1, 0)} (see Fig. 1). Since

rint F =]—1,1[ x Ry C Fgs C Fys,

we need to check whether the points in ({£1} x Ry4) U (]—1, 1[ x {0}) are strong Slater
points or not. On the one hand, for each @ > 0, it can be easily checked that the points
(—1,a) and (1, a) belong to Fss by considering ¢ € ]0, a]. On the other hand, the points
(a,0) with —1 < a < 1 are not strong Slater points since, for every ¢ > 0, one has
—ta+¢ > |t| fort € |0, £ ]. Consequently, Fss = [—1, 1] x Ry .

The solution set of the linear system {—1 < x; < 1, x; > 0} coincides with the set F’
in Example 2.2. However, both the set of Slater points and the set of strong Slater points
associated to this system coincide with int F. This shows that both the set of Slater points
and the set of strong Slater points of a linear system, depend on the inequalities defining the
system, not on the solution set of such a system.

Remark 2.3 Lemma 2.1 (i) states that the closure of Fgg (recall that it is always convex)
coincides with the closed convex set F. However, the evenly convex hull of Fsg does not

(&) 1.0)

Fig.1 The sets F, Fs and Fsg asociated to o in Example 2.2
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coincide, in general, with the evenly convex set Fs. Particularly, the above example shows
that eco Fss = Fss & Fs.

Although Fgg is evenly convex in Example 2.2, this is not always the case, as the
following example shows.
Example 2.4 Let us consider the linear system o = {x] — txy < %, t > 0}in R2. One can
check that the solution set of o is F = {x € R2: X1 — /X2 <0, xo > 0}, the set of Slater
points is Fg = {(0,0)} U {x € R? : x; — J/*2 < 0, xp > 0} and the set of strong Slater
points is Fss = {x € R2:x — J/*2 < 0, x > 0} (see Fig. 2). Clearly, Fsg is not evenly
convex as the open separation property from outside points fails at the origin (observe that
(0, 0) € (eco Fss)\Fss).

There exist some cases in which the set of strong Slater points coincides with either the
set of Slater points or the relative interior of the solution set of o. Next results provide
conditions guaranteeing these extreme cases.

Proposition 2.5 Assume that Fs is non-empty. The following statements hold:

(i) Fss = Fs ifand only if sup{{as, x) — b;, t € T} < 0 forall x € Fg.
(ii) If Fss # Wandinf{{a;,x) — b;, t € T} > —o0 forall x € Fys, then Fss =rint F.

Proof (i) This statement follows immediately from the definition of strong Slater point.

(ii) According to Eq. 3, we just need to show that Fgg C rint F. Given x € Fgsg, we
shall prove that x € rint Fs = rint F by using the characterization of the relative interior
given in [23, Theorem 6.4]. Thus, we shall prove that for every z € Fg, there exists p > 1
such that z + u(x —z) = (1 — w)z + pux € Fs.

Since x € Fgg, there exists ¢ > 0 such that (a;, x) + & < b; for all t € T. Now, pick any
z € Fg, which means (a;,z) < b, forallt € T. Leta := inf{{a;,z) —b;, t € T} € =R
(this value is not —oo by assumption). Next we distinguish three cases:

1. Ife+a > 0, then by taking any u > 1 we get u(¢+o) > 0 > o andso ue > (1—p)a.
Then, foreveryz € T,
(ar, (1 — )z + px) + puby — by = plar, x) + (1 — wyar, z) — by) <
< plar, x) + (1 — wa < plag, x) + pe < pb;.

It follows that {(a;, (1 — w)z + ux) < b, forallt € T, and so (1 — w)z + ux € Fs.
2. Ife+a =0, we may consider without loss of generality an altervative ¢’ > 0 such that
¢’ < &.Inthis case ¢’ + a < 0 and we refer to the third case.

Fig.2 The sets F, Fs and Fsg asociated to o in Example 2.4
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o

3. Ife+a <0, thena < 0.By taking any psuchthat I < o < ;55, weget u(e+a) > o
and so e > (1—p)a. Then, reasoning as in the first case, we have that (1 —p)z+pux €
Fs.

O

As a consequence of the above proposition one has that, if o is continuous, then Fgg =
Fs (cf. [15, Theorem 6.9]). Furthermore, if |T| < oo, thenrint F = Fgg = Fj.

Proposition 2.6 The following statements hold:

() If Fss # @ andsup{|la;]|, t € T} < 400, then Fss = int F.
(ii) Ifdim F =nandinf{||a;||, t € T} > 0O, then Fss # ¥ and int F C Fgg.

Proof (i) The proof of the inclusion Fss C int F can be found in [19, Lemma 2.5]. The
equality can be obtained taking into account Eq. 3 and that rint F' = int F when int F # @.
(ii) Since dim F = n, we can take x € int F. Then, there exists & > 0 such that

x+eB CF, 4

being B the closed unit ball. Now, let o := inf{||la;]|, t € T} > 0. Then, forallr € T,

llasl| = o > 0, ”a € B and, from Eq. 4, one obtains x + sna € F. Thus,

(ar, x) +ea < {a;, x) + ¢lla;|| = (a;,x—{—s

) < by,
||t|| !

for all t € T. Therefore, x € Fsg and Fsgs # (. Finally, by Eq. 3, int F' C Fgsg. O

The converse statements in Proposition 2.5 (ii) and 2.6 are not fulfilled in general, as we
can see in the following examples.

Example 2.7 Let 0 = {—x1 —x2 <0, x; —x2 <0, —kxp <1, k € N}. It is easy to see
that F = {(x;,x) € R?: —x; —x <0, x; —x, <0} and Fs = int F. Since diim F = 2
and inf{|la;||, t € T} = 1 > 0, by Proposition 2.6(ii), we have that Fss # @ and Fs =
int F C Fgg. Therefore, int F = Fg = Fgg. Nevertheless, for x = (0, 1) € Fg one has
inf{{a;, x) — by, t € T} = inf{—1; —k — 1, k € N} = —oo. Thus, the converse of
Proposition 2.5(i7) is not true in this case.

On the other hand, we have that sup{||a;||, t € T} = sup{ﬁ; k, k € N} = 400, so the
converse of statement (i) in Proposition 2.6 also fails.

Example 2.8 Let 0 = {—tx < 1, t > 0} be the system in R whose solution set is F =
[0, +o00[. It is easy to see that Fgs = F, so that Fgs # ¢ and int F = ]0, +00[ C Fgss.
However, inf{||a;||, t € T} = inf{t, t+ > 0} = 0, so the converse of Proposition 2.6(ii) is
not true.

The supremum and the infimum conditions in Proposition 2.6 are used in [17] in order
to provide conditions for the stability of the strong uniqueness of the optimal solution
of a given linear semi-infinite optimization problem. There, o is said to be LHS-upper
bounded (resp. LHS-positively lower bounded) if sup{|la/|l, t € T} < oo (resp.
inf{|la/||, t € T} > 0).
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3 Dual Characterizations

In this section, we are interested in obtaining dual characterizations for the strong Slater
condition, or equivalently, for the non-emptiness of the set of strong Slater points. Our
objective is to obtain the counterpart, for Fgg, of some results about the solution set F and
the set of Slater points Fg, which can be easily obtained as extensions of those proved in
[10, Lemma 3.2 and Theorem 3.7] for the finite case.

We associate to the linear inequality system o = {{a;, x) < by, t € T} the sets

C(o) := {(a;, by),t € T}, and
D(o) = C(o) U{(On, D}.

These sets allow to define two prominent cones in linear semi-infinite programming (see,
e.g., [15]) associated to o, which are the second order moment cone, defined by N (o) :=
cone C (o), and the characteristic cone, defined by K (o) := cone D(o). It easily follows
from the definition of D(o) that K(o) = N(o) + R+{(0,, 1)}. Applying the two polar
operators defined in the previous section to D (o), we get

D(0)° = {(x, xp41) € R" x R: {ay, x) + brxng1 < 0,1 € T3 xpq <0},
D(0)* = {(x, xp41) € R" x Rt {ay, x) + brxng1 < 0,1 € T x40 < O}

Theorem 3.1 (Characterizations of the solution set ) The following statements hold:

(i) x e Fifandonlyif(x,—1) € D(o)°.
(i) F =W0ifandonly if x,+1 = 0 for all (x, x,+1) € D(0)°.
@{ii) F #W@ifandonly if (0,, —1) ¢ cl K(0) (equivalently, (0,, —1) ¢ cI N(0)).

Proof (i) Since F is the solution set of the system o in Eq. 1, we have that x € F if and
only if (a;,x) < b; for all t € T or, equivalently, {(a;, x) + b;(—1) < Oforallt € T,
meaning that (x, —1) € D(0)°.

@) If (x,xp+1) € D(0)° and X, 41 # 0, then X,,4-1 < 0 and

<at, f) + btfn+1 < 0 (5)

for all + € T. Now, dividing Eq. 5 by —X,,+1 > 0, we obtain (a;, —%) — b; < 0 for all
t € T, so that _f,in € F and F # (. Conversely, if F # ) and x € F, then (x, —1) €
D(0)° by ().

(iii) Suppose that F # ) and X € F. By (i), (x, —1) € D(0)° and so

(0,, —1) ¢ D(0)°° =clcone D(o) = cl K (o).

Conversely, if F = @, then, by (ii), D(0)° C {(x, xy+1) € R+ Xp+1 = 0} and so
On, —1) € {0,} X R = {(x, xp+1) € R Xp+1 = 0}° € D(0)°° =clK (o).

Finally, it has been proved in [15, Lemma 4.1] that (0,, —1) € cl K (o) is equivalent to
(0,, —1) € cIN(o). O

The K (o) and N (o) versions of Theorem 3.1(iii) are due to Zhu [27] and Fan [5],
respectively. A different version of the proof of (iii) can be found in [15, Corollary 3.1.1].
We recall that, according to the non-homogeneous Farkas Lemma for linear semi-infinite
systems (see, e.g., [15, Corollary 3.1.2]), cl K (o) coincides with the so-called (see [8]) weak
dual cone of F, provided that F is non-empty, which is the set of coefficients of all the
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weak inequalities which are consequence of o. Thus, statement (iii) above asserts that F is
non-empty if and only if (0,, x) < —1 is not a consequence of 0.

Theorem 3.2 (Characterizations of the set Fs of Slater points) The following statements
hold:

(i) X e€ Fsifandonlyif (x,—1) € D(0)°.
(ii) Fs="Wifandonlyif D(c)¢ = 0.
({ii) Fs # O if and only if 0,41 ¢ eco D(o) (equivalenly, 0,41 ¢ ecoC(c) and
(Op, —1) ¢ cI N(0)).

Proof The proofs of statements (i) and (ii) are similar to those of Theorem 3.1.

(iii) Assume that Fs # (. By (ii), D(0)¢ # @ and so 0,41 ¢ D(o)%. Since
eco D(0) C D(0)*, one has 0,41 ¢ eco D(o). Conversely, if 0,1 ¢ eco D(o), then there
exists (u, up4+1) € R" x R such that (1, x) +up+1x,+1 < 0 forall (x, x,4+1) € D(o). Then,
(u, upy1) € D(0)¢ and D(0)¢ # @, which implies Fs # @ by (ii).

Finally, 0, +1 ¢ eco D(o) is equivalent to 0,11 ¢ ecoC(co) and (0,, —1) ¢ clN (o),
thanks to [16, Lemma 3.1]. O

A different version of the proof of (iii) can be found in [4, Corollary 1.2]. We also
observe that in (iii), we may equivalently write eco R D(o) instead of eco D (o). Fur-
thermore, the set eco R D (o) coincides with the so-called strict dual cone of Fs, provided
that Fs is non-empty (see [8, Proposition 5.4]), which is the set of coefficients of all the
strict inequalities which are consequence of o5 := {{(a;, x) < b, t € T}. Thus, statement
(iii) above asserts that Fs is non-empty if and only if (0,, x) < 0 is not a consequence of
os.

Next, we seek for a set depending on the coefficients of the system o that, by employing
some polarity operator, could lead to dual characterizations of the non-emptiness of the set
Fgg of strong Slater points of o. For that purpose, we observe that, in the definition of Fgg,
we may assume without loss of generality that ¢ < 1. That is, we may equivalently write

Fgs={x e R":3¢€]0,1], (ar, x) +& < b, t € T}. (6)
Taking this into account, we introduce further sets associated to o,
C(o) := {(a;, by, —1),t € T; (0,, 1, -1)},
D(o) := C(o) U{(0,,0, 1)}.
In this case, one has
D(0)° = {(x, Xps1, Xp42) € R" X R xR : (a7, x) + bxpy1 — Xpq2 <0, 1 € T
Xnt1 — Xnt2 < 05 xp40 < 0}

Inspired by [24] and proceeding similarly as in former lines, we will consider the following
cones associated to o, N'(0) := coneC(c) and K (o) := cone D(c), having that (o) =
N(0) +R+{(0,, 0, )}.

Theorem 3.3 (Characterizations of the set Fgs of strong Slater points) The following
statements hold:

(i) X € Fssifandonlyif (x, —1, —¢) € D(0)° for some € €10, 1].
@ii) Fss =0 ifand only if xp42 = 0 for all (x, xy41, Xp42) € D(0)°.
(iii) Fss # @ifand only if (0,,0, —1) ¢ cl K (o) (equivalently, (0,,0, —1) ¢ clN(0)).
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Proof (i) This statement follows easily from Eq. 6 and the expression of D(o)°.
(ii) Let us assume that X,42 < 0 for some (X, Xp+1, Xn+2) € D(0)°. Since D(0)° is a

cone and X,+1 < Xp42 < 0, then —x,, 11 > 0 and so (ﬁ, -1, %*jl) € D(o)° with
n n
;i"—ﬁ €10, 1]. Then, in virtue of (i), %f € Fss and so Fss # (. The converse statement

is a straightforward consequence of (i).
(iii) Assume that Fgs 7# ) and let X € Fss. By (i), there exists € € ]0, 1] such that
(x,—1,—¢) € D(6)°.If (0,0, —1) € cl (o) = D(5)°°, then

(0,0, =D, (x, =1, —8)) =0,

which implies £ < 0 and so, a contradiction. Thus, (0,, 0, —1) ¢ cl (o).

Conversely, if Fss = @, then x,1o = 0 for all (x, x,41, x,42) € D(0)° according to
(ii). Since ((0,,0, —1), (x, Xp+1, Xp+2)) = 0 for all (x, x,+1, Xn42) € D(0)°, one has
(0,,0, —1) € D(0)°° = cl K(0).

Finally, the fact that (0,,0,—1) ¢ clX(o) is equivalent to (0,,0, —1) ¢ clAN (o)
follows from [15, Lemma 4.1]. O

Remark 3.4 Given x € Fsg, we can take ey := min{l, inf{b, — (a;, x) : t € T}} so that
ex €10,1] and {a;,x) — by + ¢ < Oforall + € T and for all ¢ €]0, ex]. Therefore, in
Theorem 3.3(i) we have that (X, —1, —¢) € D(c)° forall ¢ €10, ¢5],if X € Fys.

Observe that in Theorem 3.3 (iii) we are not explicitly assuming the consistency of o to
characterize the existence of strong Slater points, although it is a condition which is implicit
as we can see in the following result, that can be found in [15, Theorem 6.1] with a different
proof.

Proposition 3.5 The following statements are equivalent:

(i) Fss #9.
(ii) F #Wand0,41 ¢ clconvC (o).

Proof (i) = (ii) If Fss # @, then F # () by Eq. 3. Now assume, on the contrary, that
0p+1 € clconv C(o). Then, there exists K hen C Rf) with D", 7 )J; = 1 for every
k € N, such that 0,41 = klim ZteTAf(a,, b;). Hence, one can write (0,,0, —1) =
—>00
klim ZteT Af(a,, by, —1), and so (0,,0, —1) € clN (o). This implies by Theorem 3.3
—00
(iii) that Fgg = ) and so, a contradiction.
[(ii) = ()] If Fss = @, then (0,, 0, —1) € cl N (o) by Theorem 3.3 (iii). Hence, there
exist sequences {Bk}keN C R4 and {kk}keN C Rf) such that
(04,0, =1) = lim Y A (@, by, —1) +85(O0n. 1, =1). )
k— 00 pyr

If {5" } is unbounded, then we may assume limi—, oo 8% = +00. Hence, from Eq. 7, one has
Ougo = lim 37,y "~ @ay, by, —1) + (04, 1, —1), which implies
—00

O, —1) = 1im 3 (874 (@, by) € AN (0)

teT

and so, by Theorem 3.1 (iii), F = . Assume now that {8%} is bounded. Then, it contains
a convergent subsequence and, for brevity, we write limy_, » 8% =8 > 0. From Eq. 7, we
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have
Ongr = lim 3 af(ar, by) + 650, 1), ®)
teT
1= Ili AR 45k,
Jim 2k ©
teT

Since F # @, for any X € F one has

0= (0ns1. (@ =1)) = lim 3 af((ar. b). &, = D) +85((0p. D). & 1)
teT

Jim 3 0 af (@, ®) = by) — 8.

teT

Therefore, klim Yoier Af((a,, xX)—b;)=0and§ = hm sk =o. Taking this into account
—00

k—00

in Egs. 8 and 9, we get that 0,1 = khm Doier A(a, by) and 1 = kllm Yoier Ak, Since
— 00 — 00
k=3, .7 A% > 0 for k large enough, then

; ky—14k
Ongr = lim 3 (/)™ 4 by)

teT

with 3,7 (%) 7'AF = 1, which shows that 0,41 € clconv C (o). O

As a consequence of Proposition 3.5 and Theorem 3.1 (iii), one has that Fgg # @ if
and only if (0,, —1) ¢ clN(o) and 0,41 ¢ clconvC(o), that is, in order to guarantee
the fulfillment of the strong Slater condition, one has to check two conditions in the space
R+, Theorem 3.3 (iii) shows that these two conditions are indeed equivalent to a unique
condition, (0, 0, —1) ¢ cl N (o), in the space RA+2,

Proposition 3.6 (Consequent weak relations of Fss) Assume that Fss is non-empty. Then,
Fss C {x € R" : (a, x) < b} ifand only if (a, b, 0) € cl (o).

Proof Assume that Fss C {x € R" : (a, x) < b}. We shall prove that (a, b, 0) € D(0)°° =
cl (o). For that purpose, given (x, x,+1, X,42) € D(0)°, we distinguish two cases:

_ Xn+2 o
50 1, Z2) € D(0)° where

® (Case l: xp41 < xp42 < 0. In this case, we see that (

0< i”*? < 1. According to Theorem 3.3 (i), X :
(a,x) < b, thatis, (a, x) + bx,+1 < 0.
® (Case 2: xp41 < xp42 = 0. For x € Fgg, let € €]0, 1] be such that (x, —1, —¢) €

D(o)°. Then,
O xh X ) = (1= ) (x, Xu41, 0) + AR, —1, =€) € D(0)°

for all A €10, 1[. Since )c’)l‘Jrl
the Case 1. Thus,

(1 =M@, x) + bxay1) + A((a,X) —b) = (a. x*) + bx}y,; <0
for all A €]0, 1[. By taking limits when A — 0, one has {(a, x) + bx,+1 < 0.

A Aok A
=< X, < 0, the vector (x*, x|, X, ,) corresponds to

Since {(a, x) + bx,4+1 < 0 for all (x, x,+1, Xn42) € D(0)°, then (a,b,0) € D(0)*° =
cl K(o).
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Now, assume that (a, b, 0) € c1 (o) and let X € Fgg. Since (x, —1, —€) € D(o)° for
some £ € ]0, 1] by Theorem 3.3 (i), and cl K(0) = D(0)°°, then ((a, b, 0), (X, —1, —&)) <
0, and so {(a,x) < b. Thus, Fss C {x € R" : (a, x) < b}. O

We observe that an alternative and shorter proof of this proposition can be given as fol-
lows: in virtue of Lemma 2.1 (i), Fss C {x € R" : (a,x) < b} is equivalent to say that
{(a, x) < b is a consequence of o. By the extended Farkas Theorem (see, e.g., [15, Corol-
lary 3.1.2]), this is equivalent to (a,b) € cl K(o). Finally, it can be checked that this
condition is equivalent to (a, b, 0) € cl (o).

Proposition 3.7 (Consequent strict relations of Fss) Assume that Fsg is non-empty. Then,

Fss € {x e R" : {(a, x) < b} if and only if (0,,0, —1) € clcone (C(cr) U{(—a, —b, 0)}).

Proof Assume that Fgg C {x € R" : (a, x) < b}. Then,
(xeR":3e>0,{a;,x)+e<b,teT; (—a,x)<-—b}=40.

Let £(o) := D(0) U {(—a, —b, 0)}. If x,42 < 0 for some (x, x,+1, Xp42) € E(0)°, since
Xp4+1 < Xp42 < 0, then —x,4+1 > 0 and

(i — 1L 222) € £(0)° € D(0)°, (10)
having that X—ﬁ €10, 1]. Thus, x:lx € Fgs by Theorem 3.3 (i). Moreover, as
(—a, —b,0) € £(0), Eq. 10 implies (—a, lel x) < —b, which contradicts the hypothesis.

Thus, we have that x,4, = 0 for all (x, x,+1, X,4+2) € E(0)°.

Now, since ((0,, 0, —1), (x, Xp41, Xp42)) = O for all (x, x,41, xp4+2) € E(0)°, one has
(0,,0,—1) € £(0)°° = clcone £(0). By reasoning as in [15, Lemma 4.1], this condition
is equivalent to (0,, 0, —1) € clcone (C(0) U {(—a, —b, 0)}).

Conversely, if there exists X € Fgg such that {(a,x) > b, then, by Theorem 3.3 (i),
there exists € €10, 1] such that (x, —1, —2) € £(o)°. If (0,,0, —1) € clcone (C(J) U
{(—a, —b, 0)}) or, equivalently, (0,,, 0, —1) € clcone £(o) = £(0)°°, then

(02,0, =D, (x, =1, —#)) =0,

which implies € < 0 and so, a contradiction. Thus, (0,,0,—1) ¢ clcone (C(o) U
{(—a, —b, 0)}) and the conclusion follows. O

Proposition 3.8 Assume that Fgg is non-empty. Each one of the following conditions is
sufficient for the set containment Fsg C {x € R" : {(a, x) < b}.

(i) Fsc{xeR":{(a,x)<b}
(ii) (a,b,c) € clK(o) for some c < 0.

Proof The first statement is obvious since Fsg C Fs. So, let assume that (a, b, ¢) € cl K(o)
for some ¢ < 0 and let X € Fsg. Since (x, —1,—¢) € D(o)° for some € €]0, 1] by
Theorem 3.3 (i), and cl (o) = D(0)°°, then

(a,x) —b < {a,x)—b—ceg={(a,b,c), (x,—1,—¥)) <O0.

Hence, (a,x) < b, and so Fss C {x € R" : {(a, x) < b}. (I
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4 Geometry

The geometry of the sets F (a closed convex set) and Fs (an evenly convex set) follows from
their definitions, since a set is closed and convex (evenly convex, respectively) if and only if
it is the solution set of a system containing an arbitrary number of weak (strict, respectively)
inequalities (see, e.g., [15, Chapter 5]). Furthermore, this geometry can be also derived from
Theorems 3.1 (i) and 3.2 (i), respectively. Next, we obtain two geometric interpretations of
Fgs (which are indeed equivalent) by taking into account Theorem 3.3 (i).

For that purpose, we firstly recall the description in Eq. 6 for the set Fgg, and we shall
consider the set

Féi={(x,e) e R" xR: (a;,x)+e<b,teT; 0<e <1}, (11)
which can be interpreted as a lifting of the set Fgg into R"+1. It easily follows that
Fgs = projpn Fé,

where projp: : R" x R — R” is the mapping defined by projg»(x, &) = x. Thus, if
(x,¢8) € FsAs then x € Fgg, and conversely, if x € Fgg then (x, ¢) € FSAS forall ¢ €10, &,]
(recall Remark 3.4). Consequently, one has

Fss #0 <<= F& #0.
Clearly, F SAS is an evenly convex set. However, the projection of an evenly convex set is not,
in general, an evenly convex set (see, e.g., [20]).
Theorem 4.1 (Geometry of Fss) The following statements hold:

(i) Assume that Fss # (. Then, for each x € R"\ Fss and each € €10, 1], there exists
(u,v) € R" x R such that

W, x)+e<v<(@x+%7 (12)

forall (x,¢) € FSAS.

(ii) LetG C R"x10,1] and GV := projg: G. If, for every (x,2) € (R"\G"V)x 10, 1],
there exists (u,v) € R" x R such that (u,x)+¢e <v < (u,x)+¢forall (x,¢) € G,
then GV is the set of strong Slater points of certain linear system.

Proof (i) As Fss # @, by Lemma 2.1 (i), cl Fss = F. Let x € R"\Fss. Next we
distinguish two cases.

Case 1. If ¥ ¢ cl Fyg, then, by the well-known strong separation theorem, there exists
(u,v) € R" x R such that (u, x) < v < (u,x) for all x € Fgg, or equivalently,

(U, x)y —v<0<(u,x)—v
for all x € Fss. Let (4, V) := Wﬁ(u,v).Then, for any £ €]0, 1] one has
W, x) —V+e<W,x)—v+1<1<1+e=U,X)—V+¢

for all (x, &) € F§. Finally, by considering (i, 7) := (i, 1 + ) one gets Eq. 12.

Case 2. If x € F\Fgsg, then one has (x, —1,—¢) ¢ D(o)° for every ¢ €]0, 1] by
Theorem 3.3 (i). Fix € €]0, 1]. Since (x, —1, —¢) ¢ D(0)° and D(0)° is a closed convex
cone, there exists (u, v, w) € R” x R x R such that

((M, v, U)), (xvxn+17 xn+2)) =< 0< ((M, v, U)), (Y, _17 _E)) (13)
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for all (x, x,+1,xp+2) € D(0o)°. Theorem 3.3 guarantees that for every x € Fyg,
(x,—1, —¢&) € D(o)° for all ¢ €]0, &,] (see Remark 3.4). Thus, we get from Eq. 13 that

((u, v, w), (x,—1,—¢)) <0< {((u, v, w), (x, —1, —¢)) (14)

for all (x, ¢) € FsAs- If w = 0, then Eq. 14 means that (1, x) < v < (u, x) for all x € Fgg,
which is equivalent to X ¢ cl Fgg = F, a contradiction with the assumption. Then, we have
w # 0. Now, letting ¢ | 0 in Eq. 14 we get

((u, v, w), (x,—1,0)) <0 < {(u, v, w), (x, —1, —¢)) (15)

for all x € Fsg. Since X € cl Fgg, there exists a sequence {xk}keN C Fgs which converges
to x. Thus, by Eq. 15, one has

(v, w), (X, =1,0)) <0 < (v, w), & —1,-F))
for all k € N, and taking limits when k — oo we obtain
((u, v, w), x,—1,0)) <0 < ((u, v, w), (x, —1, —¢)),

yielding we < 0. Since € > 0, then one has w < 0. Dividing Eq. 14 by —w > 0, and
defining (u, v) := %(u, v), we get

((w,v,-1), (x,—1,—¢)) <0 < {((w, v, —1), (x, —1, —%)) (16)

for all (x,¢) € FSAS, which is equivalent to Eq. 12.

(ii) Let G C R"x]0,1] and GV := projg: G. Consider the index set T :=
(R"\G")x 10, 1]. By assumption, for every t := (x, g) € T, there exists (a;, b;) € R" x R
such that (a;, x) + & < b, < (a;, %) + € for all (x, &) € G. On the one hand, if x € GV,
then there exists ¢ € ]0, 1] such that (x, &) € G, and so {a;, x) +& < b, forallt € T. On
the other hand, if X ¢ GV, then, for every ¢ € ]0, 1], there exists t = (x, &) € T such that
(ar, x) + € > b;. Consequently, we have shown that

GV ={xeR":3e€]0,1], {a;,x)+¢& < by, t € T},

and the conclusion follows. O

Next example provides an intuitive explanation of the geometry of a set of strong Slater
points of a linear inequality system through conditions (i) and (i7) in Theorem 4.1.

Example 4.2 Let 0 := {—x <t, t >0} be the system in R whose solution set is
F = [0,4o00[. By Proposition 2.6, since dimF = 1 and inf{|ja|, t €T} =
sup {lla:|l, t € T} = 1, one has Fss = int F = ]0, +oo[. Furthermore, for x € Fgg one has
(see Remark 3.4)

x, ifx <1,

ex == min{l,inf{r +x : ¢ > 0}} = {1 ifx>1

Thus, according to Eq. 11, Féy = {(x, ¢) € R2:x>0,0<e<1,¢e< x}. ForeachX €
R\ Fss = ]—o00, 0] and each € € 10, 1], Theorem 4.1 (i) guarantees the existence of (i, v) €
R? such that (7, x) +& < T < (u,x) + € for all (x, ¢) € FSAS, that is, there exists a non-
vertical hyperplane (see, for instance, line r in Fig. 3) that strongly separates (X, €) from
F&,.

Silow, consider the sets G :=1]0, +oo[x]0, 1] and le = projg G1 =10, +o00[. For
x=0¢ R\le and € €10, 1, it can be checked that there does not exist (i, 7) € R? such
that (#, x) + & <v < € = (u,x) + € for all (x, e) € G;. Thus, Theorem 4.1 (i) can not
be applied in this case. This fact does not mean that ]0, +o0[ is not the set of strong Slater
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(R\Fs)x]0,1]

Fig.3 Strong separation of (x, ) from F SAS

points of certain linear system. Indeed, if we consider G, := {(x, ¢) € R2:x>0,0<¢<
1,& < x}, then G := projg G2 = GY =10, +o00[ and, for ¥ € R\G} and €10, 1], one
has that —x + & < —x + % < —X + ¢ for all (x, &) € G,. Hence, Theorem 4.1 (ii) applies
and the set ]0, 4+-o00[ is the set of strong Slater points of the linear system obtained from G»

{—xﬁ—f+§,f§0,0<§§l}:{—xst,z>0}.

Secondly, we shall consider the set
F§ = {(x, Xn41) € R" X Rz (a, X) + bpxng1 < =1, 1 €T; xyp1 < =1}, (17)

According to Theorems 3.1 (iii) and 3.3 (iii), the existence of strong Slater points for o is
equivalent to the consistency of the linear inequality system defining the set F’ S®S in Eq. 17,
that is,

Fss#0 < F&#0.
More precisely, one has:
o Ifx e Fgg, thatis, if there exists € € ]0, 1] such that {a;,, x) +& < b, forallt € T (i.e.,
(x.8) € F{), then L(x, 1) € F

® Conversely, if (x, x,4+1) € FS®S, then —1

Xn+1

-1 A
x € Fyg. Indeed, one has Tor (x, 1) € Fg.
As a consequence of these relations, we observe that

Fss = m(Fgy),

where 7 denotes the mapping 7 : R” x R\{0} — R”" defined by 7 (x, x,4+1) :=

—X.
Xn41

Lemma 4.3 Assume that Fss # (. Then, F S®S is a proper closed convex coradiant set.

Proof Clearly, FS®S is a closed convex set in R”*!. Since Opy1 ¢ FSG%, and A(x, xp41) € FS®S
for all A > 1 and for all (x, x,41) € F g%, then F' % is a proper coradiant set. O

Although F. S®S is a closed convex set, its image by the mapping 7 is not necessarily a

closed convex set. Next, we exploit the properties of F' S®S given in Lemma 4.3 to provide a
geometric interpretation of Fg.

Theorem 4.4 (Geometry of Fss) The following statements hold:
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(i) Assume that Fss # 0. Then, for each x € R"\ Fss and each € €10, 1], there exists
(u,v) € R" x R such that

(, x) +vxp1 < -1 < %((ﬁ,f) - ) (18)

forall (x,xp41) € FS®S'

(ii) LetH CR"'"x]—o00,—1land H* := n(H). If, for every (x,€) € (R"\H*)x 10, 1],
there exists (u,v) € R" x R such that (u, x) + vxp41 < —1 < % ((u,x) — ) forall
(x, xp+1) € H, then H* is the set of strong Slater points of certain linear system.

Proof (i) Let x € R"\Fgs. Then, for every ¢ €]0, 1] one has that é(f, —1) ¢ Fs@s- Fix
€ €]0, 1]. Thanks to Lemma 4.3 and the characterization of proper closed convex coradiant
sets by means of its concave gauge (see Eq. 2), one can write

F?S ={(x, xp41) ER" xR : ¢ 0 (x, xy+1) > 1}.
FSS

Hence, if %(Y, —-1) ¢ F Sé%, one has that ¢ FS@? (%(f, —l)) < 1. Equivalently, there exists
(u,v) € R" x R such that

1
(@, x) +vxp41 < —1 < = (U, X) — D)
&

for all (x, x,+1) € FS®S, which is precisely Eq. 18.

(ii) Let H C R"x] — 00, —1] and H* := w(H). Consider the index set T :=
(R™\ H*)x]0, 1]. By assumption, for every ¢t := (X, €) € T, there exists (a;, by) € R" x R
such that (a;, x) + byxpy1 < —1 < %((at,f) — by) for all (x, x,4+1) € H. On the one
hand, if X ¢ H*, then, for every € €]0, 1], there exists ¢t = (x,2) € T such that
L ((a;, %) — by) > —1, thatis, {a;,X) + & > by. On the other hand, if x € H*, then there
exists x,4+1 €] — oo, —1] such that —x,41(x, —1) € H, and so —x,+1({a;, x) — b;) < —1
for all ¢+ € T, or equivalently, by letting ¢ := —()c,,_H)_1 €10, 11, {as, x) + & < b, for all
t € T. Consequently, we have shown that

H*={xeR":3¢€]0,1], (a;, x) +& < b;, t € T},

and the conclusion follows. O

Remark 4.5 We observe that Eqs. 12 and 18 are equivalent conditions indeed. Thus, both
Theorems 4.1 and 4.4 state actually the same thesis, but they are formulated by considering
different sets F SAS (evenly convex) and F S®S (closed convex) in R"*!, The given proofs are
different too.

5 Application to Systems with Strict Convex Inequalities

Now we apply the former results to provide necessary and sufficient conditions for the
consistency of systems with strict inequalities of the form

t:={filx) <0,r eT}, (19)

determined by proper lower semicontinuous convex functions f; : R? — R. This kind
of systems, including weak inequalities also, were analyzed in [8] in the context of set
containments.

We firstly point out that the solution set of T is not necessarily evenly convex (even when
T is singleton).

@ Springer



10 Page160f18 M.M.L. Rodriguez, J. Vicente-Pérez

Example 5.1 Consider again the function f(x) = x1 — ./x2 on its effective domain
dom f = {(x1,x2) € R? : x, > 0} introduced in Example 2.4. This function is proper
lower semicontinuous convex (since the lower level set {(x, y) € dom f : x — /y < r}is
closed and convex for every r € R), and so f = f**. Thus, since

-1 .
—, ify1 =1,y <0,
f*(yla y2) — { 4y, Y1 y2

+o00, otherwise,

one has
-1
{f(x) <0} ={Fe>0,f(x)+e<0}={Fe>0,x1+yx2+e=< 4—,y2 < 0}.
Y2

Therefore, { f(x) < 0} coincides with the set of strong Slater points of the linear system
{x1 —txp < %, t > 0}, which is not evenly convex as shown in Example 2.4.

Theorem 5.2 (Necessary and sufficient conditions for the consistency of ) Let f; : R" —
R be proper lower semicontinuous convex functions for all t € T. Consider the following
statements:

@ (0,,0,—1) ¢ clcone [(U epi fi* x {—l}) U {0y, 1, —l)}],-
(i) t={fi(x) <0,t €T} itsegonsistent;
(iii)  Op41 ¢ eco [(U epi f;*) U {(On, 1)}]-

teT

Then, one has (i) = (ii) = (iii).

Proof (i) = (ii) According to Theorem 3.3 (iii), (i) is equivalent to the existence of strong
Slater points of the linear system {(a, x) < b, (a,b) € epi f*,t € T}. Hence, there exist
x € R" and g €]0, 1] such that

(a, )+ < ff(a)+$

forall 6 € Ry,a € dom f;*,¢t € T. Thus, f;(X) < fi(x) +& = f**(x) +& < O forall
t € T, which shows that 7 is consistent.
[(ii) = (@ii)] If T is consistent, then there exists X € R” such that

(a,x) = ff(@) < &) = fi(x) <0
for all @ € dom f;*,t € T. Thus, the set of Slater points of the linear system {(a, x) <

b,(a,b) € epif/,t € T} is non-empty and so, by Theorem 3.2 (iii), statement (iii)
holds. O

We observe that, in Theorem 5.2, the epigraphs of the functions f,*, # € T, can be
replaced by their corresponding graphs. Furthermore, one has that, if for every ¢ € T there
exists a compact set C; C R™*! such that f;(-) = max{{a,-) — b : (a, b) € C,}, then the
system T is consistent if and only if

Op+1 ¢ eco {(U c,> U {(O, 1)}} :

teT

The proof of this fact was given in [8, Proposition 6.3], and it follows also from Theorem
3.2 (iii), since f;(x) < 0if and only if (a, x) < b for all (a, b) € C;.

We conclude by pointing out that, whenever all the functions f; in Theorem 5.2 are linear,
then one has that: statement (ii) is equivalent to the existence of Slater points of a linear
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inequality system o; statement (i) is equivalent, by Theorem 3.3 (iii), to the existence of
strong Slater points of ¢; statements (ii) and (iii) are equivalent in this case in virtue of
[16, Lemma 3.1]; statements (i) and (ii) are not equivalent in general. To see this, consider
the system o = {tjx < 1y, (t1,2) € T} where T = {(t1,12) € R2:4,>0,0>0,11+1 #
0}. It can checked that F =] — 00, 0], Fs =] — 00, O[ and so (ii) in Theorem 5.2 holds, and
Fgs = ¢ and so (i) in Theorem 5.2 does not hold.
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