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Abstract This paper is devoted to quantify the Lipschitzian behavior of the optimal
solutions set in linear optimization under perturbations of the objective function and
the right hand side of the constraints (inequalities). In our model, the set indexing
the constraints is assumed to be a compact metric space and all coefficients depend
continuously on the index. The paper provides a lower bound on the Lipschitz
modulus of the optimal set mapping (also called argmin mapping), which, under our
assumptions, is single-valued and Lipschitz continuous near the nominal parameter.
This lower bound turns out to be the exact modulus in ordinary linear programming,
as well as in the semi-infinite case under some additional hypothesis which always
holds for dimensions n � 3. The expression for the lower bound (or exact modulus)
only depends on the nominal problem’s coefficients, providing an operative formula
from the practical side, specially in the particular framework of ordinary linear
programming, where it constitutes the sharp Lipschitz constant. In the semi-infinite
case, the problem of whether or not the lower bound equals the exact modulus for
n > 3 under weaker hypotheses (or none) remains as an open problem.
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1 Introduction

We consider the parametrized linear semi-infinite programming (LSIP, in brief)
problem, in R

n,

π (c, b) : Inf c′x
s. t. a′

tx � bt, t ∈ T,
(1)

where x ∈ R
n is the vector of decision variables, regarded as a column-vector,

y′ denotes the transpose of y ∈ R
n, the index set T is a compact metric space,

a ∈ C (T, R
n) is a given function, and c ∈ R

n and b ∈ C (T, R) are regarded as the
parameters. We denote by σ (b) the constraint system associated to π (c, b) , i.e.,
σ (b) := {a′

tx � bt, t ∈ T
}
. The parameter space R

n × C (T, R) is endowed with
the norm

‖(c, b)‖ := max {‖c‖ , ‖b‖∞} , (2)

where R
n is equipped with any given norm, ‖·‖ , and ‖b‖∞ := maxt∈T |b t| . Sometimes

along the paper ‖·‖∞ is also used for representing the supremum norm with respect
to certain subsets of T.

This paper is focused on measuring the Lispchitzian behavior of the optimal set
mapping (also called argmin mapping), F∗ : R

n × C (T, R)⇒ R
n
, which assigns to

each parameter (c, b) the optimal set of π (c, b); i.e.,

F∗ (c, b) := arg min{c′x | x ∈ F (b)},
where

F (b) := {x ∈ R
n | a′

tx � bt, for all t ∈ T}
is the set of feasible solutions of σ (b) .

Our analysis is concerned with the Aubin property (also called pseudo-Lipschitz)
of F∗, which is satisfied at ((c, b), x) ∈ gphF∗ (the graph of F∗) if there exist some
neighborhoods U of x and V of (c, b) and a constant κ > 0 such that

d
(
x2,F∗(c1, b1

))
� κd

((
c1, b1

)
,
(
c2, b 2

))
, (3)

for all (c1, b1), (c2, b 2) ∈ V, and all x2 ∈ U ∩ F∗(c2, b 2), where, as usual, d(x, ∅) =
+∞.

Aubin property of F∗ is known to be equivalent to the metric regularity of the
inverse mapping

G∗ := (F∗)−1
,
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where (c, b) ∈ G∗(x) ⇔ x ∈ F∗(c, b). At this point, we recall that G∗ is metrically
regular at x ∈ R

n for (c, b) ∈ G∗(x) if there exist neighborhoods U of x and V of
(c, b) and a constant κ > 0 such that

d
(
x,F∗(c, b)

)
� κd

(
(c, b),G∗(x)

)
, (4)

for all x ∈ U and all (c, b) ∈ V. Observe that in this case, provided that U and V are
open sets, G∗ is also metrically regular at any (x, (c, b)) ∈ (U × V) ∩ gph G∗.

The infimum of κ for which Eq. 4 holds (for some associated neighborhoods
U and V) coincides with the infimum of κ verifying Eq. 3 (for possibly smaller
neighborhoods; see, e.g., [17]). This infimum is referred to as the modulus of metric
regularity (or regularity modulus) of G∗ at x for (c, b) ∈ G∗(x), and is denoted by
regG∗(x | (c, b)). We define regG∗(x | (c, b)) = +∞ when G∗ is not metrically regular
at x for (c, b).

Corollary 4.7 in [17] shows that the Aubin property of F∗ at ((c, b), x) ∈ gphF∗ is
equivalent to the strong Lipschitz stability of F∗ at (c, b) (i.e., single-valuedness and
Lipschitz continuity of F∗ in a neighborhood of (c, b), since F∗ is convex-valued).

Attending to the previous paragraphs, the following conditions are equivalent:

(a) G∗ is metrically regular at x for (c, b) ∈ G∗(x);
(b) F∗ satisfies the Aubin property at ((c, b), x) ∈ gphF∗;
(c) F∗ is strongly Lipschitz stable (s.L.s.) at (c, b) with F∗(c, b) = {x} .

When confined to the finite case (T finite) this equivalence can be alternatively
approached from [20, Thm. 1.2]: for a set-valued mapping between finite-dimensional
spaces, the single-valuedness and Lipschitz continuity is equivalent to premonotonic-
ity together with Aubin property. (See Remark 1 in Section 2 for additional details
and references.)

From now on, we adopt (c) as the usual formulation in our statements. Assuming
that F∗ is s.L.s. at (c, b), and writing

F∗(c, b) = {x(c, b)}
for (c, b) near (c, b), the regularity modulus of G∗ can trivially be expressed as the
Lipschitz modulus of F∗ at the nominal parameter; i.e.,

regG∗(x | (c, b
)) = lipF∗(c, b

) := lim sup
(c,b),(̃c,b̃)→(c,b)

(c,b) 
=(̃c,b̃)

∥∥x(c, b) − x(̃c, b̃)
∥∥

∥∥(c, b) − (̃c, b̃)
∥∥ . (5)

Here ‘lim sup’ is understood, as usual, as the supremum of all possible ‘sequential
lim supr→+∞’ in which (c, b) and (̃c, b̃) are respectively replaced by (cr, br) and
( c̃ r, b̃ r), with r = 1, 2, ....

The main goal of this paper is to compute (or estimate) this modulus. Specifically,
our aim is to provide an operative exact formula (or bound) for lipF∗(c, b), only
involving the nominal elements x and (c, b). To the authors knowledge, the results
given here provide new stuff even in the case of ordinary linear programming (see
Section 5).

The metric regularity is a quantitative stability property widely used in both
theoretical and computational studies in the field of variational analysis. Different
authors have recently provided deep studies on this topic from different perspectives
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(see, for instance, Dontchev et al. [9], in relation to the modulus and radius of
metric regularity, and Ioffe [15] for a survey about metric regularity and its con-
nection with subdifferential calculus in Banach spaces). The reader is addressed to
Mordukhovich [24] and Rockafellar and Wets [27] for a comprehensive overview
on variational analysis, and Klatte and Kummer [17] for the study of this subject
in connection with optimization theory. Studies on the metric regularity of systems
of convex inequalities and its relation to different constraint qualifications can be
traced out from Li [23] and Zheng and Ng [29]. See also Henrion and Klatte [14]
for details about metric regularity of certain parametrized semi-infinite systems. A
different approach to quantitative stability (through the concept of nondegenerancy)
of parametrized optimization problems having nonisolated optima is provided in
Bonnans and Shapiro [2]. In relation sharp Lipschitz constants for the feasible and
the optimal set in ordinary linear programming, the reader is addressed to [21] and
[22]. More references concerning this (finite) case are given in Section 5.

Immediate antecedents to the present work can be found in [4] and [5]. The
first of these papers deals with the metric regularity of constraint systems (no
objective function is considered). Specifically, it provides a formula for the regularity
modulus of

G := F−1,

in terms of the system’s data (see Proposition 1). Paper [5] is concerned with
the metric regularity property of convex optimization problems under canonical
perturbations. When confined to the linear semi-infinite context (Eq. 1), the referred
paper shows that the metric regularity of G∗ turns out to be equivalent to different
stability criteria spread out in the literature, as the strong Lipschitz stability of F∗,
referred above, and the strong Kojima stability of F∗ [19], under Mangasarian-
Fromovitz constraint qualification (see also [16, 18, 28]). In particular, [5] provides
an algebraic characterization of the metric regularity of G∗ (KKT conditions with
some additional requirement), gathered in Proposition 2(b), which constitutes the
starting point of the present paper. In fact, with the aim of computing lipF∗(c, b), this
condition suggests the strategy of considering suitable finite subproblems of π(c, b)

with exactly n constraints.
There also exist in the literature different contributions to the stability theory

of linear semi-infinite optimization problems focussed on the continuity of the
associated set-valued mappings. Chapters 6 and 10 in [12] present a general overview
about the stability of the feasible and the optimal set, respectively, of LSIP problems
in a more general context with no continuity assumption on the data t �→ (at

b t

)
and

allowing perturbations of all coefficients. See also [13] for details about the (Berge)
lower semicontinuity of F , and [6] for lower and upper semicontinuity of F∗ in the
referred general context. The reader is also addressed to [3] and [11] for the analysis
of continuity properties of F and F∗ in our framework of continuous data. In relation
to the sensitivity analysis, some results about Lipschitz constants for the optimal
value in connection with the so-called distance to ill-posedness can be traced out
from [7] and [26] (the first one in the linear semi-infinite context without continuity
assumptions, and the second in the conic context).

At this moment, we summarize the structure and main contributions of the
paper. Section 2 contains the necessary definitions and preliminary results. Section 3
introduces a key reformulation of the right hand side of Eq. 5, showing that both c
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and c̃ can be replaced by the nominal parameter c. In other words, under the strong
Lipschitz stability assumption,

lipF∗(c, b
) = lipF∗(c, ·)(b),

where F∗(c, ·) : C(T, R) ⇒ R
n is given by F∗(c, ·)(b) = F∗(c, b). This fact clarifies

the role played by the objective function in the value of lipF∗(c, b). Roughly
speaking, it determines which ingredients (x, b) should be used (those such that x
is an optimal point for π(c, b)).

Proposition 2(b) yields the idea of relating lipF∗(c, b) to the Lipschitz moduli
associated to appropriate finite subproblems: those formed by considering all blocks
of n constraints involved in the Karush–Kuhn–Tucker conditions. Taking this idea
into account, Section 4 starts by calculating the Lipschitz moduli associated to the
referred finite subproblems. After that, a lower bound on lipF∗(c, b) is provided
(Theorem 1). Section 5 shows that this lower bound equals the exact modulus in the
finite case. In fact, in this case, lipF∗(c, b) turns out to be the sharp Lipschitz constant
in a neighborhood of (c, b). Theorem 2 in Section 6 establishes that the lower bound
equals the modulus under a certain additional assumption, called condition (H). This
condition (H) always holds in R

n with n � 3 (Proposition 7) while it can hold or not
in R

4 (Examples 4 and 3, respectively).
We point out that the announced lower bound (or exact modulus) only depends on

the coefficients of the nominal problem π(c, b), not involving problems π(c, b) in a
neighborhood of it. Moreover, it is given in terms of the norm of the inverse matrices
associated to the referred blocks of n constraints, which makes it have practical
advantages, mainly in the particular case of linear programming problems (T finite).
Finally, in Section 7 we underline some conclusions about the main contributions of
the paper, specifying the case in which the calculus of the Lipschitz modulus remains
as open problem.

2 Preliminaries

In this section we provide further notation and some preliminary results. Given ∅ 
=
X ⊂ R

k, k ∈ N, we denote by conv(X) and cone(X) the convex hull and the conical
convex hull of X, respectively. If now X is a subset of any topological space, int(X)

and cl(X) will represent the interior and the closure of X, respectively. It is assumed
that cone(X) always contains the zero-vector, 0k, and so cone(∅) = {0k}.

The dual norm of ‖·‖ is denoted by ‖·‖∗; i.e., for u ∈ R
k,

‖u‖∗ := max{u′z | ‖z‖ � 1}.
The characteristic cone associated with problem in Eq. 1 is given by

K(b) := cone
({(

at

bt

)
, t ∈ T ;

(
0n

−1

)})
.

When σ(b) is consistent, the non-homogeneous Farkas Lemma characterizes those
linear inequalities u′x � v which are consequences of σ(b) [i.e., are satisfied by all
the points of F(b)] as those verifying

(
u
v

)
∈ cl(K(b)),



516 M.J. Cánovas et al.

i.e., there exist sequences {λr} ⊂ R
(T)
+ and {μr} ⊂ R+ such that

(
u
v

)
= limr

{
∑

t∈T

λr
t

(
at

bt

)
+ μr

(
0n

−1

)}

,

where R
(T)
+ denotes the set of all the functions λ : T → R+ taking positive values at

finitely many points of T, and limr should be interpreted as limr→+∞.
When K(b) is closed, σ(b) is said to be a Farkas-Minkowski system (see [12]).

If x ∈ F(b), we introduce the set of active indices and its associated cone of active
constraints,

Tb (x) = {t ∈ T | a′
tx = bt} and Ab (x) = cone({at | t ∈ Tb (x)}), (6)

assuming Ab (x) = {0n} if Tb (x) = ∅. A point x0 ∈ F(b) such that Tb (x0) = ∅ is said
to be a Slater point of σ(b). In this case, a standard continuity and compactness
argument yields the existence of a positive scalar ρ such that a′

tx
0 � bt + ρ for all

t ∈ T. We say that σ(b) satisfies the Slater condition if it has at least a Slater point.
Sometimes it will be convenient to extend definition in Eq. 6 not only to (continu-

ous) functions b defined on the whole T, but also to (continuous) functions defined
on some subset D ⊂ T. Specifically, when β ∈ C(D, R), with D ⊂ T, we consider

Tβ(x) = {t ∈ D | a′
tx = βt}. (7)

Lemma 1 (see [12]) Let (c, b) ∈ R
n × C(T, R) and x ∈ R

n. One has:

(a) If σ(b) satisfies the Slater condition, then K(b) is closed;
(b) Karush–Kuhn–Tucker (KKT) conditions: If x ∈ F(b) and c ∈ Ab (x) then x ∈

F∗(c, b). The converse holds when K(b) is closed.

The following proposition provides a characterization of the metric regularity of
G as well as an expression for its regularity modulus at (x, b) ∈ gphG, which can be
derived from [4, Cor. 3.2]

Proposition 1 G is metrically regular at x for b ∈ G(x) if and only if σ(b) satisfies the
Slater condition, and in this case we have

reg G(x | b) = (inf {‖u‖∗ | u ∈ conv({at, t ∈ Tb (x)})})−1.

Proof The characterization of the metric regularity is given in [4, Thm. 2.1 ]. With
respect to the modulus, [4, Cor. 3.2] yields

reg G(x | b) =
(

inf

{
‖u‖∗ |

(
u

u′x

)
∈ conv

({(
at

bt

)
, t ∈ T

})})−1

.

Let us see that
( u

u′x
) ∈ conv

({(at
b t

)
, t ∈ T

})
if and only if u ∈ conv({at, t ∈ Tb (x)}). The

‘if’ condition is immediate. To see the converse, write
(

u
u′x

)
=
∑

t∈T

λt

(
at

bt

)
(8)
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for some λ ∈ R
(T)
+ such that

∑
t∈T λt = 1. Then, multiplying both sides by

( x
−1

)

we obtain

0 =
∑

t∈T

λt(a′
tx − bt).

Since x is feasible for σ(b), each λt(a′
tx − bt) must be zero, and thus λt = 0 if t /∈

Tb (x). Then, the first block in Eq. 8 provides u ∈ conv({at, t ∈ Tb (x)}). �

Theorem 16 in [5] provides different characterizations of the strong Lipschitz
stability of F∗ at a given (c, b). One of them is condition (b) in the following
proposition, which is formulated exclusively in terms of the nominal data (i.e., c, b ,

and x) and plays a key role in our analysis. Next, Proposition 3 provides additional
information, taken out from [5, Proposition 9]. In the sequel, |D| will denote the
cardinality of D.

Proposition 2 Let (c, b) ∈ R
n × C(T, R). The following conditions are equivalent:

(a) F∗ is s.L.s. at (c, b) (i.e., single-valued and Lipschitz continuous in a neighbor-
hood of (c, b)) with F∗(c, b) = {x} ;

(b) σ(b) satisfies the Slater condition and there is no D ⊂ Tb (x) with |D| < n such
that c ∈ cone({at, t ∈ D}).

Proposition 3 Assume that F∗ is s.L.s. at (c, b) with F∗(c, b) = {x} . Then

(a) There exist t1, ..., tn ∈ Tb (x) such that {at1 , ..., atn} is a basis of R
n, and

positive scalars λ1, ..., λn such that c =∑n
i=1 λiati . In other words, c ∈

int(cone({at1 , ..., atn})).
(b) A neighborhood V of (c, b) exists in such a way that F∗(c, b) consists of a unique

point, x(c, b), for (c, b) ∈ V, and Proposition 2(b) fulfills when replacing (c, b)

by any (c, b) ∈ V and x is replaced by x(c, b).

Remark 1 Lipschitz single-valuedness of F∗ does not imply uniqueness of KKT
multipliers (see Example 1 below). From a different view, we can find in the literature
different contributions about the Lipschitz single-valuedness of KKT pairs (x, λ). The
papers [10] and [20] tackle the Lipschitzian behavior of the KKT mapping. In our
linear context, and assuming that T is finite, this mapping assigns to each (c, b) the
set of all (x, λ) such that x ∈ F∗(c, b) and λ is a vector of associated KKT multipliers.
Specifically, (c, b) and (x, λ) are related through the variational condition

(
c
b

)
∈
(

A′λ
Ax

)
+
(

0n

∂δR
T+(λ)

)
,

where A is the matrix whose rows are a′
t, A′ is its transpose, and ∂δR

T+ is the
subdifferential of the (convex) indicator function of R

T+. Then, one can apply the
results of [10] and [20] to characterize the Lipschitz single-valuedness of the KKT
mapping near a nominal ((c, b), (x, λ)). Actually, the first of these papers deals
with a more general class of mappings consisting of the sum of a linear mapping
plus the normal cone mapping to a polyhedral set. The second paper provides a
general characterization of the Lipschitz single-valuedness of a multifunction, in
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finite dimensions, which is applied to what the authors call solution multifunctions,
which also include KKT mappings.

Since this paper is devoted to determine lipF∗(c, b), from now on we shall assume
that F∗ is s.L.s. at (c, b).

3 First Results on the Lipschitz Modulus

In this section, we provide an expression for the Lipschitz modulus of F∗ at (c, b),

which clarifies the role played by vector c in relation to this modulus. Roughly speak-
ing, c decides which ingredients must be considered in the calculus of lipF∗(c, b):
those pairs (x, b) such that x is an optimal point of π(c, b).

First, we need the following lemma, which ensures that it is not restrictive to
consider a fixed vector c in the objective function when (x, b) is close enough
to (x, b).

Lemma 2 Assume that F∗ is s.L.s. at (c, b) with F∗(c, b) = {x} . If {((cr, br), xr)} ⊂
gphF∗ converges to ((c, b), x), then ((c, br), xr) ∈ gphF∗ for r large enough.

Proof Let {((cr, br), xr)} ⊂ gphF∗ converge to ((c, b), x). For each r large enough
(w.l.o.g., for all r), F∗ is s.L.s. at (cr, br). Then, applying Proposition 3(a), there exists
Dr := {tr

1, ..., tr
n

} ⊂ Tbr (xr) such that {atr1 , ..., atrn} is a basis of R
n and

cr =
n∑

i=1

λr
i atri , (9)

for some λr
i
> 0 for each i = 1, ..., n.

Next we prove that
{∑n

i=1 λr
i

}
r must be bounded.

Otherwise, we may assume that γr :=∑n
i=1 λr

i → +∞ and, considering suitable

subsequences if necessary, each
{

λr
i

γr

}
converges to certain μi � 0, for i = 1, ..., n, with

∑n
i=1 μi = 1. The compactness of T together with the continuity of t �→ at allows us

to assume (taking subsequences if necessary) limr tr
i = ti ∈ Tb (x) and limr atri = ati , for

i = 1, ..., n. Then, letting r → +∞ after dividing by γr both sides of Eq. 9, we have

0n =∑n
i=1 μiati , and hence 0n+1 =∑n

i=1 μi

(
ati

b ti

)
. This contradicts the Slater condition

at σ(b) (just multiply both sides by
( x0

−1

)
, where x0 is any Slater point of σ(b)).

Once we know that
{∑n

i=1 λr
i

}
r is bounded, we may assume w.l.o.g. that

each
{
λr

i

}
r converges to certain λi � 0, i = 1, ..., n, and Eq. 9 leads us to c =∑n

i=1 λiati ∈ cone({ati , i = 1, ..., n}). Thus D := {t1, ..., tn} ⊂ Tb (x), and the strong
Lipschitz stability hypothesis [see Proposition 2 and Proposition 3(a)]) entails c ∈
int(cone{ati , ti ∈ D}); therefore, the continuity of t �→ at yields c ∈ int(cone{atri , i =
1, ..., n}) for r large enough and, so, appealing again to Lemma 1 and recalling
Dr = {tr

1, ..., tr
n

} ⊂ Tbr (xr), we conclude xr ∈ F∗(c, br). �

The following proposition provides the announced reformulation of Eq. 5 when
confined to our context of linear problems. Observe that c remains unperturbed in
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the statement of this proposition. Recall that x(c, b) represents the unique optimal
solution of π(c, b) for (c, b) close enough to (c, b), provided that F∗ is s.L.s. at (c, b).

Proposition 4 Assume that F∗ is s.L.s. at (c, b). Then

lipF∗(c, b
) = lim sup

b ,b̃→b
b 
=b̃

∥∥x(c, b) − x
(
c, b̃

)∥∥
∥∥b − b̃

∥∥∞

( =: lipF∗(c, ·)(b)). (10)

Proof According to the definitions [see Eq. 5], lipF∗(c, b) = sup L0, where L0 is the
set of all the limits in the form

lim supr

∥∥x
(
cr, br

)− x
(
c̃ r, b̃ r

)∥∥
∥∥(cr, br

)− (c̃ r, b̃ r
)∥∥

such that (cr, br), ( c̃ r, b̃ r) → (c, b) and (cr, br) 
= (̃cr, b̃ r), for all r. Here all (cr, br)

and (̃cr, b̃ r) are assumed to be close enough (c, b) to ensure the uniqueness of
optimal solution. Moreover, lipF∗(c, ·)(b) is the supremum of L, where

L :=
{

lim supr

∥∥x
(
c, br

)− x
(
c, b̃ r

)∥∥
∥∥br − b̃ r

∥∥∞

∣∣∣∣∣
br, b̃ r → b ; br 
= b̃ r for all r

}

.

Let us see that sup L=sup L0. It is immediate that L⊂ L0 and then sup L�sup L0.

Now, if α0 = lim supr
‖x(cr,b r)−x(̃cr,b̃ r)‖∥∥∥(cr,br)−(̃cr,b̃

r
)

∥∥∥
∈ L0, let us see that α0 � sup L, in the non-

trivial case α0 > 0. We can write α0 = limk
‖x(crk ,brk )−x(̃crk ,b̃ rk )‖∥∥∥(crk ,brk )−(̃crk ,b̃

rk )

∥∥∥
, where {(crk , brk)} and

{(̃crk , b̃ rk)} are suitable subsequences.
Let us see that brk 
= b̃ rk for k large enough. Otherwise, we would have brkp =

b̃ rkp , p = 1, 2, ... for some subsequences, and the previous lemma, together with
the uniqueness of optimal solutions around (c, b), would yield, for a certain p0 ∈
N, that x(crkp , brkp ) = x(c, brkp ) = x(c, b̃ rkp ) = x(̃crkp , b̃ rkp ) for p � p0, yielding the
contradiction α0 = 0.

So, α0 � lim supk
‖x(crk ,brk )−x(̃crk ,b̃ rk )‖

‖brk −b̃ rk‖ = lim supk
‖x(c,b rk )−x(c,b̃ rk )‖

‖brk −b̃ rk‖ ∈ L, where the

equality comes again from Lemma 2 and the uniqueness of optimal solutions around
(c, b). Hence sup L � sup L0. �

As commented above, the previous proposition yields a better understanding
of the Lipschitz modulus in our context. The expression of lipF∗(c, b) given in
Eq. 10 still involves parameters and points in a neighborhood of the nominal one.
Nevertheless it will help in searching a formula for lipF∗(c, b) in terms of the nominal
problem’s data, which constitutes the main goal in the rest of the paper.

4 A Lower Bound on the Lipschitz Modulus

In order to determine the Lipschitz modulus of F∗ at (c, b), condition (b) in
Proposition 2 (together with Carathéodory’s Theorem) suggests the strategy of
considering subsets of n active constraints at x for b (where {x} = F∗(c, b)), in such
way that c belongs to the associated active cone (see also Proposition 3(a)). In other
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words, we investigate the possibility of expressing lipF∗(c, b) in terms of Tb (x),

where in general we define

Tb (x) := {D ⊂ Tb (x) | |D| = n and c ∈ cone({at, t ∈ D})} . (11)

Note that c remains fixed in the definition of Tb (x), according to Lemma 2.
Now we intend to relate the Lipschitz modulus of ‘the whole’ F∗ to the Lipschitz

moduli associated with subproblems constrained only by inequalities with indices in
D, for each D ∈ Tb (x). Proposition 5 below determines the latter Lipschitz moduli.
First, we introduce some notation used hereafter.

Given ∅ 
= D ⊂ T, |D| < ∞, we consider F∗
D : R

n × R
D⇒ R

n defined by

F∗
D(c, β) := arg min

{
c′x | a′

tx � βt for all t ∈ D
}
.

Elements of R
D are functions defined on a discrete domain and may be viewed as

restrictions to D of continuous functions of C(T, R), due to the fact that T is a
Hausdorff space. With this notation our aim is, given (c, b) ∈ C(T, R) at which F∗

is s.L.s., to relate lipF∗(c, b) with
{

lipF∗
D(c, bD) : D ∈ Tb (x)

}
, where bD := (bt)t∈D.

The next example is intended to illustrate these ingredients and to provide
motivation for some forthcoming results.

Example 1 Consider the problem in R
2

π
(
c, b

) := Inf {2x1 + x2 | x1 � 0, x2 � 0, x1 + x2 � 0} ,

where the constraints are associated with indices 1, 2 and 3 in the same order in
which they are written. First note that F∗ is s.L.s. at (c, b) with F∗(c, b) = {x} , where
c = (2, 1)′, b = 03, and x = 02, according to Proposition 2(b). In this case

Tb (x) = {{1, 2} , {1, 3}} .

Attending to KKT conditions, one can easily check in this example that, for (c, b)

close enough to (c, b) and D ∈ Tb (x), F∗
D(c, b D) coincides with the solution set of

the linear system
{
a′

tx = b t, t ∈ D
}
. This situation holds in general, as we observe

below in Remark 2, and it underlies the fact that the Lipschitz modulus of F∗
D only

involves the referred system of equations (see Proposition 5).

From now on, given D ⊂ T, with |D| = n, let AD denote the matrix whose rows
are a′

t for each t ∈ D (given in some prefixed order). Sometimes we identify AD

with the endomorphism R
n � x �→ ADx ∈ R

D. It is well-known that AD is metrically
regular, at any point of its graph, if and only if AD is non-singular, and in such a case
regAD does not depend on the point of gphAD at which is evaluated, and

regAD = ∥∥A−1
D

∥∥ (12)

(see, for instance, [9, Example 1.1]). For our choice of norms, provided that AD is
non-singular, we have

∥∥A−1
D

∥∥ := max
‖y‖∞�1

∥∥A−1
D y
∥∥ = max

y∈{−1,1}n

∥∥A−1
D y
∥∥ =

(
min‖λ‖1=1

∥∥A′
Dλ
∥∥∗
)−1

.

The second equality comes from the use of ‖·‖∞ in R
D, together with the fact that

{−1, 1}n is the set of extreme points of the associated closed unit ball and the function
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to be maximized is convex. The last equality is a straightforward consequence of
Proposition 1.

As a consequence of Eq. 12, and applying Proposition 4, we obtain the following
expected formula for the Lipschitz modulus of F∗

D :

Proposition 5 Let D ⊂ T, with |D| = n. Assume that F∗
D is s.L.s. at (c, β) ∈ R

n × R
D.

Then, one has

lipF∗
D(c, β) = ∥∥A−1

D

∥∥ .

Proof Under the strong Lipschitz stability assumption we have c =∑t∈D λtat, where
λt > 0 for all t ∈ D and {at, t ∈ D} is a basis of R

n (it comes straightforwardly
from the specification of Proposition 3(a) to F∗

D). So, for x ∈ R
n and β ∈ R

D, the
KKT conditions yield ((c, β), x) ∈ gphF∗

D if and only if x = A−1
D β. Applying now

Proposition 4 one concludes

lipF∗
D(c, β) = lim sup

β,β̃→β

β 
=β̃

∥∥A−1
D (β − β̃)

∥∥
∥∥β − β̃

∥∥∞
= ∥∥A−1

D

∥∥ ,

which completes the proof. �

Remark 2 Under the assumptions of the previous proposition, in fact we have

F∗
D(c, β) = {A−1

D β
}

for each (c, β) ∈ R
n × R

D such that ‖c − c‖ < ε, for a certain ε > 0. In fact, the
strong Lipschitz stability assumption ensures the existence of ε > 0 such that c ∈
int(cone({at, t ∈ D})) whenever ‖c − c‖ < ε (see [12, Thm. A.7]). Then, the only
point satisfying KKT conditions for the linear problem

Min
{
c′x | a′

tx � βt, t ∈ D
}

is A−1
D β (recall that {at, t ∈ D} is a basis of R

n).

The following theorem provides the aimed lower bound for the Lipschitz modulus
of ‘the whole’ F∗. Observe that subset D in Proposition 5 actually belongs to Tβ(x).

Theorem 1 Assume that F∗ is s.L.s. at (c, b) with F∗(c, b) = {x} . Then

lipF∗(c, b
)
� sup

D∈Tb (x)

lipF∗
D

(
c, bD

) = sup
D∈Tb (x)

∥∥A−1
D

∥∥ . (13)

Proof The last equality comes trivially from Proposition 5. Suppose, reasoning by
contradiction, that there exist α1, α2 > 0 and D ∈ Tb (x) such that

lipF∗(c, b
)

< α1 < α2 < lipF∗
D

(
c, bD

)
. (14)

The last inequality, together with the fact that lipF∗
D(c, bD) = regAD, yields the

existence of two sequences, {xr} ⊂ R
n converging to x, and {βr} ⊂ R

D converging
to bD, such that, for each r ∈ N,

∥∥xr − A−1
D βr

∥∥ > α2

∥∥βr − ADxr
∥∥∞ . (15)
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Write x̃r := A−1
D βr, for each r, and observe that {x̃r}r∈N converges to A−1

D bD = x
(recall that D ∈ Tb (x)).

The proof is organized in four steps.

Step 1 We construct a sequence {b̃ r} ⊂ C(T, R) converging to b and verifying, for
each r,

F∗(c, b̃ r) = {x̃r}. (16)

Define, for each t ∈ T,

b̃ r
t := (1 − ϕr(t))a′

t x̃
r + ϕr(t) min

{
a′

tx
r, a′

t x̃
r, bt

}
, (17)

where ϕr : T → [0, 1] is a continuous function satisfying

ϕr(t)=
⎧
⎨

⎩

0 if t ∈ D,

1 if max
{∣∣a′

t x̃
r −a′

tx
r
∣∣ , a′

tx−bt

}
�
(

1+ 1

r

)∥∥βr − ADxr
∥∥∞ .

(18)

The existence of ϕr is guaranteed by Urysohn’s Lemma. To see this observe
that, from Eq. 15, ‖βr − ADxr‖∞ > 0 (otherwise,

∥∥xr − A−1
D βr

∥∥ = 0) and,
if t ∈ D, then a′

tx − bt = 0 and
∣∣a′

t x̃
r − a′

tx
r
∣∣ = ∣∣βr

t − a′
tx

r
∣∣ � ‖βr − ADxr‖∞ .

Consequently, D and
{

t ∈ T | max
{∣∣a′

t x̃
r − a′

tx
r
∣∣ , a′

tx − bt

}
�
(

1 + 1

r

)∥∥βr − ADxr
∥∥∞

}

are disjoint closed sets. If the second of these sets is empty, then we take
ϕr ≡ 0. We establish the convergence of {b̃ r} to b in Step 4.
Note that the definition of b̃ r ensures D ⊂ Tb̃r (x̃r). Then D ∈ Tb̃ r (x̃r),

recalling c ∈ cone({at, t ∈ D}). Moreover, x̃r ∈ F(b̃ r), r = 1, 2, ..., because of
Eq. 17. Then, appealing to Lemma 1(b), we have x̃r ∈ F∗(c, b̃ r) for each r.
Taking limr b̃ r = b into account we conclude that, for r large enough,
F∗(c, b̃ r) is a singleton, and therefore Eq. 16 holds.

Step 2 We construct a sequence {br} ⊂ C(T, R) converging to b , verifying, for
each r,

xr ∈ F∗(c, br) (19)

and
∥∥b̃ r − br

∥∥∞ �
(

1 + 1

r

)∥∥βr − ADxr
∥∥∞ . (20)

Define, for each t ∈ T,

br
t := (1 − ϕr(t))a′

tx
r + ϕr(t) min

{
a′

tx
r, a′

t x̃
r, bt

}
,

where ϕr(t) is the same as in Eq. 18. We will see that {br} converges to b in
Step 4.
In order to prove Eq. 20, for any given r, let us consider the non-trivial case
ϕr(t)<1 (otherwise, b̃ r

t = br
t = min{a′

tx
r, a′

t x̃
r, bt}). In such a case we have

∣∣b̃r
t − br

t

∣∣ = (1 − ϕr(t))
∣∣a′

t x̃
r − a′

tx
r
∣∣ <

(
1 + 1

r

)∥∥βr − ADxr
∥∥∞ .
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Next we show that, for each r, xr ∈F∗(c, br). Note that the definition of br

entails xr ∈ F(br) and D∈Tbr (xr) for all r. Then, appealing again to Lemma
1 (b), we obtain Eq. 19.

Step 3 Completion of the proof.
According to Eqs. 15, 16, and 20, we obtain

d
(
xr,F∗(c, b̃ r)) = ∥∥xr − x̃r

∥∥ > α2

∥∥βr − ADxr
∥∥∞

� α2

(
1 + 1

r

)−1 ∥∥b̃ r − br
∥∥∞

� α2

(
1 + 1

r

)−1

d
((

c, b̃ r),G∗(xr)),

where the last inequality comes from Step 2, which entails (c, br) ∈ G∗(xr).

Moreover, if r is large enough to obtain α2(1 + 1
r )

−1 > α1, we finally conclude

d
(
xr,F∗(c, b̃ r)) > α1d

((
c, b̃ r),G∗(xr)

)
,

which contradicts Eq. 14.
Step 4 Both sequences {b̃ r} and {br} converge to b .

Due to the complete analogy between both sequences, it suffices to show
the result for one of them, say {b̃ r}. For each r ∈ N and each t ∈ T we
can write

∣∣b̃ r
t −bt

∣∣� (1−ϕr(t))
∣∣a′

t x̃
r −bt

∣∣+ϕr(t)
∣∣min

{
a′

tx
r, a′

t x̃
r, bt

}−bt
∣∣

= (1−ϕr(t))|a′
t x̃

r −bt
∣∣+ϕr(t) max

{[
bt−a′

tx
r]

+,
[
bt − a′

t x̃
r]

+
}
,

(21)

where [α]+ := max {α, 0} represents the positive part of α ∈ R. Moreover,
[
bt − a′

tx
r]

+ �
[
bt − a′

tx
]
+ + [a′

tx − a′
tx

r]
+ �

∣∣a′
tx − a′

tx
r
∣∣ �

∥∥at
∥∥∗
∥∥x − xr

∥∥,

where we make use of the feasibility of x for σ(b); i.e., bt − a′
tx � 0 for

all t ∈T. Through a completely analogous expression for
[
bt − a′

t x̃
r
]
+, we

conclude

max
{[

bt − a′
tx

r]
+,
[
bt − a′

t x̃
r]

+
}

�
∥∥at
∥∥∗ max

{∥∥x − xr
∥∥,
∥∥x − x̃r

∥∥}. (22)

Next we focus on providing upper bounds for (1 − ϕr(t))
∣∣∣a′

t x̃
r − bt

∣∣∣ , in the
right hand side of Eq. 21. In the non-trivial case ϕr(t) < 1 we have, according
to Eq. 18,

max
{∣∣a′

t x̃
r − a′

tx
r
∣∣ , a′

tx − bt

}
<

(
1 + 1

r

)∥∥βr − ADxr
∥∥∞ ,

and then

(1 − ϕr(t))
∣∣∣a′

t x̃
r − bt

∣∣∣ �
∣∣a′

t x̃
r − a′

tx
r
∣∣+ ∣∣a′

tx
r − a′

tx
∣∣+ a′

tx − bt

� 2

(
1 + 1

r

)∥∥βr − ADxr
∥∥∞ + ‖at‖∗

∥∥xr − x
∥∥ .(23)



524 M.J. Cánovas et al.

From Eqs. 21, 22, and 23, we obtain, for each r ∈ N,

∥∥∥b̃ r − b
∥∥∥∞

� 2

(
1 + 1

r

)∥∥βr − ADxr
∥∥∞ +

+(max
t∈T

‖at‖∗)
(∥∥xr − x

∥∥+ max
{∥∥x − xr

∥∥ ,
∥∥x − x̃r

∥∥}) −→
r→∞ 0.

�

5 The Exact Modulus in the Finite Case

In this section we analyze the case when T is finite, i.e., the case of ordinary linear
programming. There are different contributions and approaches to the Lipschitzian
behavior of the feasible and the optimal set in this case. For example, Dontchev
et al. [9] entails that a lower bound on the Lipschitz modulus of the optimal set
mapping is given by the reciprocal to the distance to strong metric irregularity. See
also Cheung et al. [8] in relation to different concepts of distance to ill-posedness.
Another approach may be developed from the analysis of local stability regions in
Nožička et al. [25] (recovered, e.g., in Sections 5.4 and 5.5 of Bank et al. [1]). Li
[21] provides Lipschitz constants for feasible and optimal solutions of ordinary linear
programs (with inequality and equality constraints) under perturbations of the right
hand side of the constraint system (the objective function is not perturbed). The
Lipschitz constant provided in [21] for the feasible set mapping is shown to be sharp,
while the sharpness of the Lipschitz constant for the optimal set mapping is pointed
out in that paper as an open problem (end of p. 38 in [21]). In this section we show
that the last Lipschitz constant is not sharp in general (even for inequality constraints
only) and provide the sharp Lipschitz constant by using one of the tools developed
in Li [22].

Specifically, the Lipschitz constant given in [21], adapted to our setting 1, and
assuming that F∗ is s.L.s. at (c, b), is

γ := max
D⊂T, |D|=n

AD non-singular

∥∥A−1
D

∥∥ .

In the following paragraphs we show that

α := max
D∈Tb (x)

∥∥A−1
D

∥∥

becomes the sharp Lipschitz constant for F∗ in a neighborhood of (c, b). In fact,
we prove that α is a Lipschitz constant for F∗ in a neighborhood of (c, b). Then,
Theorem 1 obviously implies that α is sharp and equals the Lipschitz modulus
(i.e., the Lipschitz modulus works as a Lipschitz constant in this case). Observe that
γ does not depend on vector c (indeed, Theorem 3.5 in [21] already shows that γ is
sharp for a certain c). In Example 4 we have γ = √

65 ≈ 8.0623 and α = √
1837/32 ≈

7.5767 (see Remark 4 in Section 6 for details).
Next we present the definitions and tools needed in this section. Let V be an open

and convex subset of R
m, m ∈ N. In the following lines, R

m and R
n are endowed

with arbitrary norms, both denoted by ‖·‖ . A multifunction S : V ⇒ R
n is said to be
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Hausdorff lower semicontinuous at y ∈ V if limz→y(supx∈S(y) d(x,S(z))) = 0. S is
said to be λ-Lipschitz continuous on V, denoted by S ∈ Lip(λ) if

H(S(y),S(z)) � λ ‖y − z‖ for all y, z ∈ V,

where H(S(y),S(z)) is the Hausdorff distance between S(y) and S(z), given by

H(S(y),S(z)) = max

{
sup

x∈S(y)

d(x,S(z)), sup
x∈S(z)

d(x,S(y))

}
.

S is said to be locally upper Lipschitz continuous with modulo λ on V, denoted by
S ∈ U L(λ), if for any y ∈ V there exists a neighborhood W of y such that

sup
x∈S(y)

d(x,S(z)) � λ ‖y − z‖ , for all z ∈ W.

Lemma 3 [22, Theorem 2.1] If S is Hausdorff lower semicontinuous and S ∈ U L(λ)

then S ∈ Lip(λ).

In fact, Theorem 2.1 in [22] is stated for a mapping defined on the whole R
m

(with our current notation), but the proof also works for mappings defined on convex
subsets of R

m.

Next we choose an appropriate neighborhood V of (c, b). Our current assump-
tions are: T is finite, F∗ is s.L.s. at (c, b), and F∗(c, b) = {x} . Let V be an open and
convex neighborhood of (c, b) such that F∗ is single-valued and Lipschitz continuous
(i.e., s.L.s.) on V. Since c will remain fixed in our analysis, let Vb be an open and
convex neighborhood of b such that {c} × Vb ⊂ V and write F∗(c, b) = {x(b)} for
b ∈ Vb . Then it is not restrictive to assume that Vb is small enough to guarantee

Tb (x(b)) ⊂ Tb (x), (24)

and hence Tb (x(b)) ⊂ Tb (x), for b ∈ Vb .

Let F∗(c, ·)|Vb
denote the restriction of F∗(c, ·) to Vb ; i.e., F∗(c, ·)|Vb

: Vb ⇒ R
n

is given by

F∗(c, ·)∣∣Vb
(b) = F∗(c, b) = {x(b)} , for b ∈ Vb .

Proposition 6 Under the previous assumptions, F∗(c, ·)|Vb
∈ U L(α).

Proof Take any b 0 ∈ Vb and consider a neighborhood Wb 0 of b 0 such that Wb 0 ⊂ Vb
(recall that Vb is open) and such that Tb (x(b)) ⊂ Tb 0(x(b 0)) for all b ∈ Wb 0 . Let us
see that

∥∥x(b) − x(b 0)
∥∥ � α

∥∥b − b 0
∥∥∞ for all b ∈ Wb 0 .

Pick b ∈ Wb 0 . The choice of V entails in particular that F∗ is s.L.s. at (c, b), and,
according to Propositions 2 and 3 we conclude the existence of D ∈ Tb (x(b)) such
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that x(b) = A−1
D b D. Our choice of Wb 0 ensures D ∈ Tb 0(x(b 0)) (⊂ Tb (x)), and thus

x(b 0) = A−1
D b 0

D. In this way,
∥∥x(b) − x

(
b 0)∥∥ = ∥∥A−1

D bD − A−1
D b0

D

∥∥ �
∥∥A−1

D

∥∥ ∥∥bD − b0
D

∥∥∞ � α
∥∥b − b 0

∥∥∞ . �

Corollary 1 F∗(c, ·)|Vb
∈ Lip(α).

Proof The result follows from Lemma 3 and the previous proposition, once we
have established that F∗(c, ·)|Vb

is Hausdorff lower semicontinuous (on Vb ). Slater
condition and Theorem 5.1(iii) in [6] ensure the lower semicontinuity of F∗(c, ·)|Vb

in the sense of Berge, and this is equivalent to Hausdoff’s when the mapping under
consideration is compact-valued (see Lemma 2.2.3 in [1]). �

Corollary 2 If T is finite and F∗ is s.L.s. at (c, b) with F∗(c, b) = {x} , then

lipF∗(c, b
) = max

D∈Tb (x)

∥∥A−1
D

∥∥ .

Moreover, this quantity is the sharp Lipschitz constant for F∗ in a neighborhood
of (c, b).

Proof Just combine the previous corollary with Theorem 1 and Proposition 4. �

This expression gives rise to an easily implementable method for calculating the
exact modulus, as far as it reduces to calculate a finite number of matrix norms.

Observe that this analysis cannot be extended (at least straightforwardly) to the
semi-infinite case, where Eq. 24 is no longer true in general. Moreover, we cannot
ensure that x(b) = A−1

D bD holds for all b in a neighborhood of b with the same D,

and this is a key fact in the finite case.

6 A Sufficient Condition for the Exact Modulus in the Semi-Infinite Case

This section introduces a certain algebraic condition under which the lower bound
Eq. 13 on the Lipschitz modulus of F∗ becomes the exact value of the modulus
(see Theorem 2) in the semi-infinite case. In such a way, we provide a sufficient
condition in order to have an expression of the Lipschitz modulus exclusively in terms
of the nominal problem’s data. As it is shown later, the referred sufficient condition
is always satisfied for dimension n � 3, whereas it is no longer true for n = 4.

The next paragraphs are intended to motivate and illustrate the announced
Theorem 2. Assume that F∗ is s.L.s. at (c, b) and, according to Proposition 4, con-
sider two sequences {br} , {b̃ r} ⊂ C(T, R) converging to b , with br 
= b̃ r for r large
enough. In the sequel x(c, b) stands for the unique optimal point of F∗(c, b), for b

near b . The following example shows how we can improve the ratio ‖x(c,br)−x(c,b̃ r)‖
‖br−b̃ r‖∞

by means of keeping points x(c, br) and x(c, b̃ r), and replacing br and b̃ r by some βr

and β̃r defined in an appropriate subset of T and verifying
∥∥βr − β̃r

∥∥∞ �
∥∥br − b̃ r

∥∥∞.
The construction of these new βr and β̃r is a key step in the proof of Theorem 2.
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Example 2 Let us consider the parametrized problem, in R
2, endowed with the

Euclidean norm,

π(c, b) : Inf c1x1 + c2x2

s.t. x1 + x2 � b1, t = 1,

2x1 + x2 � b 2, t = 2,

− 2x1 + x2 � b 3, t = 3,

− x1 + x2 � b 4, t = 4.

Fix c = (0, 1)′ and b = 04 and observe that, according to Proposition 2, F∗ is s.L.s.
at (c, b) and F∗(c, b) consists of x = 02. Here Tb (x) = {{1, 3}, {1, 4}, {2, 3}, {2, 4}}. In
order to give a first (lower) estimation of lipF∗(c, b), we consider the sequences
given by, for r = 1, 2, ...,

br =
(−1

r
,
−3

r
,
−1

r
,

1

r

)′
and b̃ r =

(
1

r
,
−4

r
,
−2

r
,
−2

r

)′
,

and so

xr := x(c, br) =
(−1

r
, 0

)′
and x̃r := x(c, b̃ r) =

(
1

r
, 0

)′
.

Hence we have

lim supr
‖xr − x̃r‖
∥∥br − b̃ r

∥∥∞
= limr

2/r
3/r

= 2/3 � lipF∗(c, b
)
.

A way of replacing br and b̃ r by some βr and β̃r as commented above, maintaining
the optimality of xr and x̃r, respectively, consists of taking, for each r, some subsets
of indices Dr ∈ Tbr (xr) and D̃r ∈ Tb̃ r (̃xr) and defining βr, β̃r ∈ R

Dr∪D̃r as follows:

(a) βr
t = br

t for t ∈ Dr and β̃r
t = b̃ r

t for t ∈ D̃r, in order to maintain KKT conditions,
(b) βr

t as close as possible to β̃r
t , but keeping the feasibility of xr, for t ∈ D̃r\Dr,

(c) β̃r
t as close as possible to βr

t , but keeping the feasibility of x̃r , for t ∈ Dr\D̃r.

In this example the only possibilities are Dr = {1, 4} and D̃r = {1, 3}.
The new βr, β̃r ∈ R

{1,3,4} are, for r = 1, 2, ...,

βr =
(−1

r
,
−2

r
,

1

r

)′
and β̃r =

(
1

r
,
−2

r
,
−1

r

)′

and the new ratio is

‖xr − x̃r‖
∥∥βr − β̃r

∥∥∞
= 2/r

2/r
= 1.

Observe that in the previous example, appealing to Eq. 7 with D = {1, 3, 4},
we have Tβr (xr) = {1, 4} and Tβ̃r (̃xr) = {1, 3, 4}, which have the common subset
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D̂ = {1, 4} ∈ Tb (x). The existence of such a common subset for suitably chosen points
and parameters constitutes another key idea in the proof of Theorem 2.

In fact, there are two key ideas underlying the proof of Theorem 2: given br, b̃ r →
b , and xr, x̃r, x being the unique points of F∗(c, br), F∗(c, b̃ r), and F∗(c, b),

respectively, the first idea is, as pointed out above, to improve the ratio ‖xr−x̃r‖
‖br−b̃ r‖∞

by

maintaining points and changing parameters to get ‖xr−x̃ r‖
‖βr−β̃r‖∞

. The second idea is to

improve the latter ratio by maintaining parameters and changing one point, say x̃r,

by an appropriate x̃r + δur. For developing this second idea we need an additional
hypothesis, called (H), used in Theorem 2 in order to guarantee the existence of the
referred common subset of indices.

Note that condition (H) below is referred to the point ((c, b), x) ∈ gphF∗.
(H): If T1, T2, T3 ⊂ Tb (x) verify

c ∈ cone({at, t ∈ T1 ∪ T2}) ∩ cone({at, t ∈ T1 ∪ T3}) (25)

and

c /∈ cone({at, t ∈ T1}), (26)

then there exists a subset T̃1 ⊂ T1 such that
∣∣T̃1

∣∣ � n − 1 and Eq. 25 is fulfilled when
T1 is replaced by T̃1 (obviously Eq. 26 is also preserved).

Remark 3 According to Carathéodory’s Theorem, it is not restrictive to assume that
sets T1, T2, and T3 involved in the statement of condition (H) verify |Ti| � n, for
i = 1, 2, 3.

The following technical lemmas are also used in the next theorem.

Lemma 4 If F∗ is s.L.s. at (c, b) with F∗(c, b) = {x} , and D is a finite subset of T
containing some subset D̂ ∈ Tb (x), then F∗

D is s.L.s. at (c, bD).

Proof According to Proposition 2(b), we only have to note that x ∈ F∗
D(c, b D),

which is a consequence of D̂ ⊂ D and D̂ ∈ Tb (x). �

Lemma 5 Let x, u ∈ R
n be given. Then, either ‖x + αu‖ � ‖x‖ for all α > 0 or

‖x − αu‖ � ‖x‖ for all α > 0.

Proof Assume, reasoning by contradiction, the existence of α1 > 0 and α2 > 0
such that ‖x + α1u‖ < ‖x‖ and ‖x − α2u‖ < ‖x‖ . Then we attain the following
contradiction:

‖x‖ =
∥∥∥∥

α2

α1 + α2
(x + α1u) + α1

α1 + α2
(x − α2u)

∥∥∥∥

� α2

α1 + α2
‖x + α1u‖ + α1

α1 + α2
‖x − α2u‖ < ‖x‖ .

�
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Theorem 2 Assume that F∗ is s.L.s. at (c, b), with F∗(c, b) = {x} , and that condition
(H) is satisfied at ((c, b), x). Then

lipF∗(c, b
) = sup

D∈Tb (x)

∥∥A−1
D

∥∥ .

Proof The inequality ‘�’ has been established in Theorem 1. Suppose, proceeding
by contradiction, that there exists α > 0 such that

lipF∗(c, b) > α > sup
D∈Tb (x)

∥∥A−1
D

∥∥ . (27)

According to Proposition 4, the first inequality in Eq. 27 yields the existence of
two sequences, {br} and

{
b̃ r
}

in C(T, R), both converging to b , such that
∥∥xr − x̃r

∥∥
∥∥br − b̃ r

∥∥∞
> α, (28)

with {xr} = F∗(c, br) and
{

x̃r
} = F∗(c, b̃ r), where we assume that the whole {br} and{

b̃ r
}

are close enough to b to guarantee the uniqueness of optimal solutions.
For r large enough (w.l.o.g., for all r) F∗ is s.L.s. at (c, br) and (c, b̃ r), respectively

[see Proposition 3(b)]. Then, appealing to Proposition 3(a), for each r, there exist
Dr ⊂Tbr (xr) and D̃r ⊂ Tb̃r (x̃r) such that c ∈ cone({at, t ∈ Dr})∩cone

({
at, t ∈ D̃r

})
,

with |Dr| = ∣∣D̃r
∣∣ = n.

Next, for each r large enough, we construct βr and β̃r ∈ R
Dr∪D̃r in the line of

Example 2, that is, verifying

F∗
Dr∪D̃r

(c, βr) = {xr} , F∗
Dr∪D̃r

(c, β̃r) = {x̃r} , (29)

and
∥∥βr − β̃r

∥∥∞ �
∥∥br − b̃ r

∥∥∞ . (30)

We define, for each r,

βr
t :=

{
a′

tx
r if t ∈ Tr

1 ∪ Tr
2,

a′
t x̃

r if t ∈ Tr
3,

β̃r
t :=

{
a′

t x̃
r if t ∈ Tr

1 ∪ Tr
3,

a′
tx

r if t ∈ Tr
2,

where
{
Tr

1, Tr
2, Tr

3

}
is the partition of Dr ∪ D̃r given by

Tr
1 := (Dr ∩ D̃r) ∪ {t ∈ D̃r \ Dr | a′

t(x̃r − xr) � 0
}

∪ {t ∈ Dr \ D̃r | a′
t(x̃r − xr) � 0

}
,

Tr
2 := {t ∈ Dr \ D̃r | a′

t(x̃r − xr) > 0
}
,

Tr
3 := {t ∈ D̃r \ Dr | a′

t(x̃r − xr) < 0
}
.

Obviously, these sets verify, for each r,

Dr ⊂ Tr
1 ∪ Tr

2 ; D̃r ⊂ Tr
1 ∪ Tr

3,

and then

c ∈ cone
({

at, t ∈ Tr
1 ∪ Tr

2

}) ∩ cone
({

at, t ∈ Tr
1 ∪ Tr

3

})
. (31)
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This entails xr ∈ F∗
Dr∪D̃r

(c, βr) and x̃r ∈ F∗
Dr∪D̃r

(c, β̃r) (Eq. 31 provides the KKT
conditions, and feasibility can easily be checked). Therefore, from Lemma 4, for each
r large enough F∗

Dr∪D̃r
is s.L.s. at (c, βr) and (c, β̃r), respectively, entailing Eq. 29. The

reader can check that Eq. 30 also holds.
Let us see that there exists an infinite subset N ⊂ N such that every r ∈ N has an

associated

D̂r ⊂ Dr ∪ D̃r, with
∣∣D̂r
∣∣ = n, (32)

such that

c ∈ cone
({

at, t ∈ D̂r
})

, AD̂r
is invertible and

∥∥∥A−1
D̂r

∥∥∥ > α. (33)

Assume for the moment that such a subsequence
{

D̂r
}

r∈N has been constructed.
Then, we can complete the proof as follows: Let us write D̂r = {tr

1, ..., tr
n

}
, for

each r ∈ N. Due to the compactness of T, the continuity of t �→ at, the facts that
D̂r ⊂ Tβr (xr) ∪ Tβ̃r (x̃r) (note that Tr

1 ∪ Tr
2 ⊂ Tβr (xr), Tr

1 ∪ Tr
3 ⊂ Tβ̃r (x̃r), and Tr

1 ∪
Tr

2 ∪ Tr
3 = Dr ∪ D̃r), xr → x, x̃r → x, and the definition of βr and β̃r, we conclude,

for some appropriate subsequence of r’s, that
{
tr
i

}
r converges to some ti ∈ Tb (x).

Write D̂ := {t1, ..., tn} . Following a similar argument to the proof of Lemma 2, we
conclude in a first step that the sequences of coefficients generating c as a linear
combination of

{
at, t ∈ D̂r

}
are bounded and, in a second step, we conclude c ∈

cone
({

at, t ∈ D̂
})

and hence D̂ ∈ Tb (x). Due to this, the strong Lipschitz stability
of F∗ guarantees, appealing to Proposition 3(a), that AD̂ is non-singular. Finally,

letting r → +∞ in the last part of Eq. 33 we conclude α �
∥∥∥A−1

D̂

∥∥∥ , which contradicts
Eq. 27.

So, the rest of the proof is devoted to construct D̂r, for infinitely many r’s. We
shall distinguish two (not disjoint) cases:

Case 1: N1 := {r ∈ N |c ∈ cone
({

at, t ∈ Tr
1

})}
is infinite.

Since Tr
1 ⊂ Tβr (xr) ∩ Tβ̃r (x̃r) [recall Eq. 7] for all r ∈ N1, appealing to

Lemma 4, and assuming that r is large enough, we can use the specification
of Proposition 3 (a) to F∗

Tr
1

to find a subset D̂r ⊂ Tr
1, with

∣∣D̂r
∣∣ = n, such

that c ∈ cone
({

at, t ∈ D̂r
})

and
{
at, t ∈ D̂r

}
is a basis of R

n. Thus we have

F ∗̂
Dr

(
c, βr

D̂r

)
= {xr} and F ∗̂

Dr

(
c, β̃r

D̂r

)
= {x̃r

}
, where βr

D̂r
and β̃r

D̂r
represent,

respectively, the restrictions of βr and β̃r to D̂r. Hence, taking into account
Eqs. 28 and 30 , we obtain, for each r ∈ N1,

α <

∥∥xr − x̃r
∥∥

∥∥br − b̃ r
∥∥∞

�
∥∥xr − x̃r

∥∥
∥∥βr − β̃r

∥∥∞
�

∥∥∥A−1
D̂r

(
βr

D̂r
− β̃r

D̂r

)∥∥∥
∥∥∥βr

D̂r
− β̃r

D̂r

∥∥∥∞

�
∥∥∥A−1

D̂r

∥∥∥ . (34)

Case 2: N2 := N\N1 is infinite.
In this case hypothesis (H) will allow us to construct new points and
parameters making the ratio in Eq. 28 increase. In a first stage, roughly
speaking, we show the applicability of condition (H) for Tr

1, Tr
2 and Tr

3 when
r ∈ N2 is large enough. Since, for all r,

∣∣Tr
1 ∪ Tr

2 ∪ Tr
3

∣∣ = ∣∣Dr ∪ D̃r
∣∣ � 2n, the

set
{∣∣Tr

1

∣∣ ,
∣∣Tr

2

∣∣ ,
∣∣Tr

3

∣∣} may present only a finite amount of cases, and then it
is not restrictive to assume, by taking a suitable subsequence, still identified



On the Lipschitz modulus of the argmin mapping in linear semi-infinite optimization 531

with N2 for simplicity, that those cardinalities do not depend on r. Write,
for each r,

Tr
1 = {tr

1, ..., tr
k

}
, Tr

2 = {tr
k+1, ..., tr

p

}
, Tr

3 = {tr
p+1, ..., tr

q

}
.

Due to the compactness of T, and taking again a suitable subsequence, we may
assume that

{
tr
i

}
r converges to some ti ∈ Tb (x), for i = 1, ..., q (the argument is

similar to the one preceding Case 1). Write

T1 = {t1, ..., tk} , T2 = {tk+1, ..., tp}, T3 = {tp+1, ..., tq}.
From Eq. 31, and applying again a sequential argument similar to the proof of
Lemma 2 we obtain

c ∈ cone({at, t ∈ T1 ∪ T2}) ∩ cone({at, t ∈ T1 ∪ T3}).
Moreover, we must have c /∈ cone({at, t ∈ T1}), because otherwise the strong
Lipschitz stability assumption would yield c ∈ int(cone({at, t ∈ T1})), and so c ∈
cone

({
at, t ∈ Tr

1

})
for r ∈ N2 large enough, which contradicts the definition of N2.

Therefore, we may apply hypothesis (H) to conclude the existence of T̃1 ⊂ T1, with∣∣T̃1

∣∣ � n − 1 and such that

c ∈ cone
({

at, t ∈ T̃1 ∪ T2
}) ∩ cone

({
at, t ∈ T̃1 ∪ T3

})
.

For simplicity let us write T̃1 := {t1, ..., ts}, s � k. Again, by the strong Lipschitz
stability assumption, in fact we have

c ∈ int
(
cone

({
at, t ∈ T̃1 ∪ T2

})) ∩ int
(
cone

({
at, t ∈ T̃1 ∪ T3

}))
,

and then

c ∈ int
(
cone

({
at, t ∈ T̃r

1 ∪ Tr
2

})) ∩ int
(
cone

({
at, t ∈ T̃r

1 ∪ Tr
3

}))
(35)

for r ∈ N2 large enough, where T̃r
1 := {tr

1, ..., tr
s}. For simplicity we shall assume

w.l.o.g. that every r ∈ N2 fulfills Eq. 35.
In the next paragraphs we consider a fixed r ∈ N2. Appealing to Lemma 5, we may

consider a certain

ur ∈ {at, t ∈ T̃r
1

}⊥
with

∥∥ur
∥∥ = 1 (36)

(recall
∣∣T̃r

1

∣∣ = ∣∣T̃1

∣∣ � n − 1) such that
∥∥xr − x̃r − δur

∥∥ �
∥∥xr − x̃r

∥∥ for all δ > 0.

For each r we consider

δr := min

{
a′

t(xr − x̃r)

a′
tur

| t ∈ Tr
2 with a′

tu
r < 0 or t ∈ Tr

3 with a′
tu

r > 0

}
.

Observe that δr is well defined, because otherwise we would have a′
tu

r �0 for all
t ∈ Tr

2 and a′
tu

r � 0 for all t ∈ Tr
3. According to Eqs. 35 and 36, the first entails c′ur � 0
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and the latter yields c′ur � 0. Then, we obtain ur ∈ {at, t ∈ T̃r
1∪Tr

2

}⊥
, whereas Eq. 35

entails span
{
at, t ∈ T̃r

1 ∪ Tr
2

} = R
n (see, e.g., [12, Theorem A.7]). Moreover, the

definitions of Tr
2 and Tr

3 entail δr > 0.

Next we show that {δr} has some subsequence (still denoted by {δr} for simplicity)
converging to zero. In fact, assuming w.l.o.g. that {ur} converges to some u ∈ R

n with
‖u‖ = 1, Eq. 36 entails, letting r → ∞, u ∈ {at, t ∈ T̃1

}⊥
, and the same argument

which shows that δr is well defined may be used to establish the existence of either
t ∈ T2 with a′

tu < 0 or t ∈ T3 with a′
tu > 0. Let t j, j ∈ {k + 1, ..., q} , be such a t.

Obviously a′
t j

ur 
= 0 for r large enough, and

0 � lim supr δr � lim supr

a′
t j
(xr − x̃r)

a′
t j

ur
= a′

t j
(x − x)

a′
t j

u
= 0. (37)

Consider, for each r, the (sub)problems associated with (c, β̂r) and (c, β̌r) deter-
mined by the new parameters β̂r, β̌r ∈ R

T̃r
1∪Tr

2∪Tr
3 defined as

β̂r
t :=

⎧
⎨

⎩

a′
tx

r if t ∈ T̃r
1,

a′
tx

r if t ∈ Tr
2,

a′
t(x̃r + δrur) if t ∈ Tr

3,

and

β̌r
t :=

⎧
⎨

⎩

a′
t x̃

r = a′
t(x̃r + δrur) if t ∈ T̃r

1,

a′
tx

r if t ∈ Tr
2,

a′
t(x̃r + δrur) if t ∈ Tr

3.

Observe that
∥∥∥β̂r − β̌r

∥∥∥∞
�
∥∥βr − β̃r

∥∥∞ because T̃r
1 ⊂ Tr

1. Next we show that

F ∗̃
Tr

1∪Tr
2∪Tr

3

(
c, β̂r) = {xr} and F ∗̃

Tr
1∪Tr

2∪Tr
3

(
c, β̌r) = {x̃r + δrur} .

To prove the first equality, since c ∈ cone
({

at, t ∈ T̃r
1 ∪ Tr

2

})
, and the indices

in T̃r
1 ∪ Tr

2 are active at xr for β̂r, it is enough to show the feasibility of xr for β̂r,

and this follows from the choice of δr. In fact, condition ‘δr � a′
t(xr−x̃r)

a′
tur for all t ∈ Tr

3

with a′
tu

r > 0’ is equivalent to ‘a′
tx

r � a′
t(x̃r + δrur) for all t ∈ Tr

3’. Therefore,
xr ∈ F ∗̃

Tr
1∪Tr

2∪Tr
3
(c, β̂r), and this set is a singleton for r large enough.

Analogously, from c ∈ cone
({

at, t ∈ T̃r
1 ∪Tr

3

})
, where indices in T̃r

1 ∪Tr
3 are active

at x̃r + δrur for β̌r, we conclude the feasibility of x̃r + δrur for β̌r, now due to the fact
that ‘δr � a′

t(xr−x̃r)

a′
tur for all t ∈ Tr

2 with a′
tu

r < 0 ’ is equivalent to ‘a′
t(x̃r + δrur) � a′

tx
r

for all t ∈ Tr
2’. Thus, F ∗̃

Tr
1∪Tr

2∪Tr
3
(c, β̌r) = {x̃r + δrur

}
. Moreover, Eqs. 36 and 37 ensure

that x̃r + δrur → x as r → ∞.

We have, due to the choice of ur, appealing to Eqs. 28, 30 , and the previous
paragraphs,

∥∥xr − (x̃r + δrur)
∥∥

∥∥∥β̂r − β̌r
∥∥∥∞

�
∥∥xr − x̃r

∥∥
∥∥βr − β̃r

∥∥∞
�

∥∥xr − x̃r
∥∥

∥∥br − b̃ r
∥∥∞

> α. (38)
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Finally, let us consider some tr
j1 ∈ Tr

2 ∪ Tr
3, j1 ∈ {k + 1, ..., q} , at which the min-

imum defining δr is attained. Then tr
j1 is active at xr for β̂r and at x̃r + δrur for β̌r.

In fact,

a′
trj1

xr = a′
trj1

(x̃r + δrur) = β̂r
trj1

= β̌r
trj1

.

With these new parameters,
(
c, β̂r

)
and

(
c, β̌r

)
, and these new optimal points, xr and

x̃r + δrur, we are again in the same situation as Eqs. 29 and 30, and then we redefine
the Tr

i ’s in this ‘second stage’ as

T2,r
1 := T̃r

1 ∪
{

tr
j1

}
,

T2,r
2 :=

{
Tr

2\
{

tr
j1

}
, if tr

j1 ∈ Tr
2,

Tr
2, if tr

j1 ∈ Tr
3,

T2,r
3 :=

{
Tr

3, if tr
j1 ∈ Tr

2,

Tr
3\
{

tr
j1

}
, if tr

j1 ∈ Tr
3.

(39)

Once the previous process is done for all r ∈ N2, we consider the new sets

N21 := {r ∈ N2|c ∈ cone
({

at, t ∈ T2,r
1

})}
, N22 := N2\N21.

Again we distinguish two (not disjoint) cases.

Subcase 2.1: If N21 is infinite, then we can reproduce Case 1 with this new ingre-
dients, and in the same way as in Eq. 34, we find, for each r ∈ N21,

a certain D̂r ⊂ T2,r
1 , with

∣∣D̂r
∣∣ = n, such that c ∈ cone

({
at, t ∈ D̂r

})

and
{
at, t ∈ D̂r

}
is a basis of R

n. Thus we have F ∗̂
Dr

(
c, β̂r

D̂r

) = {xr}
and F ∗̂

Dr

(
c, β̌r

D̂r

) = {x̃r + δrur
}
. Hence, taking into account Eq. 38,

we obtain,

α <

∥∥xr − (x̃r + δrur)
∥∥

∥∥∥β̂r − β̌r
∥∥∥∞

�

∥∥∥A−1
D̂r

(β̂r
D̂r

− β̌r
D̂r

)

∥∥∥
∥∥∥β̂r

D̂r
− β̌r

D̂r

∥∥∥∞

�
∥∥∥A−1

D̂r

∥∥∥ .

Subcase 2.2: If N22 is infinite, then we can reproduce Case 2 with N22 instead of N2.

In this way we ensure the existence, for r large enough, of a certain T̃2,r
1

given by condition (H). We can also transfer a new index tr
j2 from the

T2,r
2 ∪ T2,r

3 towards T̃2,r
1 . Then we define the corresponding N221 and

N222, and so on.

Since the original Tr
2 and Tr

3, for all r ∈ N, have cardinalities no larger than n,

this ‘transferring process’ is finite. Specifically, for some m � 2n we attain our goal of
ensuring the existence of infinitely many D̂r’s verifying

D̂r ⊂ Tm,r
1 and c ∈ cone

({
at, t ∈ D̂r

})
,

in which case we proceed as in Subcase 2.1 (or Case 1). Note that this stage m happens
at most when some of sets Tm,r

2 or Tm,r
3 is empty. This completes the proof. �
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The following proposition establishes that hypothesis (H) is superfluous in the
previous theorem for dimensions n � 3.

Proposition 7 Assume that n � 3 and F∗ is s.L.s. at (c, b), with F∗(c, b) = {x} . Then,
condition (H) is satisfied at ((c, b), x).

Proof Take T1, T2, T3 ⊂ Tb (x) verifying Eqs. 25 and 26. According to Remark 3, it
is not restrictive to assume that T1, T2, and T3 are finite.

For n ∈ {1, 2} it is easy to check that any closed and convex pointed cone (contain-
ing no lines) in the form cone(S) , where S is a finite subset of R

n, is generated at
most by n elements of S. This is no longer the situation for n � 3.

In the case n = 1, appealing to Carathéodory’s Theorem, we may assume from
Eqs. 25 and 26 that |T2| = |T3| = 1 and T1 = ∅. So, this case is trivial and from now
on we suppose n � 2.

Because of the Slater condition, there exists x0 ∈ R
n such that,

a′
t(x0 − x) > 0 for all t ∈ T1 ∪ T2 ∪ T3. (40)

Now, take an orthonormal basis B̃ := {ẽ1, ẽ2, ..., ẽn
}

in R
n such that ẽ1 := x0−x‖x0−x‖ .

With respect to this basis, we ensure that the first coordinate of at is non-negative,
i.e. at,1 > 0, for all t ∈ T1 ∪ T2 ∪ T3. Then, attending to the statement we intend to
prove, it is not restrictive to assume that at,1 = 1, for each t ∈ T1 ∪ T2 ∪ T3.

We may also assume w.l.o.g. that the first coordinate of c equals 1, because
c ∈ cone({at, t ∈ T1 ∪ T2}) yields the existence of λ ∈ R

T1∪T2+ with c =∑t∈T1∪T2
λtat,

and therefore, appealing to Eq. 40,

ẽ′
1c =

∑

t∈T1∪T2

λt ẽ′
1at > 0.

(Note that the strong Lipschitz stability assumption yields c 
= 0n, and thus some λt

must be positive.)
In this setting in which all vectors involved have 1 as their first coordinate,

conical combinations (i.e., linear combinations with nonnegative scalars) are the
same as convex combinations. Moreover, we can work in the space of the last n − 1
coordinates. In this way our problem is posed in R

n−1.

In the case n = 2 (now viewed in R), attending to Carathéodory’s Theorem (see
also Remark 3), the non-trivial case is |T1| = 2, |T2| = |T3| = 1, and in this case
Eqs. 25 and 26 mean that the projections (on their second coordinates) of {at, t ∈ T1}
and {at, t ∈ T2 ∪ T3} are, respectively, in the two opposite open half-lines having the
projection of c as their common extreme point. Thus we can choose any T̃1 ⊂ T1 with∣∣T̃1

∣∣ = 1.

In the case n = 3 let us write, for some nonnegative scalars λ1
t , t ∈ T1, and λ2

t ,

t ∈ T2,

c =
∑

t∈T1

λ1
t at +

∑

t∈T2

λ2
t at =

∑

t∈T1

λ1
t at + γ v2, (41)
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where γ :=∑t∈T2
λ2

t and v2 := γ −1∑
t∈T2

λ2
t at. Note that γ > 0 because of Eq. 26,

and we have
∑

t∈T1
λ1

t + γ = 1. Thus, Eq. 41 leads us to

03 =
∑

t∈T1

λ1
t (at − c) + γ (v2 − c),

and then

v2 = c − γ −1
∑

t∈T1

λ1
t (at − c) ∈ c − cone {at − c, t ∈ T1} . (42)

An analogous calculation, starting from T1 ∪ T3 instead of T1 ∪ T2, yields c =∑
t∈T1

λ̃1
t at + δv3, for some nonnegative scalars such that

∑
t∈T1

λ̃1
t + δ = 1, and

v3 ∈ c − cone {at − c, t ∈ T1} .

Moreover, taking into account that the first coordinate of all elements in
{at, t ∈ T1; c} is 1, Eq. 26 can be written as c /∈ conv({at, t ∈ T1}), and this is equiva-
lent to 03 /∈ conv {at − c, t ∈ T1} , which implies that cone {at − c, t ∈ T1} (which can
be viewed in R

2) is pointed. Then this cone can be generated by (at most) two vectors,
say at1 − c and at2 − c, with T̃1 := {t1, t2} ⊂ T1.

Writing Eq. 42 as

v2 = c − μ1(at1 − c) − μ2(at2 − c),

for certain nonnegative scalars μ1 and μ2, and recalling the definition of v2, we obtain

c = μ1

1 + μ1 + μ2
at1 + μ2

1 + μ1 + μ2
at2 + γ −1

1 + μ1 + μ2

∑

t∈T2

λ2
t at.

Analogous expression is obtained with T3 instead of T2. �

The following examples show that condition (H) can either be satisfied or not for
dimension n = 4.

Example 3 (Condition (H) may fail in R
4) Consider the problem π(c, b), associated

to (c, b) = ((0, 0, 2, 1)′, 06), given by

Inf 2x3 + x4

s.t.

⎛

⎜⎜⎜⎜⎜⎜
⎝

1 0 0 1
−1 0 0 1

0 1 1 1
0 −1 1 1
1
4 1 4 1

− 1
4 −1 4 1

⎞

⎟⎟⎟⎟⎟⎟
⎠

⎛

⎜⎜
⎝

x1

x2

x3

x4

⎞

⎟⎟
⎠ � 06.

It can easily be checked that G∗ is metrically regular at 04 for (c, b), i.e., F∗ is s.L.s.
at (c, b). In fact, one has

Tb (04) = {{1, 2, 3, 6} , {1, 2, 4, 5} , {1, 2, 5, 6} , {1, 3, 4, 6} , {2, 3, 4, 5} , {3, 4, 5, 6}} .

Then Eqs. 25 and 26 hold for

T1 = {1, 2, 3, 4} , T2 = {6} , T3 = {5} .
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However, there is no subset T̃1 ⊂ T1 with
∣∣T̃1

∣∣ = 3 such that T̃1 ∪ {6} and T̃1 ∪ {5}
simultaneously belong to Tb (04).

Example 4 (Condition (H) may hold in R
4) Consider the problem π(c, b) coming

from replacing c in the previous example by c = (0, 0.7, 2, 1)′.
One can check that

Tb (04) = {{1, 2, 3, 5} , {2, 3, 4, 5} , {2, 3, 5, 6}} .

Consider T1, T2, and T3 satisfying Eqs. 25 and 26. If |T1| � 3, it is enough to take
T̃1 = T1.

Suppose now that |T1| � 4. Equation 25 implies that both T1 ∪ T2 and T1 ∪ T3

do contain {2, 3, 5} . Observe that Tb (04) consists of all possibilities of adding one
element to {2, 3, 5} . So, |T1| � 4, together with Eq. 26, entails {2, 3, 5} 
⊂ T1. In this
way, 1 � |T1 ∩ {2, 3, 5}| � 2. Moreover, {2, 3, 5} \T1 ⊂ T2 ∩ T3, because all indices
in {2, 3, 5} are necessary for generating c as a conical combination. Thus, it is enough
to consider as T̃1 any subset of T1 which contains T1 ∩ {2, 3, 5} plus any element
t0 ∈ T1\ {2, 3, 5} . Note that such a T̃1 verifies

∣∣T̃1

∣∣ � 3 and both T̃1 ∪ T2 and T̃1 ∪ T3

do contain {t0, 2, 3, 5} .

Remark 4 In Example 3 we have

max
D∈Tb (x)

∥∥A−1
D

∥∥ = max
D⊂T, |D|=n

AD non-singular

∥∥A−1
D

∥∥ = ∥∥A−1
{3,4,5,6}

∥∥ = √
65 ≈ 8.0623.

Example 4 (which was already referred to in Section 5) has the same constraint
system as Example 3, but different objective function. In it we have

max
D∈Tb (x)

∥∥A−1
D

∥∥ = ∥∥A−1
{2,3,5,6}

∥∥ = √1837/32 ≈ 7.5767.

7 Conclusions and Open Problem

At this moment we summarize the main contributions of the paper, devoted to
calculate the Lipschitz modulus of F∗ at a point (c, b) under the strong Lipschitz
stability assumption at this point.

• In a first step, the Lipschitz modulus for problems in R
n with exactly n constraints

is determined in Proposition 5:

lipF∗
D

(
c, b

) = ∥∥A−1
D

∥∥ .

• In general, one has (Theorem 1)

lipF∗(c, b
)
� sup

D∈Tb (x)

∥∥A−1
D

∥∥ . (43)

• In ordinary linear programming (T finite) equality holds, i.e.,

lipF∗(c, b
) = max

D∈Tb (x)

∥∥A−1
D

∥∥ ,
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and the right hand side of the previous expression is in fact the sharp Lipschitz
constant of F∗ in a neighborhood of (c, b). This provides a negative answer to
an open problem pointed out in [21, p. 38].

• If additionally condition (H) is satisfied, then Eq. 43 becomes an equality also in
the semi-infinite case (Theorem 2).

• Condition (H) is always satisfied for dimensions n � 3 (Proposition 7), and may
be held or not for higher dimensions (Examples 3 and 4).

We point out the fact that the right hand side of Eq. 43 only involves the
nominal problem’s data and this expression is easily implementable, for instance in
MATLAB.

The possibility of establishing the equality in Eq. 43 by weakening or removing
condition (H), in the semi-infinite case, remains as an open problem. The fact that
condition (H) is always satisfied when n � 3 introduces some difficulties (in relation
to geometrical intuition) when dealing with examples or counterexamples.

Acknowledgements The authors are indebted to the anonymous referees for their valuable critical
comments.
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25. Nožička, F., Guddat, J., Hollatz, H., Bank, B.: Theorie der Linearen Parametrischen
Optimierung. Akademie-Verlag, Berlin (1974)

26. Renegar, J.: Linear programming, complexity theory and elementary functional analysis. Math.
Programming 70 Ser. A, 279–351 (1995)

27. Rockafellar, R.T., Wets, J.-B.R.: Variational Analysis, Springer, Berlin (1997)
28. Rückmann, J.-J.: On existence and uniqueness of stationary points in semi-infinite optimization.

Math. Programming 86, 387–415 (1999)
29. Zheng, X.Y., Ng, K.F.: Metric regularity and constraint qualifications for convex inequalities on

Banach spaces. SIAM J. Optim. 14, 757–772 (2004)


	On the Lipschitz Modulus of the Argmin Mapping in Linear Semi-Infinite Optimization
	Abstract
	Introduction
	Preliminaries
	First Results on the Lipschitz Modulus
	A Lower Bound on the Lipschitz Modulus
	The Exact Modulus in the Finite Case
	A Sufficient Condition for the Exact Modulus in the Semi-Infinite Case
	Conclusions and Open Problem
	References




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c006500720020003700200061006e006400200038002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice


