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Abstract
Data integration combines information from different sources to provide a compre-
hensive view for making informed business decisions. The ETL (Extract, Transform, 
and Load) process is essential in data integration. In the past two decades, modeling 
the ETL process has become a priority for effectively managing information. This 
paper aims to explore ETL approaches to help researchers and organizational stake-
holders overcome challenges, especially in Big Data integration. It offers a compre-
hensive overview of ETL methods, from traditional to Big Data, and discusses their 
advantages, limitations, and the primary trends in Big Data integration. The study 
emphasizes that many technologies have been integrated into ETL steps for data col-
lection, storage, processing, querying, and analysis without proper modeling. There-
fore, more generic and customized design modeling of the ETL steps should be car-
ried out to ensure reusability and flexibility. The paper summarizes the exploration 
of ETL modeling, focusing on Big Data scalability and processing trends. It also 
identifies critical dilemmas, such as ensuring compatibility across multiple sources 
and dealing with large volumes of Big Data. Furthermore, it suggests future direc-
tions in Big Data integration by leveraging advanced artificial intelligence process-
ing and storage systems to ensure consistency, efficiency, and data integrity.

Keywords Decision Support System · Big Data · ETL modeling · Data integration · 
Extract–Transform–Load

1 Introduction

Decision Support Systems (DSS) are interactive information systems that uti-
lize advanced data analysis techniques to provide valuable insights for business 
decision-making. It assists management, operations, and planning by evaluating 
uncertainties and tradeoffs in decision-making. A common misconception when 
developing a DSS for business intelligence is that constructing a data warehouse 
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(DW) involves only integrating, storing, and processing data from various sources 
to offer decision-makers a multi-dimensional perspective. However, this notion 
needs to be more accurate.

The effectiveness of a DSS system depends on the Extract, Transform, and 
Load (ETL) process, which collects data from diverse sources and transforms it 
into a cohesive format that decision-makers can use to make well-informed deci-
sions. This data integration process helps enhance business decision-making by 
providing relevant information that assists in making informed decisions. The 
ETL process is crucial, accounting for 80% of developing DW projects [1, 2]. 
This process involves extracting, cleaning, processing, and loading data into the 
DW. Designing the ETL process is complex, expensive, and time-consuming, 
making it the most challenging part of creating a DW. Prioritizing ETL process 
modeling is crucial for successful DW projects.

In recent years, the emergence of new online applications, devices (e.g., IoT 
and mobile devices, smartphones), and social media platforms (such as Ins-
tagram, Facebook, and Twitter) has resulted in the generation of Big Data [3]. 
Critical aspects of Big Data include volume, variety, velocity, and veracity [4]. 
This has led to significant challenges related to handling large volumes of data, 
its speed, and various types (unstructured, semi-structured, or structured). These 
challenges also encompass the need for fast data processing and ensuring data 
accuracy and scalability.

Numerous studies examine ETL modeling approaches. Most are tailored to 
handle data from the organization’s traditional systems, while others address ETL 
approaches for Big Data integration [1]. Our research clearly focuses on the impact 
of evolution of data integration from transactional to Big Data systems, especially 
on ETL processes modeling and trends. Traditional business intelligence processes, 
particularly ETL, need to be reassessed to accommodate such data in adequate stor-
age, as they are impractical for storing and processing large-scale datasets. Recent 
research has brought a distributed computing environment supported by frame-
works (e.g., Hadoop), integrating programming models (e.g., MapReduce), and 
data storage systems (e.g., HDFS) to enable efficient data processing and storage. 
While many technical ETL solutions have been proposed in this field, they often 
overlook the crucial aspect of conceptual modeling in ETL processes.

This paper aims to survey ETL approaches in response to technological advance-
ments and organizational modeling needs arising from data evolution. It seeks to 
explore the benefits and weaknesses of each approach, typical use cases, and the 
challenges and trends encountered during the data transition. Our search method 
includes formulating research questions, identifying keywords, developing search 
strings, and reviewing papers based on inclusion/exclusion criteria to select the most 
relevant references. Our study leads to a comprehensive literature review of ETL 
modeling approaches from the early 2000s until the beginning of 2024. The goal is 
to assist researchers in data integration and various organizational stakeholders, such 
as data warehouse and ETL designers, data engineers, project managers, and busi-
ness analysts, in choosing the most suitable approach for their needs.

In this survey, various advantages, issues, and challenges in this field are dis-
cussed for ETL approaches. This paper summarizes the exploration of ETL 
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modeling, focusing on reusability, user requirements, ETL steps, data scalability, 
and processing. It also identifies critical dilemmas and trends, such as maintaining 
data scalability and ensuring compatibility across multiple sources and large vol-
umes of Big Data. It suggests future directions by proposing useful advanced tech-
nologies like natural language processing (NLP), artificial intelligence (AI), and 
large language models (LLMs) to improve automation, speed, efficiency, and quality 
in data integration processes.

The main contributions conducted in this paper may be summarized as the fol-
lowing points: 

1. Providing a comprehensive overview and classification of current literature on 
ETL modeling approaches, considering the transition from traditional to Big Data.

2. Analyzing the evolution of ETL approaches in response to technological advance-
ments and organizational needs caused by Big Data integration.

3. Evaluating the effectiveness of different ETL approaches according to the main 
modeling criteria (e.g., reusability, flexibility, meeting business requirements, 
scalability) in addressing data integration challenges.

4. Discussion and recommendation for future modeling directions and practical 
solutions in the field of Big Data integration.

This paper is structured in the following manner: Section  2 overviews research 
method. Section 3 overviews our proposed classification of ETL approaches. Sec-
tion 4 outlines our criteria for comparing and evaluating the literature review. Sec-
tion 5 summarizes pertinent studies on modeling ETL processes for traditional data 
based on specific formalism or standard notations and modeling. We also evaluate 
these contributions. Section 6 comprehensively compares various Big Data technol-
ogies used in ETL processes. We also present some ETL modeling solutions in the 
context of big data. Section 7 discusses the literature review and highlights current 
trends and future directions. Section 8 concludes the study and provides suggestions 
for future research.

2  Research method

The process for selecting papers according to [5] involves the following steps:

• Formulating multiple research questions based on the research area.
• Using the research questions to determine keywords for the search.
• Creating search strings based on the keywords.
• Checking the final papers based on inclusion and exclusion criteria.

2.1  Research questions

In this research, we analyze and examine data integration and ETL process 
approaches. We intend to address the research questions listed below: 
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 (Q1) What are the main ETL approaches for integrating transactional data?
 (Q2) What are the pros and cons of ETL modeling solutions regarding reusability, 

user requirements, modeling aspects, and the design and implementation of 
ETL steps?

 (Q3) What are the primary deficiencies of traditional ETL approaches in handling 
various data sources generating vast volumes of data? What challenges are 
commonly encountered during transitioning from traditional ETL to Big Data, 
and how can they be effectively mitigated in a distributed computing environ-
ment?

 (Q4) What are the current and future trends in Big Data integration?

2.2  Search strategy

We used search queries to find literature reviews. The search strings were cre-
ated after formulating the study questions, and we selected keywords based on 
the research questions. The keywords detected were "Decision system", "Extract-
transform-load", "Data integration", "ETL process", "Big Data", and "Modeling," 
etc. We initially obtained survey findings using the search query (e.g., "ETL OR 
data integration" AND "modeling"). The search language was modified for indi-
vidual needs. The databases for references were Google Scholar, Springer, IEEE 
Xplore, Science Direct, and ACM Portal. The search was conducted from 2001 to 
the beginning of 2024. Figure 1 displays the word cloud generated by analyzing 
the references and abstracts. It features the top 100 most frequently used terms, 
with word size corresponding to the frequency of usage.

2.3  Search selection

Upon receiving the database findings, it is crucial to thoroughly examine each 
document to verify its relevance to our survey setting. The studies were identified 
by applying the following inclusion and exclusion criteria. Figure 2 displays the 
outcomes obtained at each step. Step 1 involves applying the search query to all 
available sources and collecting the results. Step 2 involves applying inclusion/

Fig. 1  References-abstract word cloud
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exclusion criteria to the article title. Step 3 involves applying inclusion/exclusion 
criteria to the abstract and introduction of the paper. Step 4 involves applying 
inclusion and exclusion criteria to the entire paper. Figure 3 illustrates the sce-
nario followed to select the final papers.

The inclusion criteria are as follows:

• Studies are addressing ETL modeling approaches (specific or standard-based) 
for all type of data sources: structured, semi-structured or unstructured data.

• Studies are addressing technical or ETL modeling solutions for Big Data inte-
gration.

• Studies use predetermined performance measures to assess their performance 
approach.

• Studies are published in journals, or book or presented at conferences in the last 
decade

The exclusion criteria are as follows:

• Studies that do not focus on the data integration process (analysis or querying).

Fig. 2  Papers selection

Fig. 3  Decision tree- final papers selection (Step 4)
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• Studies that do not present a modeling solution for transactional systems.
• Studies that are not relevant to the research questions.
• Studies conducted before 2000.

3  Classification of data integration approaches

In this literature review, we evaluate the work that has been conducted in the data 
integration process and emphasize the most significant contributions. We have sum-
marized our research in this area from the early 2000s to the beginning of 2024 in 
Fig. 4. To ensure inclusivity and cover a broad spectrum of research in the literature, 
we have categorized these research works into four primary categories based on the 
modeling formalism, data type, and technologies they utilize. 

(1) Specific ETL process modeling approaches for transactional systems.
(2) Standard-based ETL modeling approaches for transactional data.
(3) ETL technical approaches for Big Data.
(4) ETL process modeling approaches for Big Data.

Approaches in (1) involve defining specific notations for transactional systems 
(especially handling structured data), while those in (2) utilize modeling standards 
or notations (e.g., UML, BPMN) for the same data system. Approaches in category 
(3) focus on exploring specialized architectures and technologies for integrating Big 
Data, while approaches in (4) offer modeling solutions for the complex tasks and 
processes involved in extracting big data, formatting it, and transforming it into the 

Fig. 4  Classification of ETL approaches



Data integration from traditional to big data: main features…

target decision system. As illustrated in Fig. 5, ETL for Big Data is relatively new, 
having begun in 2014, compared to transactional systems.

These methods differ in their capacity to handle data and complexity based on the 
technologies and paradigms adopted. However, their primary aim is to make data 
extraction, transformation, and loading as fast, efficient, and straightforward as pos-
sible. Each method has pros and cons, and choosing one depends on several factors, 
such as the data type and the organization’s requirements. The objective is to man-
age data in a manner that is both effective and secure enough for use in decision-
making systems.

3.1  ETL for transactional systems

Transactional systems or OLTP (Online Transaction Processing) systems are 
designed to simultaneously handle numerous daily small transactions, such as sales, 
orders, and financial transactions. They maintain data integrity and consistency 
using ACID (Atomicity, Consistency, Isolation, Durability) properties. They use 
relational databases for structured data management and enable real-time process-
ing, resulting in faster data processing and query response times.

Transactional databases are a vital type of database management system that is 
highly optimized to quickly read and write individual rows of data while ensuring 
data integrity. Traditional data integration approaches focus on the ETL methods for 
transactional systems that efficiently manage and integrate structured data for busi-
ness operations and analytics. The main ETL steps are described as follows:

• Extraction: This involves collecting data (e.g., Sales transactions) from com-
pany data sources, usually stored in multiple relational databases and opera-
tional systems such online order databases.

• Transformation: This step involves data cleaning to ensure data quality, such 
as identifying and correcting errors, inconsistencies, and missing values. 

Fig. 5  Classification of ETL approaches (over time)
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Combining data from various sources to create a unified view often involves 
deduplication, normalization, and integration of disparate data formats. Busi-
ness rules may be applied to transform the data into a meaningful format for 
analysis and reporting.

• Loading: The transformed data is placed into data warehouses (which serve 
as a centralized data repository), data marts, or other analytical databases for 
querying and reporting.

OLTP is limited in its ability to handle large-scale data analysis and diverse data 
types because it is designed for real-time transaction processing and structured 
data. Big Data systems, on the other hand, can efficiently store, process, and 
analyze large amounts of diverse data using distributed architectures and power-
ful frameworks like Hadoop and Spark for both batch and real-time processing 
[1].

3.2  ETL for Big Data systems

Big Data encompasses a wide range of information, including media, imaging, 
audio, sensor data, text data, and various other data types. Such data is charac-
terized by four key features (known as Big Data 4 Vs): Volume, velocity, vari-
ety, and veracity [4]. Volume refers to the amount of data collected; velocity is 
the speed at which it is created and collected; variety refers to the scope of data 
points covered, and veracity is the data’s accuracy and quality.

Big Data is collected from heterogeneous and various sources, such as user’s 
comments on social media, apps, reviews, and product purchases, that can pro-
vide insights into customer needs. So, we are talking about more than just struc-
tured data stored in databases and spreadsheets or semi-structured data, which 
has some structure but does not conform to a specific data model. In the modern 
world of big data, unstructured data, a vast collection of files that lack a prede-
fined data model or format, is the most prevalent. The content can originate from 
either humans or machines, and it can be in the form of text or other formats.

ETL for Big Data is a complex process of extracting data, especially from 
unstructured sources, transforming it, and loading it into a target decision-mak-
ing database or data warehouse. Thus, it requires specialized tools and technolo-
gies to ensure data is appropriately formatted, cleansed, and validated before 
loading it into the target system. This process is crucial to the success of big 
data integration projects, as it enables businesses to make informed decisions 
based on accurate and reliable data.

3.3  Integrating Big Data into traditional ETL methods: defects and challenges

Traditional ETL methods may face several deficiencies when dealing Big Data sys-
tems, primarily due to their design and capabilities tailored for smaller datasets and 
structured data. Some critical defects include:
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• Scalability issues Traditional databases and processing systems may struggle to 
scale horizontally in Big Data environments, impacting efficiency in managing 
increasing data loads.

• Performance constraints Due to rising data volumes, traditional methods can 
lead to slower response times and reduced system performance.

• Data variety challenges Integrating and processing structured, semi-structured, 
and unstructured data forms is challenging with traditional methods.

• Cost and complexity Scaling traditional systems for Big Data can be expensive 
and complicated, involving hardware upgrades, software licensing, and special-
ized management skills.

• Limited analytical capabilities Traditional methods may lack advanced capabili-
ties for extracting insights from Big Data, such as machine learning and predic-
tive analytics.

The highlighted drawbacks accentuate the necessity of employing specialized mod-
eling approaches, tools, architecture, and technologies customized for Big Data inte-
gration. This encompasses distributed computing frameworks (such as Hadoop and 
Spark), large-scale data storage and management systems (like NoSQL databases, 
cloud-based storage, data lakes), and an appropriate modeling environment such as 
standards and notations, meta-models, and models [3].

4  ETL approaches: comparing criteria and features

We outline several essential criteria for conducting a comparative study of research 
papers focusing on ETL process modeling and Big Data integration. Most of these 
criteria are familiar in the context of ETL modeling, while the current research has 
inspired others in the field of Big Data integration.

We chose the following criteria for our literature review of the existing ETL mod-
eling approaches:

• Modeling language refers to the language or notation used for modeling the ETL 
phases. It involves specific notations or conventional standards (such as UML or 
BPMN).

• Meta-modeling checks to see if the proposed models of ETL activities, opera-
tions, and processes are validated against the constraints defined in meta-models. 
This point makes the ETL process more accurate and reliable.

• Modeling level represents the level of abstraction (conceptual (C), logical (L), 
and physical (P)) used to model the ETL process.

• Visualization flow conveys which parts of the modeling aspect (e.g., control flow, 
data flow, expression, template, and data sources) should be considered when 
designing an ETL process.

• Data sources reveal level of structure of the data as well as their origin of data 
(human-generated content, external data, social media).
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• Target is the system for storing the output data of the ETL process. A target 
system can take many forms, including data warehouses, data marts, reports, 
NoSQL databases, or other decision-making formats.

• ETL models enumerate samples of models suggested to the basic ETL activities, 
operations, or tasks.

• ETL implementation examines whether components/tasks have been imple-
mented to put into action ETL-designed models.

To simplify the comparison of ETL approaches for BigData, we have formulated 
additional criteria. These criteria are as follows:

• Big Data Vs refers to the different aspects of Big Data (Vs: velocity, veracity, 
volume, variety) handled by the ETL approach.

• Big Data technology refers to the specific technology (such as MapReduce and 
Hadoop) that the ETL approach employs.

• Architecture examines whether the approach is designed to function in a distrib-
uted or parallel environment for Big Data.

We have reviewed the most important research papers focused on the ETL process 
or activities, as well as the ideas, modeling formalisms, concepts, tools, architec-
ture, and technologies they used. Following this, we compared them using specific 
criteria and previously detailed features. Each category of approaches studied is pre-
sented in a comparison table with the comparison criteria in columns and the differ-
ent contributions in rows. Tables 1, 2, 3, 4 and 5 compare ETL approaches.

5  ETL for transactional data

The primary objective of traditional ETL methods is to design the extraction, trans-
formation, and loading of classical data, focusing on companies’ transactions. These 
methods can be classified into two categories: specific and standard-based.

5.1  Specific ETL modeling approaches

Regarding ETL modeling, specific design involves creating ETL activities and 
processes without relying on established modeling standards or languages. This 
approach allows developers to introduce new concepts and notations that can effec-
tively represent the intricate flow of data transformations in data integration.

5.1.1  Summary of specific ETL modeling approaches

Vassiliadis et  al. introduced ARCTOS as a tool for ETL processes, providing 
primitives for data cleaning, scheduling, and transformations [6]. In [7], they 
provided formal foundations for their graphical representation of ETL activities. 
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In [8], they defined a meta-model for logical entities incorporated into ARC-
TOS II, a design tool for traditional DW flows. Finally, they identified generic 
properties of ETL activities using a black-box approach and provided a taxon-
omy based on input–output relationships [9]. In the same context, Köppen et al. 
[10] proposed pattern formalization to relate ETL process design to software 
engineering. They introduced patterns for complex tasks like aggregation, data 
changes, and duplication, saving time and making the process user-friendly. This 
approach offers straightforward solutions for recurring ETL tasks but requires a 
user-understandable problem, context, and solution.

Unlike previously described approaches focusing on structured data sources, 
El-Sappagh et al. [11] proposed the entity mapping diagram (EMD), a concep-
tual model for designing the ETL process for unstructured data. EMD is organ-
ized into data source extraction, mapping functions, and DW schema (where 
data facts and dimensions are loaded). EMD offers user-defined functions (UDF) 
that can be easily integrated with the development environment. Petrović et al. 
[12] considered process flows differently from the ETL data flow design aspect 
that [6–11] employed. They also suggested three additional domain-specific lan-
guages (DSLs) that relate to different aspects of ETL modeling: ETL-E (logical 
and arithmetic expressions), ETL-T (transformation patterns), and ETL-D (mod-
eling source and target data). Each DSL’s corresponding concepts and rules are 
defined in a separate meta-model with clear and precise semantics, simplifying 
the process’s design complexity. Recently, Deme and Buchmann [13] discussed 
the limits of traditional DSLs and focused on technology-specific conceptual 
modeling languages to achieve interoperability with a technological environ-
ment, using interfaces and abstractions that must be orchestrated at runtime. Fast 
prototyping platforms based on meta-modeling allow for agile deployment and 
offer benefits even when reusability outside the application context is limited.

In reference [14], software design patterns are pre-established tasks grouped 
by context, allowing for reconfiguration and preventing the need to rewrite 
repetitive tasks and activities. The authors proposed a pattern-oriented approach 
to support various phases of an ETL lifecycle. The ontology hierarchy enables 
the expression of ETL patterns using classes, data properties, and object proper-
ties. Additionally, it provides the basic structure to support the development of 
a specific language for pattern instantiation. Authors in [15] introduced a new 
ontology graph to summarize the fundamental concepts behind imprint structure 
and configuration. However, further development is needed to clarify the DS and 
DW schemes and the mapping between the two compartments.

5.1.2  Comparison of specific ETL approaches

As explained in Sect. 5.1.1, ETL-specific methods suggest notations, concepts, and 
languages for the conceptual, logical, and physical levels. These methods also intro-
duce new models for standard ETL tasks like filter, union, join, and convert. Com-
bining these models makes it more efficient to design intricate ETL processes.

Most of the approaches (compared in Table 1) focus on modeling ETL data flow. 
These studies showcase ETL activities and their input and output data, such as [6–9, 
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11]. However, they do not consider the order of their execution (process flow). This 
issue is addressed in the study [13], which controls how ETL activities are defined 
in a complete process. Additionally, authors in [12] have developed separate visu-
alization aspects (process, operation, data, template, and expression) for the ETL 
process.

ETL approaches differentiate between conceptual and logical design levels, with 
conceptual design (C) aiming for an implementation-independent schema and logi-
cal design (L) creating a logical schema. In addition, other methods (e.g., [11]) sup-
port physical design (P) for implementation issues. Our study shows that the con-
ceptual level (C) is commonly considered. Meta-models structure the concepts and 
notations of specific languages in most approaches, providing generic and custom-
ized ETL modeling solutions. Each meta-model showcases one or multiple visuali-
zation aspects of the ETL process.

Our research emphasizes the significance of framing ETL tasks properly. Deme 
and Buchmann [13] enables automated code generation, which shortens develop-
ment time and increases productivity. Furthermore, it ensures that the executed 
activities align closely with their respective application domains.

Specific ETL design approaches offer flexible, generic, customized models for 
ETL processes and activities, considering several modeling aspects. However, they 
do not utilize standard notations. To this end, ETL designers must be familiar with 
these notations and concepts to define or adapt the ETL model. To address this 
issue, approaches (discussed in Sect. 5.2) suggest ETL design based on conventional 
modeling standards.

5.2  Summary of standard‑based ETL modeling approaches

Designers can simplify the ETL process using familiar modeling standards such as 
UML or BPMN. Since they do not have to learn new concepts specific to ETL pro-
cess modeling, this method helps them save time and concentrate on ensuring the 
accuracy of ETL processes.

5.2.1  Summary of ETL modeling approaches based on UML

Unified modeling language (UML) is a standardized language widely used in soft-
ware engineering to illustrate and document software systems [16]. ETL develop-
ers often utilize UML to represent the different components and their relationships, 
which aids in comprehending and communicating complex ETL processes.

In [17], authors were among the first to use UML class packages to model the 
ETL process. They also created a set of UML stereotypes to represent the most com-
mon ETL tasks, like combining different data sources, changing attributes between 
source and target, and making surrogate keys. Similarly, Lujan-Mora et al. [18] cre-
ated a data mapping diagram that connects data sources to the DW (data flows). 
However, the communication and message exchange structure between processes is 
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absent, and there are no mechanisms for representing specific conditions, such as 
control flow sequences and temporal constraints.

Song et al. [19] proposed a method for modeling the ETL process at a concep-
tual level using the extended UML profile mechanism. They created two ETL meta-
models, namely the data meta-model and the ETL operation meta-model, by defin-
ing UML profiles specific to typical operations like wrapper, merge, and join. This 
approach reduces an ETL tool’s cost and development cycle. However, its static 
aspect must reflect the concepts of chaining ETL operations and exchanging data 
between them. To improve design flexibility, some researchers have used the UML 
activity chart. Authors in [20] created a conceptual modeling framework to describe 
ETL behavioral needs. It was similar to the approach [17], but there were signifi-
cant changes in time constraints, dynamic aspects, and control flows. The frame-
work consists of two layers: a high-level layer that specifies elements and a low-level 
layer containing ETL workflows. Experimentation showed that the activity diagram 
is valuable for illustrating ETL’s dynamic elements [21]. Despite the benefits of the 
suggested activities, they are limited to internal data source integration.

To incorporate web data into decision-making support, Mallek et  al. [22] 
extended the approach [20] proposed ETL process conceptualization method. ETL 
models were proposed for the main ETL steps, such as collecting websites and click-
streams and their transformation (cleaning, filtering, and mapping) into the DW. 
This approach was the first to consider weblogs’ importance in ameliorating compa-
nies’ decisions. Nevertheless, it does not propose a model of the whole ETL process. 
Activity models were designed using an ETL-Web meta-model, which extends the 
UML activity meta-model with concepts specific to the web data context (such as 
"log file" and "website"). Each model has been implemented as an ETL component 
in Talend Open Studio (TOS). Biswas et al. [23] proposed an ETL method that uses 
SysML (extension of UML [24]), to investigate requirements and activity diagrams. 
Afterward, they extended this work in [25] by demonstrating how to automate the 
validation of SysML models. They used a case study of an e-commerce website to 
illustrate the method. The simulation results showed that the proposed method for 
validating the ETL model was effective.

5.2.2  Summary of ETL modeling approaches based on BPMN

BPMN (Business Process Modeling and Notation) is a valuable standard for mod-
eling business processes and web services [26]. It offers a straightforward notation 
that experts such as analysts, developers, and designers can understand. Considering 
ETL as a particular type of business process, many researchers have found that the 
BPMN notation is beneficial in ETL process modeling.

Wilkinson et  al. [27] proposed a multi-layer approach that uses three layers: a 
business requirements layer, a conceptual layer, and a logical layer. These lay-
ers are based on the BPMN standard and aim to improve the quality of ETL pro-
cess modeling. Nabli et al. also used BPMN in [28] to introduce a two-phase ETL 
design method for DW development. The first phase matches the source target and 
identifies transformation operations to create a correspondence table. The second 
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phase implements the ETL process, minimizing complexity and benefiting from the 
knowledge stored in the table.

In [29], El Akkaoui et al. used a subset of graphic constructors of BPMN symbols 
to design ETLs. This approach transformed BPMN conceptual notation and the BPEL 
(Business Process Execution Language) to ensure ETL execution. In [30], they proposed 
an ETL modeling framework based on model-driven architecture (MDA). They viewed 
an ETL process as combining two perspectives: control and data processes. ETL objects 
were organized into a data process meta-model (BPMN4ETL). Authors in [31] proposed 
a model-driven automatic code generation and language maintenance framework using 
Oracle Meta Base (OMB). They demonstrated validation using a practical example. Then, 
they completed this approach in [32] and provided a set of internal and external measures 
of the design quality of the ETL process. ETL components are defined on Microsoft SQL 
Server Integration Services (SSIS).

In [33], Oliveira and Belo expanded on the work of [29] and [30] by develop-
ing conceptual models for adaptable data that can be applied to any ETL standard 
process. They explored the use of BPMN in designing and testing ETL processes 
and created a meta-model that serves as the template for the Surrogate Key Pipe-
line (SPK) ETL process. Recently, authors in [33] proposed a set of guidelines for 
ETL conceptual modeling that use BPMN notation more consistently. This approach 
breaks down ETL conceptual modeling into different layers (process, pattern, and 
task), each representing a different level of detail in the process and providing spe-
cific tools for communication within the ETL development team during different 
phases. This proposal contributes to a more efficient development process, as mod-
els can be incrementally improved to meet system requirements.

Awiti et al. [34] proposed a method for developing an ETL process for updating slowly 
changing dimensions (SDC) using relational algebra. This method is based on the BPM-
N4ETL conceptual model, first introduced in [30] and then transformed into extended 
relational algebra (RA) with SDC operations. The study also presents a translation mech-
anism from BPMN to the RA specification. When SDC operations were tested on Pen-
taho data integration and Talend Open Studio, they showed that relational algebra worked 
better with ETL tools than ETL4BPMN when making the ETL flow.

5.2.3  Comparison of standard ETL approaches

Standard-based approaches have contributed to the design of the ETL process using 
conventional modeling languages and notations, where concepts are understanda-
ble and well-structured. Such approaches are compared in Table 2 based on criteria 
(detailed in Sect. 4).

UML and BPMN are the most widely used standards for ETL process mod-
eling. UML-based approaches offer a breakdown of complex ETL processes into 
typical activities (e.g., aggregation, fusion, and filtering). Adapting or extending 
UML meta-models provides valid generic models designed for these activities. Even 
though they are consistent, most UML-based approaches (e.g., [18, 19, 22]) have 
only examined how data moves during ETL tasks (data flow), not how important the 
control flow is. Based on the idea that an ETL process is a particular instance of a 
business process, several approaches used BPMN notations, offering rich solutions 
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to cover all stages of the ETL process. Most of these approaches emphasized sepa-
rating data and process flows when modeling the ETL process [29–32, 34].

The comparison of standard modeling approaches (established in Table 2) shows 
that several approaches focus solely on ETL activities data flows, but this oversim-
plifies the complexity of the ETL process. Separating modeling aspects (such as 
control flows, data flows, and data modeling) is essential to create a more dynamic 
and flexible approach. Unfortunately, some models (e.g., [17, 18]) lack mechanisms 
for specific conditions like control flow sequences and time constraints, leading to 
static and rigid modeling. As exemplified by [12, 21, 22, 32–34], a better approach 
is to adhere to the sequence of ETL activities to incorporate dynamic aspects in ETL 
process design.

5.3  Standard versus specific ETL modeling approaches

We distinguish two main types of ETL modeling approaches for traditional data 
integration. The ETL modeling approaches (explained in Sect. 5.1) propose specific 
concepts and notations for designing the ETL process, providing formal and concep-
tual models for complex ETL flows. In contrast, Standard-based approaches (pre-
sented in Sect. 5.2) adapt or extend existing standards or modeling languages, such 
as UML, SysML, and BPMN.

The study reveals that using specific concepts and notations in ETL process 
modeling benefits clarity, efficiency, and collaboration. These notations ensure that 
all stakeholders understand the unique aspects of ETL accurately. However, these 
approaches define non-standard notations, so ETL designers must become familiar 
with these concepts. This familiarity is a limitation of specific approaches to effec-
tively define or adapt the ETL model. Standard-based approaches, such as UML and 
BPMN, offer universality, interoperability, flexibility, and long-term support. They 
are practical choices for data integration projects, documentation, maintenance, and 
governance of complex ETL systems.

The ETL modeling approaches we previously studied offer practical conceptual 
modeling solutions for transactional data, regardless of the employed specific or 
standard notations. They facilitate the design and understanding and reusability of 
complex ETL processes and tasks and enable automatic code generation. A critical 
aspect of the modeling is the separation of flow visualization to simplify the mod-
eling of complex ETL processes. It is evident in Tables 1 and 2 that most approaches 
(e.g., [13, 20–24, 29–31, 34]) emphasize the separation of data flows and control 
flows. Moreover, other approaches, such as [12], considered additional flows like 
expressions and templates.

Various studies have proposed different methods to improve the reusability and 
adaptability of complex ETL (Extract, Transform, and Load) processes. However, 
there is a clear gap in research regarding meta-modeling that would empower organ-
izations to create, implement, and manage efficient and scalable ETL processes. The 
utilization of meta-models to structure ETL models based on standards such as [10, 
17, 18, 20, 21, 24, 34] could enhance the solution, ultimately leading to more effec-
tive data integration and improved decision-making.
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ETL modeling approaches compared in Tables 1 and 2 both concentrate on the 
conceptual level (C); however, there is a lack of research on the logical (L) and phys-
ical (P) levels to have a complete ETL modeling solution. On the other hand, our 
analysis of ETL modeling solutions revealed that ETL modeling efforts are predom-
inantly data-driven. This point implies that only data sources are considered during 
extraction, transformation, and loading without focusing on the user’s requirements. 
Little works (e.g., [11, 28]) considered the designer’s needs when defining their 
transformation operations.

Ultimately, standard and specific ETL modeling approaches offer useful tem-
plates for ETL designers to define complex ETL processes. These approaches offer 
valid models for transforming business data sources into a data warehouse. They 
accommodate traditional decision support systems with limited and structured data 
sources stored in a relational database. However, with the increasing prevalence of 
Big Data stored in NoSQL databases, it is necessary to consider whether traditional 
ETL processes, operations, models, frameworks, and techniques are still effective in 
aiding companies making better business decisions. Several tasks within the ETL 
processes need to be redefined to align with Big Data environment, emphasizing 
new issues such as data volume and heterogeneity [36, 37].

6  ETL for Big Data integration

Conventional decision-making systems are not capable of handling "Big Data" 
through the ETL process modeling methods that were previously effective. New 
techniques are required to manage the enormous amount of unstructured or semi-
structured data. Researchers have developed new ETL systems to assist traditional 
operators in designing schema-less databases and resolving the problem.

6.1  Technical ETL approaches for Big Data

NoSQL systems are used for Big Data and fall into four categories: key-value, 
record/column-oriented, document-oriented, and graph-oriented [38]. New tech-
niques and strategies have been developed to integrate NoSQL databases effectively 
into data warehouses.

6.1.1  Summary of technical Big ETL approaches

Over the last decade, many researchers have highlighted the limited support for 
unstructured and semi-structured data. Authors in [39] have studied ETL frame-
works for migrating relational systems to NoSQL, identifying necessary join opera-
tions for real-time data warehousing of unstructured data streams. In [40], Mehmood 
and Anees developed an ETL architecture for managing Big Data in real-time and 
distributed environments. They proposed a stream-disk join operation to simultane-
ously process unstructured stream data and disk data from dispersed stores. This 
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proposal ensures accuracy and reduces disk overhead while preventing any loss of 
stream data.

In [41], Mallek et al. created BigDimETL, an ETL method for moving large vol-
ume of data from Hbase (a NoSQL column-oriented database) to a target DW. It 
uses the MapReduce framework and focuses on selection and projection operations. 
Afterward, they expanded their work in [42, 43] by using column-oriented tables to 
create a multidimensional (MD) structure from input data during the extraction step 
and by incorporating the join operation in the transformation step. Later, in [44], 
they defined a conversion operation algorithm that migrates semi-structured docu-
ments to a column-oriented structure during the ETL extraction step. This algorithm 
was implemented as a new TOS-Big Data component for converting JSON data to 
HBase databases.

Similarly, the "Web ETL" framework defined in [45] also uses MapReduce to 
transform and load web pages. This work involves filtering techniques to remove 
duplicate records and a transformation algorithm composed of three steps: tokenize 
fields, sort DB, and match records. The data is then transferred into a distributed 
Hadoop-based DW during the loading step. However, the multidimensional struc-
ture of the DW needs to be presented in this work. Authors in [46] developed an 
on-demand ETL architecture for data analysis, focusing on dispersing data across 
multiple collections. In [47], they introduced an algorithm to detect identifiers and 
references in multiple document stores. Nevertheless, there is still a need to formal-
ize ETL operations. Unlike other methods, this architecture involves user interaction 
during the data integration.

In [48], the author made an ETL framework for Big Data that has three layers: an 
ETL workflow designer layer (an open-source ETL framework), a middle layer with 
a UDF component, a recommender, cost model, and monitoring agent; and a distrib-
uted framework layer for running UDFs in parallel (for example, Hadoop). Authors 
in [49] also created a cp-UDF generator that is easy to add to Pentaho data integrator 
(PDI). It makes creating efficient parallel configurations for complex ETL tasks on 
large datasets possible. The sentiment analysis workflow for product reviews dem-
onstrated the framework’s effectiveness but did not provide details on the cleaning 
step.

Reference in [50] introduces a building management system (BMC) that utilizes 
ETL processing and data integration to enhance operational efficiency and build-
ing performance. It gathers data from sensors, IoT devices, and building systems, 
processes it using ML and AI tools, and loads it into scalable storage for real-time 
adjustments. The authors proposed MATRYCS, a scalable architecture that enables 
comprehensive data integration from various sources for informed decision-making. 
However, challenges include managing data complexity, ensuring consistency across 
sources, and adapting to evolving data formats and integration requirements.

Besides, Moalla et al. [51] conducted a study on sentiment analysis to help deci-
sion-makers analyze opinions from user-generated content (UGC) on social media 
platforms such as Facebook, Twitter, and YouTube. In their plan, data would be 
extracted and cleaned, social media data mart schemas would be modeled, and these 
schemas would be turned into a generic data warehouse schema based on semantic 
relationships. The UGC opinion analysis in this process uses a supervised learning 
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classification method described in [52]. Although the experimental results were con-
sistent, more formalization and design are needed to further explore the ETL pro-
cess steps.

6.1.2  Comparison of technical Big Data ETL approaches

Several ETL approaches (discussed in Sect. 6.1.1) define efficient ETL solutions for 
Big Data integration. They utilize big data frameworks and paradigms for managing 
NoSQL database systems, parallel and distributed processing, and other big data-
specific technologies. Table 3 categorizes and compares these approaches based on 
the criteria defined in Sect. 4. Most focus on different data source formats, such as 
JSON or XML documents, raw data, databases, and UGC. However, some of these 
approaches need to specify the multidimensional structure of the data warehouse, 
for instance [40, 45].

Big Data ETL approaches are designed to efficiently handle specific operations 
and tasks such as filter, tokenize, join multiple documents, and analyze opinions. 
ETL tools like Talend Open Studio (TOS) for Big Data, Pentaho data integration 
(PDI), and Apache Kafka are used to test and validate these operations. Talend is 
one of the most widely used ETL tools due to its exceptional qualities, such as being 
open, innovative, and robust. It also offers data quality, an open profiler, an inte-
grated product, and on-demand services, making it a popular choice among data 
integration tools [53].

Our research shows that MapReduce is an effective solution for ETL processes 
when dealing with large amounts of data. Researchers of [42–45, 49] have con-
ducted studies that demonstrate that MapReduce is a widely adopted programming 
model and processing technique for handling extensive data processing tasks on a 
distributed cluster of computers. This model is designed to manage parallel process-
ing efficiently and ensure fault tolerance, making it highly suitable for processing 
large datasets.

Apache Hadoop is a widespread implementation of the MapReduce paradigm, 
which analyzes large data sets. Other frameworks, like Apache Spark, offer addi-
tional features. Hadoop Distributed File System (HDFS) is an essential component 
of the Apache Hadoop framework for managing large data sets across multiple 
machines. It is also used for analyzing large volumes of data.

The main focus of the approaches listed in Table 3 is to use various technologies 
and tools to acquire, process, store, and analyze large datasets. Most of the presented 
works concentrate on the physical implementation of Big Data integration processes 
by offering ETL algorithmic solutions. However, it is essential to emphasize the sig-
nificance of the modeling aspect, which can clearly represent the data warehousing 
and ETL steps at a conceptual level.
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6.2  ETL modeling for Big Data integration

Several researchers have devoted their attention to conceptual design of Big Data 
integration steps, providing comprehensive models for the multidimensional struc-
ture of Big Data warehousing and ETL processes and operations.

6.2.1  Summary of Big Data ETL modeling approaches

In [54], authors presented a five-step process for a distributed ETL platform uti-
lizing the MapReduce (MR) paradigm. In [55], they introduced specific graphical 
notations for modeling ETL phases: partitioning data sources, transforming them 
through the Map phase, and merging them through the Reduce phase. Later, they 
optimized ETL performance by parallelizing at two levels and introducing a fine-
grained parallel/distributed ETL approach [56]. It should be noted that their research 
solely concentrated on the volume of data.

Authors in [57] used business process modeling and notation (BPMN) to define 
transformation rules that turn the DW multidimensional schema into a document-
oriented model that works with MongoDB. Similarly, BPMN was also utilized in 
[58] to design a process that extracts Facebook comments and converts them into 
user opinions to detect the sentiment (positive, negative or neutral). Several studies 
from the past 10 years have recommended incorporating user opinions as an analysis 
dimension in the DW [59–61]. However, considering the topic of interest is vital to 
efficiently analyzing user opinions on social media [62–64]. In [65, 66], Walha et al. 
proposed a BPMN process model that transforms informal UGC texts into valid 
topic and sentiment dimensions in the DW. This model was implemented on TOS 
for Big Data, which provides customized jobs that automate a significant part of this 
complex process and make the work of the ETL designer easier.

Fig. 6  Evolution of ETL approaches
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Some researchers have used UML language to design ETL for integrating Big 
Data. For example, authors proposed a model in [67] for extracting Big Data, incor-
porating new stereotypes and ETL methodology in data warehouses. Case studies 
were conducted using three commonly used tools in the extraction process: sqoop, 
flume, and data click. Another study [68] suggested utilizing UML diagrams for 
Batch and Stream processing strategies in the ETL process as part of the DOD-ETL 
framework, which aims to improve the bottleneck of near-real-time ETL by execut-
ing CDC functionality. Later, Raj et  al. [69] developed a conceptual method for 
modeling data pipelines, utilizing ETL/ELT transformations, multiple applications, 
and different data types. The study focuses on both human-generated and machine-
generated data sources. The model automates monitoring, fault detection, mitiga-
tion, and alarming at various data pipeline steps, aiming to solve data management 
challenges with minimal human intervention. Recently, Mallek et al. presented two 
papers [70, 71], respectively, outlining an abstract view of the ETL extraction and 
transformation phases. The authors proposed conceptual modeling of fundamen-
tal ETL operations (e.g., Project, Join, and Conversion) through the UML activity 
diagrams. These operations can be executed in parallel across a large dataset using 
MapReduce. This approach minimizes ETL time consumption by integrating paral-
lelism into traditional ETL processes.

The study explored different approaches to acquiring, processing, storing, and 
analyzing Big Data. However, none of the approaches offered a complete architec-
ture for warehousing Big Data, encompassing requirements, implementation strat-
egy, conceptual design, and ETL phases. In response to this, in [36], authors pro-
posed a conceptual framework known as ETL4Social, which expertly tackles the 

Fig. 7  Classification of ETL modeling approaches
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complexity of the ETL process when integrating user-generated content (UGC) into 
data warehouse (DW) design. The authors partitioned the ETL modeling aspects 
into processes, operations, and data and introduced an architecture comprising three 
layers: meta-modeling, modeling, and instantiation. A meta-model was proposed for 
each aspect to organize the applicable concepts and relationships in various contexts 
and social media. The accuracy of the models was demonstrated through an illustra-
tive example that mapped generic models of UGC into DW. Similarly, authors in 
[37] introduced a multi-layer model consisting of three levels: Meta-Model Level, 
which is defined through a UML class diagram that outlines the elements and con-
cepts in data warehousing phases; the Meta-model Specification level, which speci-
fies possible instances of classes linked with "Is A" relations; and conceptual model 
level, which presents entities as subclasses or instances of classes. The authors 
analyzed the evolution of COVID-19 on Twitter as a case study to demonstrate the 
effectiveness of their approach.

To reduce manual effort in integrating heterogeneous data, Pan et al. [72] have 
recently applied semantic-similarity methods to automate the schema-mapping pro-
cess. Their research proposed mapping raw data from the building energy domain 
into a generic data model, improving schema matching accuracy.

Table 6  Classification of ETL approaches for the main 4Vs and application domains

ETL Approaches
(Big Data)

Volume Variety Velocity Veracity Application Domains

Bala et al. [54, 55 -uts(yrtsinimnoitacudEx]
dent integration)

Bala et al. [56 -uts(yrtsinimnoitacudEx]
dent integration)

Mosquera et al. [67 -x]
Yangui et al. [57 -x]
Machado et al. [68] -x]
Walha et al. [36, 65, 66, 73 resu(sisylananoinipOx]

sentiment and topic)
Dhaouadi et al. [37] x x x Tweet integration
Mallek et al. [42–44, 70, 71] lellaraP/noitubirtsiDx

processing of Tweet
Integration

Gupta et al. [45 otnoitamrofsnartataDx]
de-redundant the records

Souibgui et al. [46, 47 secnereferdnasrefiitnedIx]
detection from document
stores

Raj et al. [69 -snartenihcam/namuHxx]
formation

Moalla et al. [51, 52 -nipo/sisylanatnemitneSx]
ion detection (social
media)

Pan et al. [72 ataDygrenEgnippaMxx]
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6.2.2  Comparison of Big Data ETL modeling approaches

Tables 4 and 5 present and compare approaches that tackle the challenge of repre-
senting ETL operations’ sequence and passage of inputs and outputs in a Big Data 
context. Some authors, such as [55], use specific notations, while others focus on 
modeling standards like UML class diagrams (e.g., [37]) or UML deployment dia-
grams (e.g., [67]) to represent the ETL steps’ static aspect. Control flows of ETL 
activities are designed using UML activity diagrams (e.g., [70, 71]) or BPMN dia-
grams (e.g., [57, 65, 66]).

A well-organized meta-model encompassing all ETL’s essential elements and 
relationships is valuable for any design approach. Only the works [36, 37] presented 
meta-models, which design ETL operations and functionalities for Big Data. How-
ever, the authors have yet to consider parallelism and distribution aspects in their 
modeling.

The involvement of decision-makers in the design of data warehousing (DW) and 
extract, transform, and load (ETL) processes is crucial. According to [47], there is 
research on active user interaction during the big-data integration process. Similarly, 
authors in [65] involved the designer in detecting topics from user-generated texts 
and validating the topic dimension schema. Due to the various constraints of social 
media (such as data variety), some ETL operations and tasks can be customized to 
meet the designer’s specific requirements. To provide more flexibility in the ETL 
process, [49] proposed user-defined functions.

Recent approaches in Table 3 integrate Big Data extraction and transformation 
techniques into reusable conceptual models, but some need to focus more on ETL 
modeling aspects. Firstly, separating sequences and data flows can simplify the ETL 
process’s complexity. Secondly, a conceptual framework organizing essential con-
cepts on meta-models, such as the works in [36] and [37], can provide a generic 
approach to ETL modeling. Thirdly, according to some researches, including [47] 
and [65], the designer’s involvement in modeling and ETL processes is also crucial. 
Customized ETL processes and tasks ensure more flexibility during the big-data 
integration process. Finally, the current literature must provide a clearer understand-
ing of how to effectively scale conceptual models to address the increasing complex-
ity, heterogeneity, and volume of Big Data in ETL workflows.

Fig. 8  Classification of ETL approaches (Big Data)
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Tables 3, 4 and 5 summarize the ETL processes for selecting, filtering, and nor-
malizing Big Data sources for relevant decision-making. Most approaches have 
focused on the extraction (E) step, as it is the most complex step of the ETL scenario 
(e.g., [44, 67, 70, 71]). However, other researchers have also concentrated on the 
transformation (T) step, such as [40, 42, 44, 45, 49, 57, 65]. Only the work [37] cov-
ers all ETL steps.

7  Discussion and future directions

7.1  Discussion and findings

For an effective DSS, it is crucial to have a well-designed ETL process that can cater 
to the data sources, data warehouses, and environments where data is converted. In 
this section, we will discuss the benefits and limitations associated with different 
aspects of the ETL process examined in this paper.

7.1.1  From traditional to Big Data ETL approaches

Traditional ETL approaches studied in this paper (Sect. 5) simplify the process of 
designing workflows for the extraction, transformation, and loading of transactional 
data. Most approaches propose conceptual frameworks that specify valid ETL work-
flows at several levels. They propose reusable and flexible concepts, models, and 
meta-models to transform structured data into a Data Warehouse. These proposals 
are helpful for business intelligence systems defined with limited and structured 
data sources stored in transactional databases. However, with the rise of Big Data 
stored in NoSQL databases, traditional ETL workflows, activities, concepts, models, 
frameworks, and techniques are not suitable to handle the vast amounts of various 
and evolutional semi-structured and unstructured data.

Recently, designing the ETL process for Big Data is challenging for several 
researchers due to the growth of schema-less databases. This matter makes data 
analysis and integration more difficult. Some works (detailed in Sect.  6.1) have 
focused on applying various technologies and tools for Big Data acquisition, pro-
cessing, storage, and analysis. However, most approaches concentrate on the 
physical implementation of the ETL algorithms without taking advantage of their 
conceptual level. This solution can make it challenging to represent, analyze, and 
understand complex ETL workflows and provide support for automatic code genera-
tions. Several researchers (discussed in Sect. 6.2) have focused on modeling the Big 
Data integration process (ETL tasks and operators) and multidimensional models 
for big data warehouses.

This survey explores the development of the ETL approaches from 2000 to 
the 2023. Figure  6 shows the number of approaches that have emerged over the 
years. Most traditional approaches discussed in this paper were developed between 
2009–2012 and 2019–2021. However, ETLs for Big Data, which appeared in 2014, 
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have evolved rapidly due to the growing usage of unstructured and semi-structured 
data.

7.1.2  Specific versus standard ETL modeling approaches

Irrespective of the data type, ETL modeling approaches can be classified into 
two main groups: Specific and Standard. Specific approaches use formal and 
conceptual notation, whereas standard approaches use common languages such 
as UML, BPMN, and SysML. As depicted in Fig. 7a, specific approaches only 
comprise 32% of the total ETL approaches because designers must be famil-
iar with specific notation. Conversely, 68% of ETL approaches use standards, 
providing generic and more readily understandable models. This point reduces 
designer effort, cost, and time. Both specific and standard approaches have 
unique strengths, and designers can choose the best approach based on their 
needs and requirements.

7.1.3  Modeling standards of ETL approaches

In Fig. 7b, the ETL approaches are classified based on whether they adhere to mod-
eling standards or notations. Our analysis indicates that BPMN and UML activity 
diagrams are suitable for designing complex control flows within an ETL process. 
While these two standards share similarities, BPMN-based approaches provide 
a modeling structure that closely resembles the ETL process by considering the 
dynamic nature of connections between processes. Therefore, BPMN is the best 
choice for designing and validating the ETL process. Indeed, this rating provides 
control objects that allow ETL designers to merge data and control flows with the 
same tool. In addition, it ensures the concrete specification of an ETL process. 
From an implementation efficiency point of view, it covers a communication gap 
that can sometimes appear between the design and implementation of a business 
process.

7.1.4  Modeling aspects of ETL approaches

When examining the modeling aspects addressed by conceptual ETL modeling 
approaches, as shown in Fig. 7c, it is evident that most ETL approaches concentrate pri-
marily on data flow design. In contrast, others strive to simplify the complexity of ETL 
design by separating data and control flows. Some ETL approaches (e.g., [12, 36]) have 
also introduced new modeling aspects, such as templates, data models, and expressions.

Our study suggests that separating modeling aspects is essential for creating a 
simpler, more dynamic, and more flexible approach. ETL designers and practition-
ers should prioritize this separation, particularly in Big Data environments where 
new specific concepts are being defined.
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7.1.5  ETL approaches according to Big Data Vs

Table 6 categorizes the different ETL approaches based on various features of Big 
Data. It is worth noting that most studies on NoSQL data integration only consider 
the volume or variety of the data. However, there have been some advancements in 
addressing the speed of data streams, known as velocity. Additionally, it would be 
preferable to expand the Big Data integration approaches to include other Big Data 
features like veracity and variability.

7.1.6  Social media analytics for ETL approaches

With the increasing use of social networks as a significant data source, recent 
approaches (approximately 24%) take advantage of user-generated content (UGC) 
on social media to enhance business intelligence processes (8a). Researchers such 
as [36, 60, 61] have effectively incorporated valuable insights from UGCs (such as 
tweets) into new dimensions and measures in the data warehouse, providing adapted 
ETL tasks for user opinions analysis.

In recent research (71%), such as the work by Mallek [70], there has been a focus 
on modeling the primary phases of Big Data ETL for handling large volumes of data 
by adapting by adapting ETL processes to distributed processing. Nonetheless, there 
is a demand for a more comprehensive analytical and semantic analysis of user inter-
actions, particularly when dealing with heterogeneous and informal data, to detect 
and integrate opinions. Other approaches have proposed ETL modeling solutions for 
sentiment analysis (e.g., [52, 66]) and topic analysis [65] of UGC text.

Figure 8b reveals that only 29% of the surveyed approaches have addressed these 
issues. Recent studies, as [51, 74, 75], have underlined a growing interest in using 
natural language processing (NLP) and machine learning (ML) to transform user-
generated content text into valuable insights. It is highly recommended that ETL 
designers consider integrating cleaning, normalization, and sentiment analysis algo-
rithms into the ETL process.

7.2  Current and future trends on Extract–Transform–Loading processes

Figure  5 shows that research activities and publications for transactional systems 
have steadily decreased from 2017 to 2023. In contrast, there has been an increase 
in ETL approaches for handling Big Data during the same period. This shift reflects 
the focus of modern organizations on integrating unstructured (e.g., multimedia 
data) and semi-structured data in addition to the structured data typically managed 
by transactional systems. The use of new devices such as mobile devices, smart-
phones, IoT devices, and satellites has introduced new formats of data, including 
social media data (comments, user-generated data, posts, videos, texts), web content 
(blogs, forums, web pages), customer service chat logs, flat files, NoSQL databases, 
clickstream data, apps, reviews, and product purchases.
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7.2.1  Trends on Big Data techniques and practices

With the emergence of Big Data sources, new architectures have been proposed, 
posing challenges for integration, especially in processing and storage. Detailed cur-
rent and future trends are available for each of these challenges.

Challenge 1: ETL complexity with growth in data volume
In recent years, researchers and practitioners have utilized various techniques, 

architectures, storage, and processing systems to create efficient ETL workflows that 
can handle large volumes of data. Some of the approaches used include:

• The widespread use of distributed processing frameworks such as Apache Spark 
to enable in-memory processing capabilities and support transformations on data 
stored in NoSQL databases [76, 77]. Optimizing ETL workflows for parallel pro-
cessing is the current solution. One efficient approach is to utilize cloud-based 
ETL services like AWS Glue, Azure Data Factory, or Google Cloud Platform to 
scale on demand [78, 79].

• Modern data architectures, including Data Lakes, NoSQL databases, cloud data 
warehouses, Apache Hadoop Distributed File System (HDFS), are adopted for 
loading transformed data to target systems. The trend toward data lakehouse 
architectures, which combine data lakes’ flexibility with data warehouses’ per-
formance, is also gaining traction [80, 81].

• Transition from traditional ETL to ELT (Extract–Load–Transform), where data 
is first loaded into a data lake or data warehouse and then transformed in place. 
This approach is more aligned with modern, scalable data architectures and lev-
erages the power of cloud-based systems to efficiently handle large-scale trans-
formations after loading [82].

Challenge 2: ETL processing with Big Data variety
Big Data involves dealing with a wide variety of data types and sources. Manag-

ing this variety is crucial in the ETL process to ensure accurate and efficient pro-
cessing and integration into the target system. One of the primary challenges is the 
heterogeneity of data sources. NoSQL databases like MongoDB, Cassandra, and 
Hadoop HDFS are designed to handle unstructured and semi-structured data, pro-
viding flexibility in storage and retrieval [83].

Unstructured data, such as text documents, emails, social media posts, videos, 
images, and sensor data, is increasingly prevalent in modern data-driven environ-
ments. Dealing with this data type necessitates advanced ETL processing to han-
dle and integrate diverse data formats. Traditional ETL tools face difficulties with 
unstructured data, leading to the development of new approaches that focus on cur-
rent trends:

• Advanced techniques for gathering unstructured data, such as web scraping, API 
crawling, and file parsing. Tools like Apache NiFi, Talend, and Informatica can 
streamline the extraction process from diverse sources [53].

• Advanced natural language processing (NLP) techniques and semantic analysis 
tools to comprehend and interpret data [84], techniques like extracting entities, 
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relationships, and sentiments to transform user-generated text into topics [65] 
and sentiments [66], or knowledge graphs and ontologies to provide context and 
meaning to the data [85].

• Text analytics and sentiment analysis algorithms analyze text data to extract 
sentiments, trends, and patterns, converting unstructured text into actionable 
insights [75].

• Machine or deep learning models and AI techniques are increasingly utilized to 
automate the classification, tagging, and extracting relevant information from 
unstructured data, thereby enhancing the ETL process [50, 51, 86].

• Large language models (LLMs) such as OpenAI’s GPT-4, BERT, RoBERTa, and 
T5 due to their significant capabilities for understanding and generating human 
language [87]. These models are particularly useful in data processing and anal-
ysis within key domains such as customer support, healthcare, and intelligent 
transportation systems.

Using advanced tools, databases, and algorithms, DSS effectively manages Big Data 
variety and heterogeneity, specifically unstructured data, enabling comprehensive 
analysis and informed decision-making.

Challenge 3: ETL processing with Big Data velocity 
Modern organizations place great importance on the speed of processing and ana-

lyzing data in the data integration process. One challenge of ETL approaches for Big 
Data is handling high-speed data streams in real-time or near-real-time to generate 
timely insights. Researchers should focus more on velocity with systems that han-
dle continuous data streams, like social media feeds, sensor data, or financial mar-
ket data, and with applications that require immediate insights or decision-making 
based on incoming data, such as fraud detection, IoT analytics, customer recommen-
dations, or automated trading systems.

Modern data pipelines may include both batch and streaming data processing to 
address various use cases within an organization [88]. It requires advanced archi-
tecture and tools to handle continuous data flow and processing when combining 
ETL processes with real-time data streaming. Notable technologies associated with 
high-velocity data processing are Apache Kafka, Apache Flink, Apache Storm, and 
Apache Spark Streaming [40].

Challenge 4: ETL processing with Big Data veracity and integrity
The veracity pertains to the reliability of uncertain data. It encompasses the data’s 

truthfulness, accuracy, precision, and correctness [4]. As stated in [89], high-qual-
ity data aligns with reality and is easily accessible, up-to-date, non-repetitive, and 
exhaustive.

The data on which ETL (extract, transform, and load) tasks are performed origi-
nates from diverse sources containing data of varying quality. These sources use 
inconsistent representations, codes, and formats that must be reconciled. Ensuring data 
accuracy in ETL processes is crucial for maintaining the reliability and trustworthiness 
of data in a data warehouse. Organizations can improve data quality and obtain valu-
able insights from their analytics efforts by implementing robust validation, cleansing, 
and monitoring techniques. Future strategies to address this challenge may involve:
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• Data lakehouse are expected to be a significant area of research in future data 
management, offering improved data quality, governance, reduced redundancy, 
and efficient use of time with a simplified schema [90].

• Using machine learning algorithms to detect outliers and anomalies in data that 
may indicate potential integrity issues [91]

• leveraging blockchain technology, organizations can significantly improve their 
ETL processes’ integrity, security, and traceability, ensuring that data remains 
accurate, reliable, and compliant with regulatory standards [92].

Advanced techniques, tools, scalable storage solutions, and robust processing frame-
works enable ETL processes to effectively manage and extract insights from Big 
Data. However, it is not just about technical solutions. Current approaches need to 
emphasize the importance of data modeling to ensure consistency, efficiency, and 
data integrity. The main question we are tackling is how designers can integrate this 
technical solution into modeling ETL processes.

7.2.2  Trends on ETL modeling

Integrating robust data modeling practices into ETL processes is crucial for building 
resilient and efficient decision support systems. It is essential to consider modeling 
challenges such as developing automated ETL solutions, standardized modeling, 
and cost-effective approaches. New trends include:

• Standardizing the ETL to illustrate ETL workflows and data transformations to 
enhance stakeholder communication and understanding. As shown in Fig.  7a, 
68% are standard-based ETL approaches. Current trends emphasize using BPMN 
notation to model and automate data workflows, as it can bridge the gap between 
business process modeling and ETL design, ensuring that data processes align 
with business objectives (Fig. 7b).

• Aligning with advanced algorithms for Big Data integrations (e.g., ML and 
DL models, semantic analysis, NLP, and pre-processing techniques) presents a 
promising future for ETL processes. This alignment will allow for the develop-
ment of components, modules, or pipelines that can be reused across multiple 
projects, datasets, or use cases, enhancing the reusability of the ETL process for 
Big Data.

• Efforts on redefining concepts to align with extensive data features, including 
information about data sources, target schemas, transformation rules, data line-
age, and quality rules. By abstracting transformation logic into metadata con-
figurations, organizations can more easily adjust to changing data sources and 
requirements.

• A meta-model is required to encapsulate the structure and relationships between 
ETL processes, functionalities, and analytical models within the DSS frame-
work. Specify metadata definitions, data lineage, and transformation rules that 
govern how data flows through the system, ensuring consistency and traceability 
from extraction to analysis.
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• New trends involve implementing strategies for schema evolution, using flexible 
data models, and adopting agile ETL development methodologies to adapt ETL 
changes in data schemas and structures without disrupting data flow.

8  Conclusion

The extract, transform, and load process retrieves data from different sources, modi-
fies it to meet specific analytical needs, and stores the processed data in a dedicated 
storage system called a data warehouse. A well-designed ETL process is crucial for 
all DSS development projects as it is closely linked to its success and ease of main-
tenance. In the early 2000s, researchers focused on modeling ETL processes, result-
ing in numerous studies published in this area, each with advantages. Nevertheless, 
Big Data has presented new challenges.

This paper comprehensively investigates different ETL approaches from the 
past 2  decades. The approaches are categorized into specific and standard-based 
approaches for traditional data and technical and modeling approaches for Big Data. 
The past 10+ years have been dedicated to exploring and implementing efficient 
ways to manage the complexities of Big Data due to increasing volume, speed, het-
erogeneity, and variety of data sources. This feature has involved blending various 
processing and storage methods and applying them in real-world scenarios. Addi-
tionally, recent trends in Big Data integration are explored, and potential develop-
ments and modeling expected to significantly impact the next generation of ETL and 
data integration technology are discussed.

Overall, this survey has contributed to a deeper understanding of data integra-
tion issues, offering a comprehensive overview of key trends, challenges, and oppor-
tunities for researchers and data practitioners to enhance strategies, policies, and 
practices. Several critical perspectives emerge from this study: The survey provides 
insights into data integration issues and solutions. One crucial aspect of DSS is the 
increasing popularity of exploratory data analysis, which requires thorough explora-
tion and integration of Big Data. Advanced AI systems, such as LLM models, intro-
duce new challenges with automated data exploration. Further research is needed 
to understand the underlying causes of the knowledge acquired through exploratory 
data analysis. Recent studies (e.g., [93]) advocate for a transparent and explicable 
approach to data analysis, aiming to provide qualitative and quantitative explana-
tions. Our future research will focus on a comprehensive study of approaches that 
align with exploratory data analysis.
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